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1 Introduction

Penrose lattices are discrete sets of the plane (which are also subsets of a regular Bravais lat-
tice), whose underlying tassellations of the plane by rhomboidal tiles with angles multiple of
π/5 (with vertices the points of the Penrose lattice itself) are a prototype of quasicrystalline
a-periodic structures (see Figure 1). In this paper we consider “discrete” energies directly

Figure 1: A Penrose tassellation

defined on a Penrose lattice P, and examine their overall behaviour via a Γ-convergence
approach. Such a treatment combines homogenization issues and a passage from discrete
systems to continuous variational problems.

The energies we study are the analog of the energies of Ising type systems on a regular
lattice L in R2. Those can be written as set functionals depending on subsets A of a scaled
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copy εL of L; i.e.,
Eε(A) = ε#{(i, j) : i ∈ A, j 6∈ A, |i− j| = ε}.

Note that, up to multiplicative constants, the energies Eε can be rewritten as ferromagnetic
energies depending on a spin variable u : εL → {−1,+1}

Eε(u) = −ε
∑{

(u(i)u(j)− 1) : i, j ∈ εL, |i− j| = ε
}

(with the identification, e.g., of A with {i : u(i) = 1}). Their asymptotic behaviour as ε→ 0
describes the behaviour of large sets in L, through the computation of a limit surface energy.

If L is a periodic lattice, then periodic homogenization techniques for surface energies
have been applied to obtain a limit energy as ε to 0 which is defined on sets of finite perimeter
(upon identification of a set A ⊂ εL with a suitable subset of R2 in a way that, with an abuse
of notation, precisely Eε(A) = H1(∂A)). A general theory for this type of homogenization
can be found in [9]. In the case of the square lattice a direct computation can be found in
[1], giving the limit energy

F (A) =
∫
∂∗A

‖ν‖1dH1,

where ∂∗A denotes the essential boundary of A and ν its inner normal. The anisotropic
energy density ‖ν‖1 = ‖(ν1, ν2)‖1 = |ν1| + |ν2| describes the macroscopic effect of the
geometry of the underlying lattice.

We will give a description of the behaviour of the energies Eε when L = P is a Penrose
lattice. Even though those lattices are not periodic, they can be generated by a projection
procedure from a (periodic) five-dimensional cubic lattice on a particular two-dimensional
plane in R5. That construction both highlights the pentagonal symmetries of the Penrose
tassellations and suggests that they enjoy some “quasi-periodic” properties. Those proper-
ties can be formalized in an analytic way as follows: if we label with an index i ∈ {1, . . . , 10}
the ten possible types of tiles of the tassellation (the ten equivalence classes of the rhombi up
to translations) and define the measurable function i(x) which maps a point x of the plane to
the index of the rhombus to which x belongs, then the map i is Besicovitch almost periodic
(actually, W 1-almost periodic, see [10]). This is sufficient to characterize for example the
limit as ε→ 0 of bulk integrals of the form

Fε(u) =
∫

Ω

f
(
i
(x
ε

)
, Du

)
dx,

which expresses the overall bulk properties of a composite medium whose geometry follows
a Penrose tassellation [10], since it can be seen as a particular case of an energy of the form∫

Ω

g
(x
ε
,Du

)
dx,

with g a Besicovitch almost-periodic function in the space variable [7].
Unfortunately, contrary to the bulk case, these almost-periodic properties of the Penrose

tassellations are not sufficient to directly adapt the general results on homogenization of
surface integrals [2] to this discrete case, since those results require the uniform almost
periodicity of the coefficients (which clearly cannot hold for the function i defined above since
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it is not even continuous). This requirement cannot be weakened to W 1-almost periodicity,
since for surface integrals changes of the energy on sets of small measure may change the
value of the limit. We then have to prove additional properties that derive from the “quasi
periodicity” of the lattice P, which loosely speaking state that there exists a “large” set of
translations such that the lattice is invariant under those translations, up to well-separated
“small” regions. Since these small regions are far apart, by controlling their size (and their
perimeter) we can then neglect their effect on the overall energy and reason as if the above-
mentioned translations were periods of the function i. In this way a homogenization theorem
can be proved characterizing an energy density ϕ such that the Γ-limit of the energies Eε is
of the form

F (A) =
∫
∂∗A

ϕ(ν)dH1.

Note that all the reasoning can be repeated for more complex energies of the form

Eε(A) = ε
∑{

f
( i− j

ε

)
: i ∈ A, j 6∈ A, |i− j| = ε

}
,

which may take into account also the microscopical orientation of the interactions and not
only their number, and by localizing all interactions to a fixed subset Ω of R2.

2 Statement of the result

2.1 Generation of Penrose lattices by projection

Let Π be the two-dimensional plane in R5 spanned by the vectors

v1 =
5∑
k=1

sin
(

2(k − 1)π
5

)
ek and v2 =

5∑
k=1

cos
(

2(k − 1)π
5

)
ek, (1)

where ek is the unit vector on the k-th axis. We note that, considering the matrix M whose
action is the permutation of all the coordinate axes in order, then Π is the plane of the
vectors v such that the action of M on v is a rotation of 2π/5. Then, we consider the set Z
of the points z ∈ Z5 such that z + (0, 1)5 ∩ Π 6= ∅, and the function φ : Z5 → R2 defined as
φ(z) =

∑5
k=1 zke

ikπ
5 . We set φ(Z) = P.

Remark 1 (characterization of Penrose tilings). The tiling obtained by joining p and p′ in
P by an edge if and only if |p− p′| = 1 is a Penrose tiling (as defined, e.g., in [14]). Hence,
the construction above will be our definition of a Penrose lattice.

We note that in the original construction of de Bruijn [12] the tiling is obtained, in
an equivalent way, by projecting onto Π the points z ∈ Z5 such that z + (0, 1)5 ∩ Π 6= ∅.
Moreover, the construction gives a Penrose tiling for any parallel plane γ + Π with γ such
that

∑5
k=1 γk = 0 (mod 1).

We denote by T the set of the Penrose “cells” of the tiling in R2; we get two possible
shapes of rhombi for the cells T ∈ T , each one with five possible orientations. Then, we can
define a function a : R2 → {1, . . . , 10} in L∞(R2) associating to each x in the inner part of
a Penrose cell an index giving the shape and the orientation of the cell. Moreover, in order
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to fix for each cell one of the vertices, we define v : R2 → P as the function which associates
to each x ∈ T (where T is an open cell) one of the two vertices p1 = (x1, y1), p2 = (x2, y2)
corresponding to the angle of π/5 (or 2π/5) so that v(x) = pi if ‖yi‖ < ‖yj‖ or, when
‖yi‖ = ‖yj‖, if ‖xi‖ < ‖xj‖.

2.2 Surface energies on the Penrose lattice

Given a discrete set A such that A ⊂ εP ⊂ R2, where ε > 0, we define

Eε(A) = ε# {(i, j) : i ∈ A, j 6∈ A, |i− j| = ε} . (2)

Moreover, for any open set Ω ⊂ R2 we define

Eε(A; Ω) = ε# {(i, j) : i ∈ A, j 6∈ A, |i− j| = ε, i, j ∈ Ω} . (3)

Figure 2: The discrete set A (dotted points) and the corresponding set i(A) (shaded region).

We identify a set A ⊂ εP with a subset i(A) of R2 in the following way. Given p ∈ εP,
we consider the set of the Penrose cells T 1

ε , . . . , T
N(p)
ε such that p is a vertex of T jε . We set

Cε(p) =
N(p)⋃
j=1

p+
T jε − p

2

so that we can define i(A) =
⋃
p∈A Cε(p) (see Figure 2). Such a set will be called a ε-Penrose

set. Note that with this identification we have

Eε(A) = H1 (∂(i(A))) .

Moreover, for a set A ⊂ εP we denote by ∂̃A the set of points i ∈ A such that there exists
j ∈ P with |i− j| = ε and j 6∈ A.
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Proposition 2 (compactness). Given a sequence {Aε} with Aε ⊂ εP such that

sup
ε
Eε(Aε) < +∞,

then (up to subsequences) there exists A ⊂ R2 of finite perimeter such that

χi(Aε) → χA in L1
loc(R2).

Proof. The proof follows immediately from the compactness of families with equibounded
perimeter, once we remark that the condition supεEε(Aε) < +∞ gives supεH1 (∂(i(Aε))) <
+∞.

The previous proposition shows in particular that it is sufficient to identify the Γ-limit
for sets with finite perimeter.

Definition 3. In the following we say that a sequence {Aε} with Aε ⊂ εP converges to a
set A (as ε → 0) if the characteristic functions of the corresponding sets i(Aε) converge to
χA in L1

loc(R2).

2.3 The Homogenization Theorem

We will prove that the energies Eε converge to a limit interfacial energy. In order to define
such limit functional, we will need first to define its energy density (the surface tension).

We denote by QνT (x) the square with centre x, side length T and two faces orthogonal
to ν, and Hν(x0) = {x : 〈x− x0, ν〉 < 0} the half plane with boundary the line through x0

and orthogonal to ν.
Given a set B ⊂ P, we say that B ∼ Hν(x0) on ∂QνT (x0) if B = P ∩ Hν(x0) in

QνT (x0) \QνT−δ(x0) for some δ > 1.

Proposition 4 (definition of the surface tension). Given a sequence {xT }, there exists the
limit

ϕ(ν) = lim
T→+∞

1
T

inf {E(B;QνT (xT )) : B ⊂ P, B ∼ Hν
T on ∂QνT (xT )} (4)

where Hν
T = Hν(xT ) and

E(B;QνT (xT )) = E1(B;QνT (xT )) = #{(i, j) : i ∈ B, j 6∈ B, |i− j| = 1, i, j ∈ QνT (xT )}.

The proof of this proposition will be given in Section 3.
We can now state the homogenization result as follows (for a quick introduction to the

notation for sets of finite perimeter we refer to [4]).

Theorem 5 (Homogenization of surface energies on Penrose lattices). The sequence of
functionals Eε defined in (2) Γ-converges as ε → 0, with respect to the set convergence in
Definition 3, to the functional

E(A) =
∫
∂∗A

ϕ(ν) dH1, (5)

defined on sets with finite perimeter in R2, where ν stands for the inner normal to the
reduced boundary ∂∗A of the set of finite perimeter A, and ϕ is defined in (4).
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3 Existence of the surface tension

We now prove Proposition 4. It will be obtained by using some properties deduced from the
“quasi-periodicity” of P. We start by showing the following proposition.

Proposition 6. Let η > 0. Then there exists Rη with Rη → +∞ as η → 0 such that for
any x, y ∈ Z5 satisfying

dist(x,Π) < η and 0 < |x− y| < Rη,

we have dist(y,Π) > η.

Proof. By contradiction, we assume that for all η > 0 there exist xη and yη in Z5 such that
xη−yη = z with z ∈ Z5\{0} (this can be assumed without loss of generality by the finiteness
of the set {z ∈ Z5 \{0} : |z| ≤ R}, up to subsequences), and dist(xη,Π) < η, dist(yη,Π) < η.
Then, dist(z,Π) < 2η for any η, so that z ∈ Π ∩ Z5 \ {0}, giving the contradiction.

Proof of Proposition 4. The function x 7→ dist(π(x),Z5) is uniformly almost periodic in R2

(see [10]); then, by the characterization of uniformly almost-periodic functions in [3], the set
T̃η =

{
x ∈ R2 : dist(π(x),Z5) < η

}
is relatively dense in R2, and the set Tη = T̃η ∩ P is

relatively dense too (since the points in this set are the projections of the points in Z5 with
distance less than η from Π); i.e., for any η there exists an inclusion lenght Lη > 0 such that
Tη + [0, Lη)2 = R2.

We start by proving the thesis for xT = 0 for all T ; eventually, we will show that the
limit is independent of the sequence of the centers of the squares by a comparison argument.

Without loss of generality it is sufficient to give the proof for ν = (0, 1), the difference
from the general case resulting only in a more complex notation. We denote by H the half
plane {(x, y) : y < 0}.

Let QT =
(
−T2 ,

T
2

)2
; BT will be a subset of P such that BT = P∩H in a neighbourhood

UT of ∂QT . It is not restrictive to assume that BT is such that i(BT ) is simply connected
with ∂(i(BT )) ∩ (QT \ UT ) a connected polygonal curve. Indeed, if it is not, then we can
consider, in the place of BT , the set P ∩ (QT \ CT ), where CT is the connected component
of the complement of i(BT ) containing (P \H) ∩ UT .

Now, we consider S >> T and the square QS , and we define a set BS as follows. Fixed
η > 0, let Lη be the inclusion lenght given by the relative density of Tη as above, and denote

by Qk with k = 1, . . . ,
[

S
T+2Lη

]
disjoint coordinate squares with side lenght T+2Lη included

in
(
−S2 ,

S
2

)
×
(
−T2 − Lη,

T
2 + Lη

)
. The relative density ensures that for any k there exists a

translation vector τkη ∈ Tη such that QT (τkη ) ⊂ Qk, where QT (τkη ) is the square centered in
τkη with side lenght T . For each k we set Bk =

(
i(BT ) + τkη

)
∩ P. We define the set BS as

BS =
{
Bk in QT (τkη )
P ∩H in QS \

⋃
kQT (τkη ). (6)

Now we want to estimate the length of the boundary of i(Bk), which can be decomposed
into a part which is the translation of the boundary of i(BT ), and a second part, which is
modified after the translation. This second part can be estimated by counting the number of
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Figure 3: Construction of the set BS .

points in the “boundary” of BT whose translation does not belong to P. Note that for each
one of these points we have at most 10 (the number of nearest neighbours in Z5) connections
changing the value of the energy; it follows that

E(Bk;QT (τkη )) ≤ E(BT ;QT ) + 10#
((
∂̃BT + τkη

)
\ P
)
.

Recalling the construction of the Penrose tilings (Section 2.1), we have that if y ∈ R2

belongs to a Penrose cell such that all the vertices correspond to points z ∈ Z5 such that
dist(z,Π) ≥ η, then, for a given τ ∈ Tη, we get that y+τ belongs to a translated cell with the
same shape and orientation. It follows that if a point p ∈ P is such that for some τ ∈ Tη the
translate p+ τ does not belong to P, then there exists a point in {p}∪{p′ ∈ P : |p−p′| = 1}
corresponding to a z ∈ Z5 such that dist(z,Π) < η. We deduce that given two points p and
q in

(
∂̃BT + τkη

)
\ P, then there exist p′ ∈ P with |p− p′| ≤ 1 and q′ ∈ P with |q − q′| ≤ 1

such that dist(φ−1(p′),Π) < η and dist(φ−1(p′),Π) < η. Now, Proposition 6 ensures that
the distance in Z5 between φ−1(p′) and φ−1(q′) is greater than Rη. Hence, since i(BT ) is
simply connected, there exists c > 0 independent on T, k and η such that

10 #
((
∂̃BT + τkη

)
\ P
)
≤ c E(BT ;QT )

Rη
.

The contributions to E(BS , QS) outside the union of the squares Bk can be easily esti-
mated since there we have BS = P ∩ H. Hence, the set BS defined in (6) is a subset of P
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such that BS ∼ H on ∂QS and

E(BS ;QS) ≤
[

S

T + 2Lη

](
E(BT ;QT ) + c

E(BT ;QT )
Rη

+ cLη

)
+c(T + 2Lη)

(
S

T + 2Lη
−
[

S

T + 2Lη

])
.

Thus, taking the upper limit as S → +∞,

lim sup
S→+∞

1
S
E(BS ;QS) ≤ 1

T + 2Lη

(
E(BT ;QT ) + c

E(BT ;QT )
Rη

+ cLη

)
≤ 1

T

(
E(BT ;QT ) + c

E(BT ;QT )
Rη

+ cLη

)
and, taking the lower limit as T → +∞,

lim sup
S→+∞

1
S
E(BS ;QS) ≤ lim inf

T→+∞

1
T
E(BT ;QT )

(
1 +

c

Rη

)
.

Now, for a given σ > 0, let BσT ⊂ P and such that BσT ∼ H on ∂QT and

E(BσT ;QT ) ≤ inf{E(B,QT ) : B ⊂ P, B ∼ H on ∂QT }+ σ.

Then

lim sup
S→+∞

1
S

inf{E(B,QS) : B ⊂ P, B ∼ H on ∂QS}

≤
(

1 +
c

Rη

)
lim inf
T→+∞

1
T

inf{E(B,QT ) : B ⊂ P, B ∼ H on ∂QT }.

Letting η → 0, since Rη → +∞ by Proposition 6, we have

lim sup
S→+∞

1
S

inf{E(B,QS) : B ⊂ P, B ∼ H on ∂QS}

≤ lim inf
T→+∞

1
T

inf{E(B,QT ) : B ⊂ P, B ∼ H on ∂QT },

and we conclude that there exists the limit

ϕ(ν, 0) = lim
T→+∞

1
T

inf {E(B;QνT ) : B ⊂ P, B ∼ Hν on ∂QνT } .

Now we prove that the limit defining ϕ(ν) exists for any sequence {xT } ⊂ R2.
Given xT = (x1

T , x
2
T ), the relative density of the set of the admissible translations ensures

that for any η > 0 there exists τTη ∈ Tη such that QT (τTη ) ⊂ QT+2Lη (xT ). Let BT ⊂ P with
BT ∼ HT on ∂QT (xT ). Reasoning as above, we can assume that i(BT ) is simply connected,
and we set

B′η,T =
{ (

i(BT ) + τTη
)
∩ P in QT (τTη )

HT ∩ P in QT+2Lη (xT ) \QT (τTη ),
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where HT = {(x, y) : y − x2
T < 0}. It follows that

E(B′η,T ;QT (τTη )) ≤ E(BT ;QT )
(

1 +
c

Rη

)
and then we deduce

1
T + 2Lη

E(B′η,T ;QT+Lη (xT )) ≤ 1
T + 2Lη

E(B′η,T ;QT (τTη )) + c′
Lη

T + 2Lη

≤ 1
T
E(BT ;QT )

(
1 +

c

Rη

)
+ c′

Lη
T
.

Taking the infimum over the admissible sets we get

inf
1

T + 2Lη

{
E(B;QT+2Lη (xT )) : B ⊂ P, B ∼ HT on ∂QT+2Lη (xT )

}
≤ inf

1
T
{E(B;QT ) : B ⊂ P, B ∼ H on ∂QT }

(
1 +

c

Rη

)
+ c′

Lη
T
,

and this implies

lim sup
T→+∞

inf
1
T
{E(B;QT (xT )) : B ⊂ P, B ∼ HT on ∂QT (xT )}

≤ lim
T→+∞

(
inf

1
T
{E(B;QT ) : B ⊂ P, B ∼ H on ∂QT }

(
1 +

c

Rη

)
+ c′

Lη
T

)
= ϕ(ν, 0) + o(1)η→0. (7)

In an analogous way we can construct, for any η > 0, a set B′′η,T ⊂ P such that B′′η,T ∼ HT

on ∂QT (xT ) and

E(BT ;QT ) ≤ E(B′′η,T ;QT (τ))
(

1 +
c

Rη

)
,

obtaining

lim inf
T→+∞

inf
1
T
{E(B;QT (xT )) : B ⊂ P, B ∼ HT on ∂QT (xT )}

(
1 +

c

Rη

)
≥ lim
T→+∞

inf
1
T
{E(B;QT ) : B ⊂ P, B ∼ H on ∂QT } .

Then

lim inf
T→+∞

inf
1
T
{E(B;QT (xT )) : B ⊂ P, B ∼ HT on ∂QT (xT )} ≥ ϕ(ν, 0) + o(1)η→0,

concluding the proof.

4 Proof of the homogenization result

We now prove Theorem 5. As usual, this is divided into proving a lower and an upper bound
separately.
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4.1 Lower bound

The proof of the lower bound will be achieved through the use of the blow-up technique
of Fonseca and Müller [13] (see also [8] for an analysis of this method for homogenization
problems).

Let A be of finite perimeter; let {Aε} be a sequence of admissible sets such that Aε → A.
It is not restrictive to assume that there exists the limit lim

ε→0+
Eε(Aε) and that it is finite.

We set

Dε =
{
k =

i+ j

2
: i ∈ Aε, j ∈ εP \Aε, |i− j| = ε

}
and define the measures µε =

∑
k∈Dε εδk. In this way,

µε(R2) = Eε(Aε),

so that the sequence {µε} is bounded, and, up to subsequences, we can assume

µε
∗
⇀ µ.

We want to prove that the inequality

dµ

dH1 ∂∗A
(x0) ≥ ϕ(νA(x0)) (8)

holds for H1-a.a. x0 ∈ ∂∗A.

With fixed x0 ∈ ∂∗A we set ν = νA(x0), and define Qν%(x0) as any cube with centre x0,
side length % and two faces orthogonal to ν. Note that, for almost every %, µ(Qν%(x0)) =
lim infε→0 µε(Qν%(x0)).

By the Besicovitch differentiation theorem it follows that H1-almost every x0 ∈ ∂∗A is
a Lebesgue point for µ with respect to H1 ∂∗A. Hence, for H1-a.a. x0 ∈ ∂∗A there exists
the limit

dµ

dH1 ∂∗A
(x0) = lim

%→0

µ(Qν%(x0))
H1(Qν%(x0) ∩ ∂∗A)

.

We can assume that x0 is such that
A− x0

%
→ Hν as %→ 0.

We may therefore assume that x0 ∈ ∂∗A satisfies the properties above. Since µ is finite
it is also possible to choose an infinitesimal sequence %ε such that

dµ

dH1 ∂∗A
(x0) = lim inf

ε→0

µε(Qν%ε(x0))
H1(Qν%ε(x0) ∩ ∂∗A)

,

satisfying the asymptotic conditions Tε =
%ε
ε
→ +∞ and∣∣ 1

ε (i(Aε)− x0)∆Hν
∣∣

T 2
ε

= o(1)ε→0.
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We set xTε =
x0

ε
, so that ∣∣i (Aεε )∆Hν

Tε

∣∣
T 2
ε

= o(1)ε→0, (9)

where we recall that Hν
Tε

= {x : 〈x− xTε , ν〉 < 0}. Then we get

lim inf
ε→0

µε(Qν%ε(x0))
H1(Qν%ε(x0) ∩ ∂∗A)

= lim inf
ε→0

Eε(Aε;Qν%ε(x0))
%ε

= lim inf
ε→0

E
(
Aε
ε ;QνTε(xTε)

)
Tε

.

Now, by modifying the “boundary values” of the sets
Aε
ε

we construct a sequenceBε ⊂ P,

such that Bε ∼ Hν
Tε

on ∂QνTε(xTε), and

lim inf
ε→0

E(Bε;QνTε(xTε))
Tε

≤ lim inf
ε→0

E
(
Aε
ε ;QνTε(xTε)

)
Tε

. (10)

For surface energies this modification is usually obtained by a use of the coarea formula (see
[2]). Here we will mimick that reasoning in a discrete setting.

A



t 

H T



xT

B

xT

Figure 4: Construction of Bε by changing the “boundary values”.

Since
|(i(P ∩Hν

Tε)∆ Hν
Tε) ∩Q

ν
Tε(xTε)| = O(Tε)ε→0

and also
|(i(P ∩QνTε(xTε))∆ QνTε(xTε))| = O(Tε)ε→0,
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setting

Mε =
∣∣∣∣(i(Aεε

)
∆ i(P ∩Hν

Tε)
)
∩ i(P ∩QνTε(xTε))

∣∣∣∣
and recalling (9), it follows that Mε/T

2
ε = o(1)ε→0. The set

(
i
(
Aε
ε

)
∆ i(P ∩Hν

Tε
)
)
∩ i(P ∩

QνTε(xTε)) can be written as a finite disjoint union of rescaled Penrose cells R with side
lenght 1/2; that is,(

i

(
Aε
ε

)
∆ i(P ∩Hν

Tε)
)
∩ i(P ∩QνTε(xTε) =

⋃
R∈Rε

R.

We fix δ > 0 and get

Mε =

∣∣∣∣∣ ⋃
R∈Rε

R

∣∣∣∣∣
≥ 1

c1

∫ δTε

δ
2Tε

#{R ∈ Rε : R ∩ ∂QνTe−2t(xTε) 6= ∅} dt.

Then there exists tε ∈
[
δ

2
Tε, δTε

]
such that

#{R ∈ Rε : R ∩ ∂QνTe−2tε(xTε) 6= ∅} ≤
2c1
δTε

Mε =
2c1
δ
Tεo(1)ε→0. (11)

Defining

Bε =

{
Aε
ε

in QνTε−2tε
(xTε)

P ∩Hν
Tε

otherwise in QνTε(xTε)

it follows that

E(Bε;QνTε(xTε))
Tε

≤
E
(
Aε
ε ;QνTε(xTε)

)
Tε

+
c

δ
o(1)ε→0 + c

tε
Tε

≤
E
(
Aε
ε ;QνTε(xTε)

)
Tε

+
c

δ
o(1)ε→0 + cδ,

so that we get for any δ > 0 the inequality

lim inf
ε→0

E(Bε;QνTε(xTε))
Tε

≤ lim inf
ε→0

E
(
Aε
ε ;QνTε(xTε)

)
Tε

+ cδ.

Then, taking the limit for δ → 0, the required inequality (10) follows.
Recalling the definition of ϕ, we get

lim inf
ε→0

µε(Qν%ε(x0))
H1(Qν%ε(x0) ∩ ∂∗A)

≥ lim inf
ε→0

E(Bε;QνTε(xTε))
Tε

≥ ϕ(νA(x0)); (12)

i.e., (8). Using the lower semicontinuity of the total measure and the positiveness of µ, we
have

lim inf
ε→0+

Eε(uε) = lim inf
ε→0+

µε(R2) ≥ µ(R2) ≥
∫
∂∗A

dµ

dH1 ∂∗A
dH1.

We then conclude the proof of the Γ-lim inf inequality by integrating (8) on ∂∗A.
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4.2 Upper bound

The proof of the upper bound will be given by density. We start by proving the existence of
a recovery sequence when A is a polyhedral set, the general case following then by a density
argument.

Proposition 7. Let A ⊂ R2 be a polyhedral set. Then there exists a sequence {Aε}ε such
that Aε ⊂ εP, Aε → A as ε→ 0 (in the sense of the Definition 3), and

lim
ε→0

Eε(Aε) = E(A).

Proof. We fix σ > 0. For any T > 0, let C̃σT (ν) be a 1-Penrose set such that i(C̃σT (ν)) is
simply connected, C̃σT (ν) ∼ Hν in ∂QνT and

E(C̃σT (ν);QνT ) < inf{E(B;QνT ) : B ⊂ P, B ∼ Hν in ∂QνT }+ σ.

Note that
Eε(εC̃σT (ν);QνεT ) = εE(C̃σT (ν);QνT ).

Now we choose T = 1√
ε
, and define

Cσε (ν) = ε C̃σ1/
√
ε(ν).

In the following computation, we omit the dependence on σ and denote Cσε (ν) by Cε(ν) and
C̃σT (ν) by C̃T (ν).

We will use a construction localized close to each edge of A. To that end, we start by
considering the set F̃ = {x + tν : x ∈ F, 0 < t < δ} where F is a segment with lenght L
orthogonal to ν, and δ > 0. Let x0 be the center of F , and define S = {x+ tν : x ∈ F,−δ <
t < δ}.

Reasoning as in the proof of Proposition 4, for any fixed η > 0 the relative density of the
set Tη of the “admissible translations” ensures that there exists an inclusion lenght Lη such

that for each point
x0 + i

√
εν⊥

ε
, with i = −M, . . . ,M and M =

[
L/2√
ε+2εLη

]
we can find a

translation τ̂ i,ηε ∈ Tη such that ∣∣∣∣x0 + i
√
εν⊥

ε
− τ̂ i,ηε

∣∣∣∣ < Lη.

Then, setting τ iε = ετ̂ i,ηε (where we omit the dependence on η), it follows that

Qi√ε := Qν√ε(τ
i
ε) ⊂ Qν√ε+2εLη

(x0 + i
√
εν⊥) i = −M, . . . ,M.

Now, for each i = −M, . . . ,M we set Biε = i(Cε(ν) + τ iε) ∩ εP, and

Fε =

{
Biε in Qi√

ε

F̃ ∩ εP in S \
⋃
iQ

i√
ε
.

13
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Figure 5: Recovery sequence for F̃ .

Note that Fε∆F̃ ⊂ Sε = {x+ tν : x ∈ F,−
√
ε− 2εLη < t <

√
ε+ 2εLη}. We then get

Eε(Fε;S) ≤
∑
i

Eε(Biε;Q
i√
ε) + c(

√
ε+ 2εLη)

(
L√

ε+ 2εLη
−
[

L√
ε+ 2εLη

])
.

Following the proof of the Proposition 4, we obtain for each i the estimate

Eε(Biε;Q
i√
ε) ≤ Eε(Cε(ν);Q√ε)

(
1 +

c

Rη

)
with c independent of ε, so that

Eε(Fε;S) ≤
[
L√
ε

]
Eε(Cε(ν);Q√ε)

(
1 +

c

Rη

)
+c(
√
ε+ 2εLη)

(
L√

ε+ 2εLη
−
[

L√
ε+ 2εLη

])
.

Since

Eε(Cε(ν);Q√ε) = εE(C̃1/
√
ε(ν);Qν1/√ε)

< ε inf
{
E(B;Qν1/√ε) : B ⊂ P, B ∼ Hν in ∂Qν1/

√
ε

}
+ εσ,

it follows that

Eε(Fε;S) ≤ L

1/
√
ε

(
inf
{
E(B;Qν1/√ε) : B ⊂ P, B ∼ Hν in ∂Qν1/

√
ε

}
+ σ

)(
1 +

c

Rη

)
+c(
√
ε+ 2εLη)

(
L√

ε+ 2εLη
−
[

L√
ε+ 2εLη

])
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Taking the limit for ε→ 0 we get the inequality

lim sup
ε→0

Eε(Fε;S)

≤ L lim
ε→0

1
1/
√
ε

inf
{
E(B;Qν1/√ε) : B ⊂ P, B ∼ Hν in ∂Qν1/

√
ε

}(
1 +

c

Rη

)
so that, recalling the definition of ϕ, it follows

lim sup
ε→0

Eε(Fε;S) ≤ Lϕ(ν)
(

1 +
c

Rη

)
.

For η → 0, since Rη → +∞, we find

lim sup
ε→0

Eε(Fε;S) ≤ |F |ϕ(ν). (13)

Let A be a polyhedral subset of R2, with edges F 1, . . . , FN ; we denote by νj the inner
normal to A in F j , and by Hj the half plane {〈x− xj , νj〉 < 0}, where xj ∈ F j . Moreover,
let Sj be the set {x+ tνj : x ∈ F j ,−δ < t < δ} and Sjε = {x+ tνj : x ∈ F j ,−

√
ε− 2εLη <

t <
√
ε+ 2εLη}.

Let F jε be the set constructed as in the previous step, with F j = F and A∩Sj = F̃ . We
define Wε =

⋃
j 6=k S

j
ε ∩ Skε , and set

Aε =
{
F jε in Sjε \Wε

A ∩ εP otherwise in R2.

Recalling (13), it follows that

lim sup
ε→0

Eε(Aε) ≤
∑

j
|Lj |ϕ(νj) =

∫
∂A

ϕ(ν) dHn−1.

Since |Wε| goes to 0 as ε→ 0, then Aε → A and Aε is a recovery sequence for A.

We can conclude the proof of the upper bound for a general A. Given A of finite perime-
ter, there exists a sequence of polyhedral sets Ak such that |Ak∆A| → 0 and |DχAk |(R2)→
|DχA|(R2) as k → +∞ (see [4]). Then, if we prove that the function ϕ is continuous, we
can apply the Reshetnyak Theorem (see, e.g., [4] Theorem 1.3.2) to obtain

lim
k→+∞

E(Ak) = E(A),

concluding the proof of the upper bound thanks to the lower semicontinuity of the upper
Γ-limit.

Therefore, we conclude by showing the continuity of ϕ. Given a unit vector ν =
(cos θ, sin θ), T > 0 and x0 ∈ R2, let BTν be a 1-Penrose set such that B ∼ Hν on ∂QνT (x0)
and

E(BTν ;QνT (x0)) < inf {E(B;QνT (x0)) : B ⊂ P, B ∼ Hν on ∂QνT (x0)}+ σ.
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It is not restrictive for our purpose to fix ν = (0, 1). Now, for α ∈ (0, π/4) let να =
(sinα, cosα). We consider the square Qα = QναTα(x0) where Tα = T (sinα + cosα) (see
Figure 6), and set:

Bα =
{
BTν in QνT (x0)
Qα ∩ P otherwise in Qα.

Then, Bα is a 1-Penrose set satisfying the boundary condition Bα ∼ Hνα on ∂Qα. By
construction, it follows that

E(Bα;Qα) = E(BTν ;QνT (x0)) + cT (sinα+ tanα(1− sinα))

where c is independent on T, α, σ, so that

1
Tα
E(Bα;Qα) =

T

Tα

(
1
T
E(BTν ;QνT (x0)) + o(1)α→0

)
.

It follows that
lim
α→0

ϕ(να) = ϕ(ν) + σ;

the arbitrariness of σ > 0 allows to deduce the continuity of ϕ.

5 Generalizations

The computation performed above is based on the “quasi-periodic” properties of the Penrose
lattice. As it does not depend on the particular type of interaction between points and all
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the arguments used are local, the result can be generalized in some directions as follows.

5.1 More general energies

We can consider bond energies depending on the orientation of the bonds, of the form

Eε(A) = ε
∑{

c(j−i)/ε : i ∈ A, j 6∈ A, |i− j| = ε
}
, (14)

where cz (defined for z = eikπ/5, k = 0, . . . , 9) are strictly positive weights (the previous
case is obtained by taking all cz = 1). Theorem 5 holds exactly as is, upon considering the
localized energy

E(A; Ω) =
∑
{cj−i : i ∈ A, j 6∈ A, |i− j| = 1, i, j ∈ Ω} (15)

in the definition of ϕ.
The proof follows exactly the one of Theorem 5, with only a heavier notation.

5.2 Localized functionals

The Homogenization Theorem can be proved directly for the localized functionals in (3),
upon requiring the Lipschitz regularity of ∂Ω (otherwise standard counterexamples can be
adapted). In this case the limit energy is also localized and reads as

E(A; Ω) =
∫

Ω∩∂∗A
ϕ(ν) dH1, (16)

defined on sets with finite perimeter in Ω, with the same definition of ϕ.
The proof of the lower bound is the same as for the case in the whole R2, while for

the upper bound only the statement of Proposition 7 must be modified by adding the
requirement that A is a polyhedral set in R2 with H1(∂A ∩ ∂Ω) = 0. The proof of the
proposition remains unchanged, as the rest of the proof of the upper bound.
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