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ABSTRACT. We consider the van der Waals’ free energy functional, with scaling parameter \( \varepsilon \), in the plane domain \( \mathbb{R}_+ \times \mathbb{R}_+ \), with inhomogeneous Dirichlet boundary conditions. We impose the two stable phases on the horizontal boundaries \( \mathbb{R}_+ \times \{0\} \) and \( \mathbb{R}_+ \times \{\infty\} \), and free boundary conditions on \( \{\infty\} \times \mathbb{R}_+ \). Finally, the datum on \( \{0\} \times \mathbb{R}_+ \) is chosen in such a way that the interface between the pure phases is pinned at some point \((0, y)\). We show that there exists a critical scaling, \( y = y_{\varepsilon} \), such that, as \( \varepsilon \to 0 \), the competing effects of repulsion from the boundary and penalization of gradients play a role in determining the optimal shape of the (properly rescaled) interface. This result is achieved by means of an asymptotic development of the free energy functional. As a consequence, such analysis is not restricted to minimizers but also encodes the asymptotic probability of fluctuations.

1. INTRODUCTION

The van der Waals’ theory of phase transitions [9, 14] is based on the functional

\[
E(u) = \int \left[ |\nabla u|^2 + V(u) \right] \, dr,
\]

(1.1)

where the scalar field \( u = u(r) \), \( r \in \mathbb{R}^d \), represents the local order parameter and \( V(u) \) is a smooth, symmetric, double well potential whose minimum value, chosen to be zero, is attained at \( u_\pm \); we also assume \( V''(u_\pm) > 0 \). By introducing a scaling parameter \( \varepsilon > 0 \), which is interpreted as the ratio between the microscopic and the macroscopic scale, a most relevant issue is the asymptotic behaviour of the sequence of functionals

\[
E_{\varepsilon}(u) = \int \left[ \varepsilon |\nabla u|^2 + \frac{1}{\varepsilon} V(u) \right] \, dr,
\]

(1.2)

in the sharp interface limit \( \varepsilon \to 0 \). This has been first analyzed in [12] and extensively studied afterwards, see [1] for a review. The limiting functional turns out to be finite only if \( u \) is a function of bounded variation taking values in \( \{u_-, u_+\} \). For \( u \) in this set, the limiting functional is furthermore given by \( C_V \mathcal{H}^{d-1}(S_u) \), where \( S_u \) denotes the jump set of \( u \) and \( \mathcal{H}^{d-1}(S_u) \) is its \((d - 1)\)-dimensional Hausdorff measure. The surface energy density \( C_V > 0 \) is finally given by

\[
C_V = \int_{u_-}^{u_+} 2\sqrt{V'(a)} \, da.
\]

(1.3)
For any given limiting configuration an optimal sequence can be constructed by making the transition from the value $u_-$ to the value $u_+$ in the direction $\nu$ orthogonal to the interface with a one dimensional profile $m(\mathbf{r} \cdot \nu \varepsilon)$. Here $m$, the so-called instanton, is the minimizer of the one-dimensional van der Waals' energy (1.1) with boundary conditions $u_{\pm}$ at $\pm \infty$, satisfying $m(0) = 0$.

As proven in [11], when $E_\varepsilon$ is considered together with Dirichlet boundary conditions, the latter contribute to the limiting functional with a term taking into account the discrepancy between the pure phases $\{u_-, u_+\}$ in the interior of the domain and the prescribed boundary data. We can regard this term as the cost associated to an interface localized at the boundary. In particular, when the boundary data take values in the pure phases $\{u_-, u_+\}$, this cost coincides with the one in the bulk.

Consider a geometry in which the minimizer of the limiting functional is obtained with an interface localized at the boundary. Of course, when $\varepsilon$ is small but strictly positive, the minimizer of $E_\varepsilon$ is smooth and the transition between the pure phases takes place in a thin layer close to the boundary. The purpose of the present paper is a detailed description, in the two dimensional case, of such boundary effect by means of an asymptotic development of $E_\varepsilon$. In particular, such analysis is not restricted to minimizers but also encodes the asymptotic probability of fluctuations.

We denote by $E_\varepsilon(\cdot, \Omega^R)$ the functional in (1.2) on the domain $\Omega^R$ with these boundary conditions and let $u^*_\varepsilon$ be a minimizer of $E_\varepsilon(\cdot, \Omega^R)$. Assume that $v_\varepsilon$ has a unique zero at $y_\varepsilon$ and let $\gamma_\varepsilon$ be the zero level set of $u^*_\varepsilon$. Observe that $\gamma_\varepsilon$ is a subset of the closure of $\Omega^R$. We shall refer to it as the interface and in the following heuristic discussion we assume that it is the graph of a function on $[0, R]$, i.e., $\gamma_\varepsilon(0) = y_\varepsilon$. We assume that $y_\varepsilon$ converges to zero as $\varepsilon \to 0$. The result in [11] then implies that the interface approaches the interval $[0, R] \times \{0\}$ in the limit $\varepsilon \to 0$,
i.e., $\gamma_\varepsilon \to 0$. Our aim is a detailed analysis of this convergence, which includes the correction for finite $\varepsilon$ due to the boundary condition. There are two competing effects. The boundary datum $u_-$ on $(0,R) \times \{0\}$ effectively repels $\gamma_\varepsilon$; indeed, in order to minimize the energy along the one-dimensional sections $\{x\} \times (0, +\infty)$, $x \in (0, R)$, the zero of $u_\varepsilon^*(x, \cdot)$ should be as large as possible. On the other hand, the convergence of $\gamma_\varepsilon$ to the flat interface penalizes the gradient of $\gamma_\varepsilon$. We show that there exists a critical scaling for $y_\varepsilon$ such that $\gamma_\varepsilon$, properly rescaled, converges to a non trivial profile for which both effects play a role.

In the spirit of the so-called developments by $\Gamma$-convergence \[3,6,7\], we introduce the excess energy

$$
E_\varepsilon(u, \Omega_R) = K_\varepsilon [E_\varepsilon(u, \Omega_R) - C V R], \tag{1.4}
$$

and look for a sequence $K_\varepsilon \to +\infty$ for which $E_\varepsilon$ has a non trivial limit. In order to complete this program, we need however to properly rescale the variables. The identification of the correct scaling is based on the following ansatz, which is suggested by the construction of the optimal sequence in the sharp interface limit of $E_\varepsilon$. The interface $\gamma_\varepsilon$ satisfies $\gamma_\varepsilon(x) \approx y_\varepsilon + \varepsilon \phi(x)$ and on each vertical section the function $u_\varepsilon^*(x, \cdot)$ minimizes the corresponding energy with the constraint $u_\varepsilon^*(x, \gamma_\varepsilon(x)) = 0$.

We thus perform the change of variable $y \mapsto (y - y_\varepsilon) / \varepsilon$ getting

$$
F_\varepsilon(u) = K_\varepsilon \left\{ \varepsilon^2 \int_0^R \int_0^{\frac{y_\varepsilon}{\varepsilon}} (\partial_x u)^2 dy \, dx + \int_0^R \left[ \int_0^{\frac{y_\varepsilon}{\varepsilon}} (\partial_y u)^2 + V(u) \right] dy \, dx - C V \right\}. \tag{1.5}
$$

The above expression suggests that in order to appreciate the variations in the horizontal direction we have to choose $K_\varepsilon = \varepsilon^{-2}$. Moreover, the analysis of the one-dimensional case in \[5\] implies that the second term on the right hand side of (1.5) is of the order $\exp\{-\beta_\varepsilon \varepsilon^{-1} y_\varepsilon\}$, where $\beta_\varepsilon = \sqrt{2 V''(u_+)}$. We therefore conclude that the critical scaling for $y_\varepsilon$ is given by $y_\varepsilon \approx \frac{2}{\beta_\varepsilon} \varepsilon \log \varepsilon^{-1}$.

In this paper we analyze the variational convergence of the functionals $F_\varepsilon$ in (1.5); referring to the next section for the precise statement, we here discuss informally our results. If $y_\varepsilon \gg \frac{2}{\beta_\varepsilon} \varepsilon \log \varepsilon^{-1}$ we show that the repulsion due to the boundary is not seen in the limiting functional and that the rescaled profile corresponding to the minimizer $u_\varepsilon^*$ is flat, i.e., $\phi = 0$. In the critical scaling $y_\varepsilon = \frac{2}{\beta_\varepsilon} \varepsilon \log \varepsilon^{-1}$ we prove that the $\Gamma$-limit of the functionals $F_\varepsilon$ in (1.5) is finite only on functions $u$ of the form $u(x, y) = \tilde{m}(y - \phi(x))$, with $\phi(0) = 0$. On these functions the limiting functional is furthermore given by

$$
\int_0^R \left[ \frac{C V}{2} \phi'(x)^2 + B V e^{-\beta V \phi(x)} \right] dx, \tag{1.6}
$$

for a suitable constant $B V > 0$ that can be computed explicitly. As a consequence of this $\Gamma$-convergence result we deduce the sharp asymptotic for the minimizer $u_\varepsilon^*$ of the original functional $E_\varepsilon$ in (1.2). Namely,

$$
u_\varepsilon^*(x, y) \approx \tilde{m} \left( \frac{y - \gamma_\varepsilon(x)}{\varepsilon} \right), \quad \gamma_\varepsilon(x) \approx y_\varepsilon + \varepsilon \phi^*(x), \tag{1.7}
$$

where $\phi^*$ is the minimizer of the energy (1.6) with the boundary condition $\phi(0) = 0$. A simple computation then shows,

$$
\phi^*(x) = \frac{2}{\beta_\varepsilon} \log \left( 1 + \beta_\varepsilon \sqrt{\frac{B V}{2V}} x \right). \tag{1.8}
$$
In the case $y_\varepsilon \ll \frac{2}{\beta_V} \varepsilon \log \varepsilon^{-1}$, when $x$ is close to zero, the repulsion from the boundary is much stronger than the penalization on the gradients of $\gamma_\varepsilon$. This implies that for each fixed $x$ close to zero we have $\gamma_\varepsilon(x) - y_\varepsilon \gg \varepsilon$. On the other hand, if $x$ is such that $\gamma_\varepsilon(x) \approx \frac{2}{\beta_V} \varepsilon \log \varepsilon^{-1}$ we are back in the situation described by the critical scaling. We therefore expect, but do not prove here, that in this regime the asymptotic expression of the interface $\gamma_\varepsilon$ for $x$ bounded away from 0 has still the form $\gamma_\varepsilon(x) \approx \frac{2}{\beta_V} \varepsilon \log \varepsilon^{-1} + \varepsilon \phi^*(x)$.

We conclude with few remarks on the relationship of the problem here considered with some (microscopic) statistical mechanics models. In the context of short-range, Ising-like models, the statistical properties of an interface above a wall have been mostly studied for the so-called effective interface models, see [10] for a review. These models are obtained by assuming that the interface can be described as the graph of some function $\phi: \Lambda \to \mathbb{R}_+$, where $\Lambda$ is a finite subset of the lattice $\mathbb{Z}^d$. One then introduces a Gibbs measure on the set of the interface configurations, with a short range energy term penalizing the gradients of $\phi$, and analyzes the asymptotic behaviour of this measure as $\Lambda$ invades $\mathbb{Z}^d$. While the energy is minimized by an interface localized at the wall, i.e., $\phi = 0$, the presence of the fluctuations induces a repulsion, e.g., the expected value of $\phi$ diverges as $\Lambda \uparrow \mathbb{Z}^d$. This effect is referred to as entropic repulsion: for the interface it is more convenient to have some room to fluctuate rather than to minimize the energy.

The asymptotic (1.7) does not reflect an entropic repulsion effect. In the case of the van der Waals' functional, the repulsion from the wall is in fact due to an energetic effect induced by the boundary conditions. The case of long-range, Kac-like models is, on the other hand, much closer to the problem considered here. Indeed, on a suitable mesoscopic scale the behavior of those models is well described by a free energy functional which, although non local, has similar features to (1.2), see [13]. In particular, the corresponding sharp interface limit has been analyzed in [2], where it is shown that the $\Gamma$-limit of the free energy functional is proportional to the perimeter of the interface between the pure phases, the proportionality constant identifying the surface tension. As far as we know, the asymptotic behaviour of an interface close to a wall has not been analyzed in detail for systems with Kac-type interactions, but it seems reasonable that the effects here discussed are also relevant in such a situation.

2. The main result

For the sake of concreteness, we restrict the analysis to the paradigmatic case of the symmetric double well potential, i.e., we choose

$$V(u) = (u^2 - 1)^2,$$

which attains its minimum at $u_\pm = \pm 1$. With this choice, the instanton $m$ is given by $m(y) = \tanh y$ and elementary computations show $C_V = \frac{8}{3}$, $\beta_V = 4$, $B_V = 16$ [5, Appendix A].

As reference domain we choose the quadrant of $\mathbb{R}^2$ given by $\Omega_\ell = (0, +\infty) \times (-\ell, +\infty)$, $\ell > 0$. The case of the half strip $(0, R) \times (-\ell, +\infty)$ discussed in the Introduction can be analyzed by the same arguments. The parameter $\ell$ has been introduced in such a way that the zero of the trace on $\{0\} \times (-\ell, +\infty)$ approaches zero as $\varepsilon \to 0$. Accordingly, the asymptotic expansion of the functional will be
discussed in the fine tuning $\ell = \frac{1}{2}\log \varepsilon^{-1} + O(1)$, which corresponds to the critical scaling discussed in the Introduction.

Given $m: (-\ell, +\infty) \to \mathbb{R}$ we introduce the one dimensional functional

$$\mathcal{F}_\ell(m) := \int_{-\ell}^{+\infty} \left( (m')^2 + V(m) \right) \, dy. \quad (2.2)$$

With this notation, we can rewrite the functional in (1.5) as

$$F_\varepsilon(u) := \int_0^{+\infty} \int_{-\ell_\varepsilon}^{+\infty} (\partial_x u)^2 \, dy \, dx + \varepsilon^{-2} \int_0^{+\infty} \left[ \mathcal{F}_{\ell_\varepsilon}(u(x, \cdot)) - \frac{8}{3} \right] \, dx, \quad (2.3)$$

where $\ell_\varepsilon \to +\infty$ as $\varepsilon \to 0$. We will study the asymptotic behaviour, as $\varepsilon \to 0$, in terms of $\Gamma$-convergence of $F_\varepsilon$ subject to the following boundary conditions,

$$\begin{cases} 
    u(0, y) = w_\varepsilon(y) & y \in (-\ell_\varepsilon, +\infty), \\
    u(x, -\ell_\varepsilon) = -1 & x \in (0, +\infty), \\
    u(x, \cdot) - 1 \in L^2((0, +\infty)) & x \in (0, +\infty),
  \end{cases} \quad (2.4)$$

for a suitable continuous function $w_\varepsilon: [-\ell_\varepsilon, +\infty) \to \mathbb{R}$ with $w_\varepsilon(-\ell_\varepsilon) = -1$. We shall regard $u$ as a function on $[0, +\infty) \times \mathbb{R}$ by setting $u = -1$ on $[0, +\infty) \times (-\infty, -\ell_\varepsilon)$. Accordingly, $w_\varepsilon$ is also regarded as a function in $\mathbb{R}$ by setting $w_\varepsilon = -1$ on $(-\infty, -\ell_\varepsilon)$.

We set $\chi(x, y) = \chi(y) := \text{sgn}(y)$ and define the affine space

$$X := \{u : u - \chi \in L^2((0, R) \times \mathbb{R}) \text{ for any } R > 0\},$$

endowed with the metric

$$d_X(u, v) = \sum_n 2^{-n} \left( 1 \land \|u - v\|_{L^2((0, n) \times \mathbb{R})} \right).$$

We shall then regard $F_\varepsilon$ as a functional on $X$, which takes value $+\infty$ whenever $u$ does not satisfy the boundary conditions (2.4) or $u$ is not identically equal to $-1$ on $[0, +\infty) \times (-\infty, -\ell_\varepsilon)$. Note that $F_\varepsilon(u) < +\infty$ implies $u \in H^1((0, R) \times \mathbb{R})$ for any $R > 0$, and therefore the condition $u(0, \cdot) = w_\varepsilon$ can be understood in terms of traces.

It turns out that the $\Gamma$-limit of $F_\varepsilon$ depends on the limit of $\ell_\varepsilon - \frac{1}{2}\log \varepsilon^{-1}$ that will be denoted by $\alpha$. We first introduce the limiting functional. Given $\alpha \in \mathbb{R}$, we let $\mathcal{G}^\alpha : C([0, +\infty)) \to [0, +\infty]$ be the lower semicontinuous, with respect to the uniform convergence on compacts, functional defined by

$$\mathcal{G}^\alpha(\phi) = \int_0^{+\infty} \left[ \frac{4}{3} \phi'(x)^2 + 16 e^{-4\alpha} e^{-\phi(x)} \right] \, dx. \quad (2.5)$$

Recall that $\overline{m}$ is the minimizer of the one-dimensional van der Waals’ energy (1.1) with boundary conditions $\pm 1$ at $\pm \infty$ satisfying $\overline{m}(0) = 0$, and denote by $\overline{m}_z$ its translated by $z \in \mathbb{R}$, i.e., $\overline{m}_z(y) := \overline{m}(y - z)$ for $y \in \mathbb{R}$. We then let $F^\alpha : X \to [0, +\infty]$ be defined by

$$F^\alpha(u) := \begin{cases} 
    \mathcal{G}^\alpha(\phi) & \text{if } u = \overline{m}_\phi \text{ for some } \phi \in C([0, +\infty)), \phi(0) = 0, \\
    +\infty & \text{otherwise},
  \end{cases} \quad (2.6)$$

where we understand $\overline{m}_\phi(x, y) = \overline{m}_\phi(x)(y)$. 

Theorem 2.1. Assume \( \lim_{\varepsilon \to 0} [\ell_\varepsilon - \frac{1}{2} \log \varepsilon^{-1}] = \alpha \),

\[
\lim_{\varepsilon \to 0} \varepsilon^{-1} \left( F_{\ell_\varepsilon}(w_\varepsilon) - \frac{8}{3} \right) = 0, \quad \text{and} \quad \lim_{\varepsilon \to 0} w_\varepsilon(0) = 0. \tag{2.7}
\]

Then (Compactness) If a sequence \( u_\varepsilon \) satisfies \( \limsup \varepsilon F_\varepsilon(u_\varepsilon) < +\infty \), then for any \( R > 0 \),

\[
\lim_{\varepsilon \to 0} \left\| u_\varepsilon - m_\phi \right\|_{L^2((0,R) \times \mathbb{R})}^2 = 0, \tag{2.8}
\]

for some sequence \( \phi_\varepsilon \) precompact in \( C([0, +\infty)) \), satisfying \( \phi_\varepsilon(0) \to 0 \) as \( \varepsilon \to 0 \). In particular, the sequence \( F_\varepsilon \) is equicoercive in \( X \).

(G-convexity) The sequence \( F_\varepsilon \) \( \Gamma \)-converges to \( F^\alpha \) as \( \varepsilon \to 0 \), i.e., for any \( \phi \in C([0, +\infty)) \), with \( \phi(0) = 0 \) we have,

(i) \( (\Gamma\text{-liminf}) \) if \( u_\varepsilon \to m_\phi \) in \( X \), then

\[
\liminf_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) \geq G^\alpha(\phi);
\]

(ii) \( (\Gamma\text{-limsup}) \) there exists \( u_\varepsilon \to m_\phi \) in \( X \) such that

\[
\lim_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon) = G^\alpha(\phi).
\]

Remark 2.2. The above result holds also in the case \( \alpha = +\infty \). More precisely, if \( \ell_\varepsilon \) satisfies \( \lim_{\varepsilon \to 0} [\ell_\varepsilon - \frac{1}{2} \log \varepsilon^{-1}] = +\infty \) and \( w_\varepsilon \) satisfies (2.7), the statements in Theorem 2.1 hold true with \( G^\alpha(\phi) \) replaced by \( \frac{1}{4} \int_0^{\infty} |\phi'|^2dx \).

By standard properties of \( \Gamma \)-convergence, see e.g. [6, Theorem 1.21], the above results imply the convergence of the minimizers of \( F_\varepsilon \) to the (unique) minimizer of the corresponding limiting functionals. In particular, in the critical scaling, the repulsion of the boundary conditions on \( \partial\Omega_\varepsilon \) competes with the tendency of being flat and the minimizers of \( F_\varepsilon \) converge in \( X \) to \( m_{\phi_\varepsilon^\alpha} \), where \( \phi_\varepsilon^\alpha(x) = \frac{1}{2} \log \left( 1 + e^{-2\alpha} 4\sqrt{3} x \right) \) is the minimizer of \( G^\alpha \) with the boundary condition \( \phi(0) = 0 \).

On the other hand, when \( \ell_\varepsilon \gg \frac{1}{2} \log \varepsilon^{-1} \), the repulsion of the boundary conditions on \( \partial\Omega_\varepsilon \) is not felt and the optimal interface is flat. This is consistent with the fact that as \( \alpha \to +\infty \) we have \( \phi_\varepsilon^\alpha(x) \to 0, x \geq 0 \). When \( \alpha \to -\infty \) we instead have \( \phi_\varepsilon^\alpha(x) + \alpha \to \frac{1}{2} \log (4\sqrt{3} x), x > 0 \). This corresponds to the situation, as described in the Introduction, in which \( y_\varepsilon \ll \frac{1}{2\sqrt{3}} \varepsilon \log \varepsilon^{-1} \). We emphasize that the latter convergence of \( \phi_\varepsilon^\alpha \) cannot be described in variational terms because the amount of energy, as measured by \( G^\alpha \), stored in any neighborhood of zero diverges as \( \alpha \to -\infty \) while the energy stored in any neighborhood not containing zero remains finite and strictly positive.

The rest of the paper is organized in the following way. Section 3 and Appendix A are devoted to a detailed study of the asymptotic expansion by \( \Gamma \)-convergence of the one dimensional functional \( F_\ell \) in (2.2) as \( \ell \to +\infty \). Such analysis is a preliminary tool for the proof of Theorem 2.1, which is the content of Section 4 (compactness) and Section 5 (\( \Gamma \)-convergence).

3. One-dimensional problem

In this section we analyze the one dimensional functional \( F_\ell \) defined in (2.2). The development by \( \Gamma \)-convergence of \( F_\ell \) as \( \ell \to +\infty \) is studied in [5]. Here we prove quantitative estimates related to that asymptotic expansion. Hereafter we shorthand \( L^2(\mathbb{R}) \) and \( H^1(\mathbb{R}) \) by \( L^2 \) and \( H^1 \), respectively.
Recalling $\chi(y) = \text{sgn}(y)$, we set $\mathcal{X} := \{m: m - \chi \in L^2\}$, that we consider endowed with the strong $L^2$-topology. Given $\ell > 0$, we let $\mathcal{X}_\ell \subset \mathcal{X}$ be the closed subspace defined by

$$
\mathcal{X}_\ell = \{m \in \mathcal{X}: m(y) = -1 \text{ if } y \in (-\infty, -\ell)\}.
$$

We next state, referring to the Appendix A for the proof, sharp estimates concerning the subspace defined by Proposition 3.1. There exists a constant $M$ endowed with the strong $L^3$-topology. Given $\ell > 0$, we let $\mathcal{X}_\ell \subset \mathcal{X}$ be the closed subspace defined by

$$
\mathcal{X}_\ell = \{m \in \mathcal{X}: m(y) = -1 \text{ if } y \in (-\infty, -\ell)\}.
$$

We then regard $\mathcal{F}_\ell$ as a functional on $\mathcal{X}$ which takes value $+\infty$ whenever $m \notin \mathcal{X}_\ell$. It is simple to show that the sequence of functionals $\mathcal{F}_\ell \Gamma$-converges to the functional $\mathcal{F}: \mathcal{X} \to [0,+\infty]$, defined by

$$
\mathcal{F}(m) := \int_{-\infty}^{+\infty} [ (m')^2 + V(m) ] \, dy.
$$

By the well known Modica-Mortola trick [12],

$$
\min \mathcal{F} = C_V = \frac{8}{3}, \quad \arg \min \mathcal{F} = \{m_z, z \in \mathbb{R}\}.
$$

Given $z \in (-\ell, +\infty)$ we define

$$
m_z^\ell = \arg \min \{ \mathcal{F}_\ell(m): m \in \mathcal{X}_\ell, m(z) = 0 \},
$$

observing that the minimizer is unique. We introduce the one dimensional manifold $\mathcal{M}_\ell := \{m_z^\ell: z \in (-\ell, +\infty)\}$ in $\mathcal{X}$. Sometimes, we will use the notation $m_z^\ell(y) = m_z^\ell(y, z)$. If $y > z$ then $m_z^\ell(y) = m_z^\ell(y)$. Moreover, for $y \in (-\ell, z)$, $m_z^\ell$ coincides with the (unique) solution to the following boundary value problem,

$$
\begin{cases}
-2m'' + V'(m) = 0 & \text{ in } (-\ell, z), \\
\mathcal{F}(m) = -1, \quad m(z) = 0.
\end{cases}
$$

We next state, referring to the Appendix A for the proof, sharp estimates concerning $m_z^\ell$ and its convergence to $m_z$.

**Proposition 3.1.** There exists a constant $A$ such that, for any $\ell > 0$ and $z \in \mathbb{R}$ satisfying $\ell + z \geq 1$,

$$
\sup_{y \in (-\ell, z)} | m_z^\ell(y) - m_z(y) | \leq A e^{-2(\ell + z)},
$$

$$
\sup_{y \in (-\ell, z)} | \partial_z m_z^\ell(y) + m_z(y) | \leq A e^{-2(\ell + z)},
$$

$$
\sup_{y \in (-\ell, z)} | \partial_z m_z^\ell(y) - m_z''(y) | \leq A e^{-2(\ell + z)},
$$

$$
[ (m_z^\ell)' ](z) + [ \partial_z m_z^\ell ](z) = 0, \quad \| (m_z^\ell)' \| (z) \leq A e^{-4(\ell + z)},
$$

where $[f](z)$ denotes the jump of the function $f$ at $z$. Moreover, for any $\ell$, $z_1$, and $z_2$ such that $(z_1 + \ell) \wedge (z_2 + \ell) \geq 1$,

$$
\frac{1}{A} \left( |z_1 - z_2|^2 \wedge |z_1 - z_2| \right) \leq \| m_z^\ell - m_z^\ell \|_{L^2} \leq A (|z_1 - z_2|^2 \wedge |z_1 - z_2|).
$$

**Remark 3.2.** Since $m_z^\ell(y) = m_z(y)$ for $y > z$ and $m_z^\ell(y) = -1$ for $y < -\ell$ the above bounds and (3.5) yield that $m_z^\ell$ converges to $m_z$ in $H^2$. In particular,

$$
\lim_{\ell \to +\infty} \int_{-\ell}^{+\ell} (\partial_z m_z^\ell)^2 \, dy = \int_{-\infty}^{+\infty} (\partial_z m_z^\ell)^2 \, dy = \frac{4}{3},
$$

uniformly with respect to $z \in [\xi_\ell, +\infty)$ with $\ell \xi_\ell \to +\infty$. 

The following lemma is proven in [5, Lemma A.1]. It is the key ingredient to study the development by $\Gamma$-convergence of the functionals $\mathcal{F}_\ell$.

**Lemma 3.3.** Let $z \in \mathbb{R}$ and $z_\ell$ be a sequence converging to $z$. Then
\[
\lim_{\ell \to +\infty} e^{4\ell} \left[ \mathcal{F}_\ell(m_{z_\ell}^\ell) - \frac{8}{3} \right] = 16 e^{-4z}
\]
and, given $\bar{z} \in \mathbb{R}$, this limit is uniform for $z \in [\bar{z}, +\infty)$.

The notion of center for functions in $X_\ell$, introduced in [8], will play an important role in our analysis.

**Definition 3.4.** Given $m \in X_\ell$ we say that $\zeta \in (-\ell, +\infty)$ is a center of $m$ if
\[
\zeta \in \arg \min \left\{ \|m - m_{z}^\ell\|_{L^2_{1,2}}^2 : z \in (-\ell, +\infty) \right\}.
\]
In particular, the function $m_{\zeta}^\ell$ is a $L^2$-projection of $m$ on the manifold $M^\ell$.

Referring to [4] for a dynamical interpretation of the above definition, we simply note that if $\zeta$ is a center of $m$ then the following orthogonality condition holds,
\[
\int_{-\ell}^{+\infty} \left[ m(y) - m_{\zeta}^\ell(y) \right] \partial_z m_{\zeta}^\ell(y) \, dy = 0,
\]  
(3.12)
where $\partial_z m_{\zeta}^\ell(y) = \partial_z m_{\zeta}^\ell(y)|_{z=\zeta}$. We next introduce a suitable neighborhood of the manifold $M^\ell$, which takes into account the boundary conditions (3.1). More precisely, given $\delta > 0$ and $k > 0$ we set
\[
T^\ell(\delta, k) := \{ m \in X_\ell : \exists z \in (-\ell + k, +\infty) \text{ such that } \|m - m_{z}^\ell\|_{H^1} < \delta \}.
\]
(3.13)
The following result shows, in particular, that if $m$ is such that $\mathcal{F}_\ell(m)$ is close to its minimum then $m$ is close to the manifold $M^\ell$.

**Theorem 3.5.** The following statements hold.

(i) For each $\delta > 0$ and $\kappa > 0$ there exist $\eta > 0$ and $\ell_0 > 0$ such that if $\mathcal{F}_\ell(m) - \frac{8}{3} < \eta$ for some $\ell \geq \ell_0$ then $m \in T^\ell(\delta, \kappa)$.

(ii) There exist constants $\ell_1$, $\delta_1$, $\kappa_1$, and $C_1$ such that, for all $\ell \geq \ell_1$, $\delta \leq \delta_1$, and $\kappa \geq \kappa_1$, if $m \in T^\ell(\delta, \kappa)$ then the center $\zeta$ of $m$ is unique, satisfies $\zeta > -\ell + \kappa - 2\delta$, and
\[
\|m - m_{\zeta}^\ell\|_{H^1}^2 \leq C_1 \left[ \mathcal{F}_\ell(m) - \mathcal{F}_\ell(m_{\zeta}^\ell) + e^{-4(\ell + \zeta)} \|m - m_{\zeta}^\ell\|_{H^1}^2 \right].
\]  
(3.14)

(iii) For each $\bar{z} \in \mathbb{R}$ there exist two positive constants $C_2$ and $\ell_2$ such that, for any $\ell > \ell_2$ and $z \in [\bar{z}, +\infty)$,
\[
\mathcal{F}_\ell(m) - \mathcal{F}_\ell(m_{z}^\ell) \leq C_2 \left( \|m - m_{z}^\ell\|_{H^1}^2 + \|m - m_{z}^\ell\|_{H^1}^4 + e^{-4\ell} \|m - m_{z}^\ell\|_{H^1}^4 \right),
\]  
for all $m \in X_\ell$.

We emphasize that while in statement (ii) of the above theorem $\zeta$ denotes the center of $m$, in statement (iii) $z$ is arbitrary.

**Remark 3.6.** As a consequence of (3.14) and Lemma 3.3, there exist constants $\ell_0$, $\delta$, $\kappa$, and $C_0$ such that, for all $\ell \geq \ell_0$, if $m \in T^\ell(\delta, \kappa)$, then the center $\zeta$ of $m$ is unique and
\[
\|m - m_{\zeta}^\ell\|_{H^1}^2 + e^{-4(\ell + \zeta)} \leq C_0 \left[ \mathcal{F}_\ell(m) - \frac{8}{3} \right].
\]  
(3.15)
Proof of Theorem 3.5. The proof is split into separate arguments. We denote by $C$ a strictly positive constant, independent of $\ell$ and $\zeta$, whose numerical value may change from line to line.

Proof of statement (i), step 1. Here we prove that for each $\delta > 0$ there exist $\eta > 0$ and $\ell_0 > 0$ such that if $\mathcal{F}_\ell(m) - \frac{8}{3} < \eta$ for some $\ell \geq \ell_0$, then $\text{dist}_{H^1}(m, \mathcal{M}_\ell) < \delta$. We argue by contradiction and assume that there exist $\delta_0 > 0$ and a sequence $m_\ell$ with

$$\liminf_{\ell \to +\infty} \text{dist}_{H^1}(m_\ell, \mathcal{M}_\ell) \geq \delta_0$$

such that

$$\limsup_{\ell \to +\infty} \mathcal{F}_\ell(m_\ell) \leq \frac{8}{3}.$$  \hfill (3.17)

Note that by (3.17) the function $m_\ell$ satisfies the boundary conditions (3.1). We set $z_\ell = \inf\{y: m_\ell(y) = 0\}$ and define $\tilde{m}_\ell(y) = m_\ell(y + z_\ell)$, so that $\tilde{m}_\ell(0) = 0$. The boundedness of the energy implies that $\tilde{m}_\ell$ converges, up to a subsequence, to some continuous function $m_0$, uniformly in compacts. We will show that $m_0 = \bar{m}$ and that $\tilde{m}_\ell - \bar{m}$ actually converges to zero in $H^1$.

Given $\sigma > 0$ we set

$$a_\ell = \sup\{y < z_\ell : m_\ell(y) > -1 + \sigma\},$$

$$b_\ell = \inf\{y > z_\ell : m_\ell(y) < 1 - \sigma\}.$$

The boundedness of $\int_{-\infty}^{+\infty} V(m_\ell) \, dy$ implies that $b_\ell - a_\ell \leq C_\sigma$, for some constant $C_\sigma$ independent of $\ell$. This guarantees that the energy of $\tilde{m}_\ell$ does not escape to infinity. More precisely, using the Modica-Mortola trick,

$$\int_{-C_\sigma}^{C_\sigma} [\tilde{m}_\ell'^2 + V(\tilde{m}_\ell)] \, dy \geq 2 \int_{a_\ell - z_\ell}^{b_\ell - z_\ell} |\tilde{m}_\ell'| \sqrt{V(\tilde{m}_\ell)} \, dy$$

$$= 2 \int_{-\sigma}^{1-\sigma} \sqrt{V(m)} \, dm = \frac{8}{3} - 4\sigma^2 \left(1 - \frac{\sigma}{3}\right),$$

we deduce, taking into account (3.17), that

$$\lim_{\ell \to +\infty} \mathcal{F}_\ell(m_\ell) = \frac{8}{3}$$ \hfill (3.18)

and thence

$$\lim_{\sigma \to 0} \limsup_{\ell \to +\infty} \int_{[-C_\sigma, C_\sigma]} [\tilde{m}_\ell'^2 + V(\tilde{m}_\ell)] \, dy = 0.$$ \hfill (3.19)

Therefore, up to a subsequence,

$$\lim_{\ell \to +\infty} \int_{-\infty}^{+\infty} V(\tilde{m}_\ell) \, dy = \int_{-\infty}^{+\infty} V(m_0) \, dy,$$

so that

$$\lim_{\ell \to +\infty} \int_{-\infty}^{+\infty} |\tilde{m}_\ell'|^2 \, dy = \int_{-\infty}^{+\infty} |m_0'|^2 \, dy.$$ \hfill (3.20)

In particular, by (3.18), $\mathcal{F}(m_0) = \frac{8}{3}$. Since $m_0(0) = 0$, by the uniqueness up to translations of the minimizer of $\mathcal{F}$, recall (3.3), $m_0 = \bar{m}$. Now, using (3.19) and the definition of $a_\ell$ and $b_\ell$, we get the convergence of $\tilde{m}_\ell$ to $\bar{m}$ in $L^2$. This, together with (3.20) and Remark 3.2, contradicts (3.16) and then concludes the proof of the step.
Proof of statement (i), step 2. Here we conclude the proof. Again we argue by contradiction and assume that there exist $\delta, \kappa > 0$ and a sequence $m_\ell \notin T^\ell(\delta, \kappa)$ such that $\|m_\ell - m_{\ell, \kappa}\|_{H^1} < \delta$. This yields $\|m_{\ell} - m_{\ell, \kappa}\|_{L^\infty} < C\delta$, and hence, if $z_\ell'$ is any zero of $m_\ell$, then $|m_{\ell, \kappa}(z_\ell')| < C\delta$. By Proposition 3.1, this implies $|z_\ell - z_\ell'| < C\delta$. On the other hand, it is easy to see that
\[
\min \{ \mathcal{F}(m) : m(a) = -1, \ m(b) = 0 \} > \frac{4}{3} \quad \forall \ a, b: -\infty < a < b < +\infty.
\]
Therefore,
\[
\liminf_{\ell \to +\infty} \mathcal{F}(m_\ell) \geq \min \{ \mathcal{F}(m) : m(0) = -1, \ m(\kappa + C\delta) = 0 \} + \frac{4}{3} > \frac{8}{3}.
\]
This is a contradiction and concludes the proof of statement (i).

Proof of statement (ii). The uniqueness of the center, for $\delta_1$ small enough and $\kappa_1$ large enough, is stated in [4, Proposition 3.1]. The proof follows by standard implicit function argument [8]. That proposition also guarantees that the center $\zeta$ satisfies the bound $\zeta > -\ell + \kappa - 2\delta$.

Let $m \in T^\ell(\delta, \kappa)$ and $\zeta \geq -\ell + \kappa - 2\delta$ be the unique center of $m$. Recalling that $m(y) - m_\zeta(y) = 0$ for $y \in (-\infty, -\ell]$, we decompose
\[
\mathcal{F}(m) = \mathcal{F}(m_\zeta) + I_1^\ell + I_2^\ell + I_3^\ell,
\]
where
\[
I_1^\ell = \int_{-\infty}^{+\infty} [2\partial_y m_\zeta \partial_y (m - m_\zeta) + V'(m_\zeta)(m - m_\zeta)] \, dy,
\]
\[
I_2^\ell = \int_{-\infty}^{+\infty} \left[ (\partial_y (m - m_\zeta))^2 + \frac{1}{2} V''(m_\zeta)(m - m_\zeta)^2 \right] \, dy,
\]
\[
I_3^\ell = \int_{-\infty}^{+\infty} \left[ \frac{1}{16} V'''(m_\zeta)(m - m_\zeta)^3 + \frac{1}{24} V''''(m_\zeta)(m - m_\zeta)^4 \right] \, dy.
\]
The proof will be achieved by analyzing in detail the quadratic form in $I_2^\ell$ and showing that it can be bounded from below by $\|m - m_\zeta\|_{H^1}^2$, while the other two terms will be bounded in absolute value.

We first estimate $I_1^\ell$. By integration by parts, using (3.5) and (3.9) we get
\[
|I_1^\ell| = 2 |(m_\zeta - m_\zeta)(\zeta) - \partial_\zeta m_\zeta(\zeta)| \leq Ce^{-4(\ell + \zeta)}|m_\zeta - m_\zeta(\zeta)| \leq Ce^{-4(\ell + \zeta)}\|m - m_\zeta\|_{H^1}, \tag{3.21}
\]
where we have used the Sobolev embedding. As for the term $I_2^\ell$, the application of the Sobolev embedding yields,
\[
|I_2^\ell| \leq C \left( \|m - m_\zeta\|_{H^1}^3 + \|m - m_\zeta\|_{H^1}^4 \right). \tag{3.22}
\]
Finally, it remains to estimate $I_3^\ell$. We show that
\[
I_3^\ell \geq \frac{1}{C} \|m - m_\zeta\|_{H^1}^2. \tag{3.23}
\]
We denote by $H_\zeta^\ell$ the Schrödinger operator on $L^2((-\ell, +\infty))$ defined as
\[
H_\zeta^\ell = -\frac{d^2}{dy^2} + V'(\zeta),
\]
with domain $H^2((-\ell, +\infty)) \cap H^1_0((-\ell, +\infty))$. In the sequel, we shall regard to $L^2((-\ell, +\infty))$ as a subset of $L^2$, by setting, for every function $\psi \in L^2((-\ell, +\infty))$, $\psi(y) = 0$ if $y \in (-\infty, -\ell)$. Let also set $\varphi = \varphi_{\ell, \zeta} = m - m^\ell$. With this notation we rewrite $I^\ell$ as the quadratic form,

$$I^\ell = \langle \varphi, \mathcal{H}^\ell \varphi \rangle_{L^2} + \langle \varphi, (V''(m^\ell) - V''(m)) \varphi \rangle_{L^2},$$

(3.24)

where $\langle \cdot, \cdot \rangle_{L^2}$ denotes the $L^2$-inner product. By (3.6), the second term on the right hand side of the above equality is bounded in absolute value by $C e^{-2(\ell + \zeta)\|\varphi\|_{L^2}^2}$.

It remains to estimate the first term of the right hand side of (3.24). As shown in [4, Theorem 3.2] the first eigenvalue $\lambda^\ell > 0$ of the operator $\mathcal{H}^\ell$ is exponentially small as $\ell \to +\infty$ while the remaining part of the spectrum is bounded away from zero uniformly in $\ell$ and $\zeta$ (since $\ell + \zeta > \kappa_1 - 2\delta_1$). We denote by $\Psi^{\ell}_1$ the eigenfunction corresponding to the eigenvalue $\lambda^\ell$. From these results it follows that there exists a constant $g_1 > 0$, independent of $\ell$ and $\zeta$, such that for any $\psi \in L^2((-\ell, +\infty))$, $\psi \perp \Psi^{\ell}_1$, i.e., satisfying $\langle \psi, \Psi^{\ell}_1 \rangle_{L^2} = 0$,

$$\langle \psi, \mathcal{H}^\ell \psi \rangle_{L^2} \geq g_1 \|\psi\|_{L^2}^2.$$  

(3.25)

We next improve the above bound with the $H^1$-norm. More precisely, we prove that there exists a constant $\tilde{g}_1 > 0$ independent of $\ell$ and $\zeta$, such that

$$J_{\ell, \zeta} := \inf_{\psi \perp \Psi^{\ell}_1} \frac{\langle \psi, \mathcal{H}^\ell \psi \rangle_{L^2}}{\|\psi\|_{H^1}^2} \geq \tilde{g}_1.$$  

(3.26)

Since $J_{\ell, \zeta} = J_{\ell + \zeta, 0}$ it is enough to show that

$$\liminf_{\ell \to +\infty} \inf_{\psi \perp \Psi^{\ell}_0} \frac{\langle \psi, \mathcal{H}_0 \psi \rangle_{L^2}}{\|\psi\|_{H^1}^2} > 0.$$  

(3.27)

We argue by contradiction. If (3.27) does not hold there exists a sequence $\psi_\ell$ with $\|\psi_\ell\|_{H^1} = 1$ and $\psi_\ell \perp \Psi^{\ell}_0$ such that

$$\langle \psi_\ell, \mathcal{H}_0 \psi_\ell \rangle_{L^2} = \int_{-\ell}^{+\infty} (|\psi_\ell'|^2 + V''(\bar{m})\psi_\ell^2) \, dy \to 0.$$  

By (3.25) we necessarily have $\psi_\ell \to 0$ in $L^2$. In view of the boundedness of $V''(\bar{m})$ the formula above gives the required contradiction.

By writing $\varphi = \langle \varphi, \Psi^{\ell}_1 \rangle_{L^2} \Psi^{\ell}_1 + \varphi_\perp$, from (3.26) and Young’s inequality we have, for each $\gamma > 0$,

$$\langle \varphi, \mathcal{H}^\ell \varphi \rangle_{L^2} \geq 2\langle \varphi, \Psi^{\ell}_1 \rangle_{L^2} \langle \varphi_\perp, \Psi^{\ell}_1 \rangle_{L^2} - 2\langle \varphi, \Psi^{\ell}_1 \rangle_{L^2} \langle \varphi_\perp, \Psi^{\ell}_1 \rangle_{H^1} - \langle \varphi, \Psi^{\ell}_1 \rangle_{L^2}^2 \|\Psi^{\ell}_1\|_{H^1}^2,$$

$$\geq \tilde{g}_1 \left( \|\varphi\|_{H^1}^2 - \gamma \|\varphi_\perp\|_{H^1}^2 \right) - \langle \varphi, \Psi^{\ell}_1 \rangle_{L^2}^2 \|\Psi^{\ell}_1\|_{H^1}^2.$$  

(3.28)

Since $\mathcal{H}^{\ell}_0 \Psi^{\ell}_1 = \lambda^{\ell}_1 \Psi^{\ell}_1$, we easily deduce that $\|\Psi^{\ell}_1\|_{H^1}$ is bounded uniformly in $\ell$ and $\zeta$. Moreover, by Schwarz’s inequality and the orthogonality between $\varphi_\perp$ and $\Psi^{\ell}_1$, choosing $\gamma$ small enough in (3.28), we obtain

$$\langle \varphi, \mathcal{H}^\ell \varphi \rangle_{L^2} \geq C \left( \|\varphi\|_{H^1}^2 - \langle \varphi, \Psi^{\ell}_1 \rangle_{L^2}^2 \right).$$  

(3.29)
Using (3.12) we get

\[
\left| \langle \varphi, \Psi^\ell_\xi \rangle_{L^2} \right| = \left| \langle \varphi, \Psi^\ell_\xi + \frac{\partial_x m^\ell_\xi}{\|\partial_x m^\ell_\xi\|_{L^2}} \rangle_{L^2} \right| 
\leq \|\varphi\|_{H^1} \left( \frac{\|\Psi^\ell_\xi - \tilde{m}^\ell_\xi\|_{L^2}}{\|\tilde{m}^\ell_\xi\|_{L^2}} + \frac{\|\tilde{m}^\ell_\xi\|_{L^2}}{\|\partial_x m^\ell_\xi\|_{L^2}} \right).
\]

In order to bound the right hand side, we first claim that

\[
\left\| \Psi^\ell_\xi - \frac{\tilde{m}^\ell_\xi}{\|\tilde{m}^\ell_\xi\|_{L^2}} \right\|_{L^2} \leq C e^{-2(\ell + \kappa)}.
\]

Indeed, a slightly weaker estimate is stated in [4, Theorem 3.2]. However, it is straightforward to modify the argument of the proof to get (3.30), see in particular [4, page 336]. The second term in the right hand side can be easily estimated using (3.12) which gives, taking into account that \( m^\ell_\xi(y) = \tilde{m}^\ell_\xi(y) \) if \( y > \xi \) and that \( \ell + \kappa > \kappa_1 - 2\delta_1 \),

\[
\left\| \frac{\tilde{m}^\ell_\xi}{\|\tilde{m}^\ell_\xi\|_{L^2}} + \frac{\partial_x m^\ell_\xi}{\|\partial_x m^\ell_\xi\|_{L^2}} \right\|_{L^2} \leq C_{\kappa_1} e^{-2\kappa_1}.
\]

In conclusion, choosing \( \kappa_1 \) large enough, the previous bounds, together with (3.29), give (3.23) which completes the proof of statement (ii).

Proof of statement (iii). We notice that in the proof of statement (ii) the estimates of the terms \( I^1_\ell \) and \( I^2_\ell \) do not require \( \kappa \) being the center of \( m \), while \( I^2_\ell \) can be easily estimated from above by the \( H^1 \)-norm of \( m - m^\ell_\xi \). \( \square \)

4. COMPACTNESS

We are now ready to analyze the two dimensional functional. In this section we prove the compactness statement in Theorem 2.1. Let us consider a sequence \( u_\xi \) in \( X \) such that \( F_\xi(u_\xi) \leq C_3 \), namely

\[
\int_0^{+\infty} \int_{-\ell_\xi}^{+\infty} (\partial_x u_\xi)^2 \, dy \, dx + \int_{-\ell_\xi}^{+\infty} \varepsilon^{-2} \left[ |\mathcal{F}_{\ell_\xi}(u_\xi(x, \cdot)) - \frac{8}{3} \right] \, dx \leq C_3,
\]

where \( \ell_\varepsilon = \frac{1}{2} \log \varepsilon^{-1} \to \alpha \), and \( u_\varepsilon \) satisfies the boundary conditions (2.4) for some \( w_\varepsilon \) such that (2.7) holds.

Remark 4.1. By Schwarz’s inequality and the bound (4.1), for any \( x_1, x_2 \in [0, +\infty) \),

\[
\|u_\varepsilon(x_1, \cdot) - u_\varepsilon(x_2, \cdot)\|_{L^2} \leq C_3 |x_1 - x_2|.
\]

Given a sequence \( M_\varepsilon \to +\infty \) such that \( M_\varepsilon \varepsilon^2 \to 0 \) as \( \varepsilon \to 0 \), we define the set of good points in \( (0, +\infty) \) as

\[
B_\varepsilon = \left\{ x \in (0, +\infty) : \mathcal{F}_{\ell_\xi}(u_\varepsilon(x, \cdot)) - \frac{8}{3} \leq M_\varepsilon \varepsilon^2 \right\}.
\]

The bound (4.1) yields \( |B_\varepsilon^c| \leq C_3/M_\varepsilon \) (here \( |B| \) is the Lebesgue measure of the Borel set \( B \subset \mathbb{R} \)). Moreover, since the bound (4.2) guarantees that the map \( x \mapsto u_\varepsilon(x, \cdot) \) is continuous from \( (0, +\infty) \) to \( \mathcal{X} \) (see the previous section for the definition of \( \mathcal{X} \)), the lower semicontinuity of \( \mathcal{F}_\ell \) on \( \mathcal{X} \) implies that the map \( x \mapsto \mathcal{F}_{\ell_\xi}(u_\varepsilon(x, \cdot)) \) is lower semicontinuous and hence the set \( B_\varepsilon \) is closed.

We now show how to construct the sequence \( \phi_\varepsilon \). Recalling the assumption (2.7) on the boundary datum, Theorem 3.5 implies that if \( \varepsilon \) is small enough and \( x \in \)
**Lemma 4.2.** Let \( \phi_\varepsilon \) be defined as above. Then there exists a positive constant \( C_5 \) such that, for any \( x_1, x_2 \in [0, +\infty) \),

\[
|\phi_\varepsilon(x_1) - \phi_\varepsilon(x_2)| \leq C_5 \left( |x_1 - x_2| + \frac{1}{M_\varepsilon} + M_\varepsilon \varepsilon^2 + \varepsilon \eta_\varepsilon \right),
\]

where \( M_\varepsilon \) is the sequence in (4.3) and \( \eta_\varepsilon \) is the sequence defined in (4.6).

**Proof.** Since \( \phi_\varepsilon \) is affine outside \( B_\varepsilon \) and \( |B_\varepsilon^C| \leq C_3/M_\varepsilon \), it is enough to prove that there exists \( C_5 > 0 \) such that for any \( x_1, x_2 \in B_\varepsilon \cup \{0\} \),

\[
|\phi_\varepsilon(x_1) - \phi_\varepsilon(x_2)| \leq C_6 \left( |x_1 - x_2| + M_\varepsilon \varepsilon^2 + \varepsilon \eta_\varepsilon \right).
\]

If \( x_1, x_2 \in B_\varepsilon \cup \{0\} \) the bound (3.10) implies

\[
|\phi_\varepsilon(x_1) - \phi_\varepsilon(x_2)| \leq A \cdot \|m^\varepsilon(\cdot, \phi_\varepsilon(x_1)) - m^\varepsilon(\cdot, \phi_\varepsilon(x_2))\|_{L^2}^2
\]

\[
\leq 2A \cdot \|u_\varepsilon(x_1, \cdot) - u_\varepsilon(x_2, \cdot)\|_{L^2}^2 + \|\bar{u}_\varepsilon(x_1, \cdot) - \bar{u}_\varepsilon(x_2, \cdot)\|_{L^2}^2,
\]

where \( \bar{u}_\varepsilon \left( x, y \right) := u_\varepsilon(x, y) - m^\varepsilon(y, \phi_\varepsilon(x)) \). By using (4.2), (4.4), and (4.5) the bound (4.8) follows. \( \square \)

Recall that \( m^\varepsilon(\cdot) \equiv m^\varepsilon(\cdot, z) \) is defined in (3.4).

**Lemma 4.3.** Let \( u_\varepsilon \) be a sequence satisfying the bound (4.1), let \( \phi_\varepsilon \) be defined as above, and set \( \bar{u}_\varepsilon \left( x, y \right) := u_\varepsilon(x, y) - m^\varepsilon(y, \phi_\varepsilon(x)), \ (x, y) \in [0, +\infty) \times \mathbb{R} \). For each \( R > 0 \) the sequence \( \bar{u}_\varepsilon \) converges to 0, as \( \varepsilon \to 0 \), in \( L^2([0, R] \times \mathbb{R}) \).
Proof. The estimate (4.4) trivially implies that, for any $R > 0$,
\[
\lim_{\epsilon \to 0} \int_{[0,R) \setminus B_R} \int_{-\infty}^{+\infty} |\tilde{u}_\epsilon|^2 \, dy \, dx = 0.
\]  
(4.10)

By (4.2), (3.10) and Lemma 4.2, for a suitable constant $C_7 > 0$ we get, for any $x_1, x_2$ in $[0, +\infty)$,
\[
\|\tilde{u}_\epsilon(x_1, \cdot) - \tilde{u}_\epsilon(x_2, \cdot)\|^2_{L^2} \leq C_7 (|x_1 - x_2| + \frac{1}{M_\epsilon} + M_\epsilon \epsilon^2 + \epsilon \eta_\epsilon).
\]

This, together with (4.10) and the fact that $|B^\epsilon_R| \leq C_3/M_\epsilon$, concludes the proof. \hfill \Box

5. $\Gamma$-convergence

In this section we conclude the proof of the main result by proving the $\Gamma$-convergence of the functionals $F_\epsilon$.

Proof of Theorem 2.1: $\Gamma$-liminf. The formal statement of the $\Gamma$-liminf inequality is the following. For each $u \in X$ and each sequence $u_\epsilon$ converging to $u$ in $X$, it holds $\liminf_{\epsilon \to 0} F_\epsilon(u_\epsilon) \leq F^\alpha(u)$. In view of the compactness result, the $\Gamma$-liminf is achieved once we show that, for each $\phi \in C([0, +\infty))$ and each sequence $u_\epsilon$ converging to $\bar{m}_\phi$ in $X$,
\[
\liminf_{\epsilon \to 0} F_\epsilon(u_\epsilon) \geq G^\alpha(\phi).
\]  
(5.1)

Fix $\phi \in C([0, +\infty))$ and a sequence $u_\epsilon$ converging to $\bar{m}_\phi$. Without loss of generality we can assume that $F_\epsilon(u_\epsilon) \leq C_8$. Therefore, in view of Lemmata 4.2 and 4.3, by extracting, if necessary, a subsequence, there exists a sequence $\phi_\epsilon$ converging to $\phi$ in $C([0, +\infty))$ such that $u_\epsilon = m^{\epsilon \phi}(\cdot, \phi_\epsilon) + \tilde{u}_\epsilon$, with $\tilde{u}_\epsilon$ converging to zero in $L^2((0, R) \times \mathbb{R})$, for any $R > 0$. Let $B_\epsilon$ be the set of good points as defined in (4.3). Then
\[
F_\epsilon(u_\epsilon) \geq \int_0^{+\infty} \int_{-\infty}^{+\infty} (\partial_x u_\epsilon)^2 \, dy \, dx + \int_{B_\epsilon} \epsilon^{-2} \left[ F_\epsilon(u_\epsilon(x, \cdot)) - \frac{8}{3} \right] \, dx
\]
\[
= \int_0^{+\infty} \int_{-\infty}^{+\infty} (\partial_x u_\epsilon)^2 \, dy \, dx + \int_{B_\epsilon} \epsilon^{-2} \left[ F_\epsilon(m^{\epsilon \phi}(\cdot, \phi_\epsilon(x))) - \frac{8}{3} \right] \, dx + R_\epsilon.
\]  
(5.2)

Since, for each $R > 0$, $u_\epsilon \to \bar{m}_\phi$ in $L^2((0, R) \times \mathbb{R})$, the lower semicontinuity of the map $u \mapsto \|\partial_x u\|^2_{L^2((0,R) \times \mathbb{R})}$ with respect to the $L^2$-convergence gives
\[
\liminf_{\epsilon \to 0} \int_0^R \int_{-\infty}^{+\infty} (\partial_x u_\epsilon(x, y))^2 \, dy \, dx
\]
\[
\geq \int_0^R \int_{-\infty}^{+\infty} (\partial_x \bar{m}_\phi(x))^2 \, dy \, dx = \frac{4}{3} \int_0^R \phi'(x)^2 \, dx.
\]  
(5.3)

The estimate of the second term on the right hand side of (5.2) is a direct consequence of Lemma 3.3. Indeed, since $\epsilon^{-2}e^{-4\alpha} \to e^{-4\alpha}$, by Fatou’s Lemma and the fact that $|B^\epsilon_R| \to 0$, we get
\[
\liminf_{\epsilon \to 0} \int_{B_\epsilon \cap (0, R)} \epsilon^{-2} \left[ F_\epsilon(m^{\epsilon \phi}(\cdot, \phi_\epsilon(x))) - \frac{8}{3} \right] \, dx \geq 16 e^{-4\alpha} \int_0^R e^{-4\phi(x)} \, dx,
\]  
(5.4)

for any $R > 0$. 


Finally, we need to estimate $\mathcal{R}_\varepsilon$ as defined in (5.2), i.e.,
\[ \mathcal{R}_\varepsilon = \int_{B_\varepsilon} \varepsilon^{-2} \left[ \mathcal{F}_{\ell_\varepsilon}(u_\varepsilon(x, \cdot)) - \mathcal{F}_{\ell_\varepsilon}(m_{\varepsilon}(\cdot, \phi_\varepsilon(x))) \right] \, dx. \]

By (4.4), for any $x \in B_\varepsilon$,
\[ e^{-4\phi_\varepsilon(x)} \|\bar{u}_\varepsilon(x, \cdot)\|_{H^1} \leq C_4 C_0^\frac{1}{3} M_{\varepsilon}^\frac{2}{3} \varepsilon. \]
Thus, if we further choose $M_{\varepsilon}$ such that $M_{\varepsilon}^3 \varepsilon^2 \to 0$ as $\varepsilon \to 0$, from (3.14) we get
\[ \liminf_{\varepsilon \to 0} \mathcal{R}_\varepsilon \geq \frac{1}{C_1} \lim_{\varepsilon \to 0} \int_{B_\varepsilon} \varepsilon^{-2} \|\bar{u}_\varepsilon(x, \cdot)\|_{H^1}^2 \, dx. \]  
(5.5)

The bound (5.1) follows by (5.2), (5.3), (5.4), and (5.5). □

We note that the previous arguments show that if the energy of the sequence $u_\varepsilon$ converges to $\mathcal{G}^\alpha(\phi)$ then $u_\varepsilon(x, \cdot), \ v \in B_\varepsilon$, is actually close in $H^1(\mathbb{R})$ topology to the “right” one dimensional profile, with an explicit control on the norm. The precise statement is given in the following remark.

**Remark 5.1.** Take a sequence $u_\varepsilon$ with $F_{\varepsilon}(u_\varepsilon) \leq C_0$ and decompose $u_\varepsilon$ as $u_\varepsilon = m_{\varepsilon}(\cdot, \phi_\varepsilon) + \bar{u}_\varepsilon$, where $\phi_\varepsilon$ is the sequence constructed in Section 4. If $u_\varepsilon \to m_{\varepsilon}$, for some $\phi \in C([0, +\infty))$, and satisfies
\[ \liminf_{\varepsilon \to 0} F_{\varepsilon}(u_\varepsilon) = \mathcal{G}^\alpha(\phi) < +\infty, \]
then from (5.5) we easily deduce that
\[ \lim_{\varepsilon \to 0} \int_{B_\varepsilon} \varepsilon^{-2} \|\bar{u}_\varepsilon(x, \cdot)\|_{H^1}^2 \, dx = 0. \]

**Proof of Theorem 2.1:** $\Gamma$-limsup. We now show that for any function $u \in X$ of the form $u = m_\phi$, with $\phi \in C([0, +\infty))$, we can construct a sequence $\bar{u}_\varepsilon$ such that
\[ \liminf_{\varepsilon \to 0} F_{\varepsilon}(\bar{u}_\varepsilon) = \mathcal{G}^\alpha(\phi). \]  
(5.6)

We observe that for each $\phi \in C([0, +\infty))$ such that $\phi(0) = 0$ and $\mathcal{G}^\alpha(\phi) < +\infty$ there exists a sequence $\phi_n$, with $\sup \phi_n \subset (n^{-1}, +\infty)$ and $\phi_n \geq -n$, converging to $\phi$ and satisfying $\lim_{\varepsilon \to 0} \mathcal{G}^\alpha(\phi_n) = \mathcal{G}^\alpha(\phi)$. By standard properties of the $\Gamma$-limsup, see e.g. [6, Remark 1.29], it is therefore enough to construct the recovery sequence for $\phi \in C([0, +\infty))$ bounded from below and with $\sup \phi \subset (\delta, +\infty)$, $\delta > 0$.

Let $\zeta_\varepsilon$ be a center of the boundary condition $w_\varepsilon$. In view of (2.7) and Theorem 3.5, $\zeta_\varepsilon$ is in fact the unique center of $w_\varepsilon$. Moreover, by (3.6), the real sequence $\zeta_\varepsilon$ converges to zero as $\varepsilon \to 0$. By redefining $\ell_\varepsilon$ we can thus assume, and do it now, that $\zeta_\varepsilon = 0$.

We claim that the following sequence does the job,
\[ \bar{u}_\varepsilon(x, y) := \begin{cases} m_{\varepsilon}(y, \phi(x)) & \text{if } (x, y) \in [\varepsilon, +\infty) \times \mathbb{R}, \\ m_{\varepsilon}(y, 0) + \frac{\varepsilon - x}{\varepsilon} \bar{w}_\varepsilon(x) & \text{if } (x, y) \in [0, \varepsilon) \times \mathbb{R}, \end{cases} \]  
(5.7)

where $\bar{w}_\varepsilon := w_\varepsilon - m_{\varepsilon}^\ell$.

In the sequel we use the notation $F_{\varepsilon}(\cdot, A)$ for the localization of the functional $F_{\varepsilon}$ on the set $A \subset (0, +\infty) \times \mathbb{R}$. Since $m_{\varepsilon}^\ell = m_{\varepsilon}^{\ell+z}$, by Lemma 3.3 it follows that for each $\bar{z} \in \mathbb{R}$ there exists $\ell > 0$ such that
\[ e^{-4\ell} \left[ F_{\ell}(m_{\bar{z}}^\ell) - \frac{8}{3} \right] \leq 17 e^{-4z} \quad \forall z \in [\bar{z}, +\infty) \quad \forall \ell > \bar{\ell}. \]
Since we assumed \( \phi \) to be bounded from below, by Lemma 3.3, dominated convergence, and (3.11), we deduce
\[
\lim_{\varepsilon \to 0} F_\varepsilon(\bar{u}_\varepsilon, (\delta, +\infty) \times (-\ell_\varepsilon, +\infty)) = \int_{\delta}^{+\infty} \left[ \frac{4}{3} \phi'(x)^2 + 16 \varepsilon^{-4a} e^{-4\phi(x)} \right] dx.
\] (5.8)
We now show that
\[
\lim_{\varepsilon \to 0} F_\varepsilon(\bar{u}_\varepsilon, (0, \delta) \times (-\ell_\varepsilon, +\infty)) = 16 e^{-4a} \delta.
\] (5.9)
Since \( \text{supp } \phi \subset (\delta, +\infty) \), (5.6) is a straightforward consequence of (5.8) and (5.9).

To conclude, we are left with the proof of (5.9). As it follows from (2.7) and (3.14), \( \lim_{\varepsilon \to 0} \varepsilon^{-1} \| \bar{w}_\varepsilon \|_{H^1} = 0 \) and therefore
\[
\lim_{\varepsilon \to 0} \int_{\delta}^{+\infty} |\partial_x \bar{u}_\varepsilon|^2 dy dx = \lim_{\varepsilon \to 0} \int_{-\ell_\varepsilon}^{+\infty} \varepsilon^{-2} |\bar{w}_\varepsilon(y)|^2 dy dx = 0.
\]
On the other hand, since \( \phi(x) = 0 \) for \( x \in [0, \delta] \), \( \bar{u}_\varepsilon(x, \cdot) = m_{0, \varepsilon}^\ell(\cdot) \) in \( (\varepsilon, \delta) \), then
\[
\int_{\delta}^{0} \varepsilon^{-2} \left[ F_\varepsilon(\bar{u}_\varepsilon(x, \cdot)) - \frac{8}{3} \right] dx
= \int_{0}^{\delta} \varepsilon^{-2} \left[ F_\varepsilon(m_{0, \varepsilon}^\ell) - \frac{8}{3} \right] dx + \int_{0}^{\delta} \varepsilon^{-2} \left[ F_\varepsilon(\bar{u}_\varepsilon(x, \cdot)) - F_\varepsilon(m_{0, \varepsilon}^\ell) \right] dx.
\]
As \( \ell_\varepsilon - \frac{1}{4} \log \varepsilon^{-1} \to \alpha \), by Lemma 3.3,
\[
\limsup_{\varepsilon \to 0} \int_{0}^{\delta} \varepsilon^{-2} \left[ F_\varepsilon(m_{0, \varepsilon}^\ell) - \frac{8}{3} \right] dx = 16 e^{-4a} \delta.
\]
As noted before \( \lim_{\varepsilon \to 0} \varepsilon^{-1} \| \bar{w}_\varepsilon \|_{H^1} = 0 \); therefore by Theorem 3.5, item (iii),
\[
\lim_{\varepsilon \to 0} \int_{0}^{\delta} \varepsilon^{-2} \left[ F_\varepsilon(\bar{u}_\varepsilon(x, \cdot)) - F_\varepsilon(m_{0, \varepsilon}^\ell) \right] dx = 0,
\]
which completes the proof of (5.9). \( \square \)

**Appendix A. Sharp estimates on the constrained minimizer**

In this appendix we prove the sharp estimates concerning \( m_\varepsilon^\ell \) and its convergence to \( \bar{m}_\varepsilon \). We regard the boundary value problem (3.5) as a one dimensional Newtonian system with potential \(-V\) and mass equal to two. Accordingly, the space variable \( y \) is interpreted as the time and denoted by \( t \).

**Proof of Proposition 3.1.** Given \( T > 0 \), we denote by \( m_T(t), t \in [-T, 0] \), the solution to the boundary value problem
\[
\begin{cases}
-2m'' + V'(m) = 0 & \text{in } (-T, 0), \\
m(-T) = -1, \ m(0) = 0.
\end{cases}
\] (A.1)
Integrating (A.1) by using the conservation of the Newtonian energy, we get that \( m_T(t) \) is the strictly increasing function on \([-T, 0]\) such that
\[
-t = \int_{m_T(t)}^{0} \frac{da}{\sqrt{V(a) + E_T}} \quad \forall t \in [-T, 0],
\] (A.2)
where $E_T$ is implicitly defined by the condition,

$$T = \int_{-1}^{0} \frac{da}{\sqrt{V(a) + E_T}}. \quad (A.3)$$

In the sequel we denote by $C$ a strictly positive constant, independent of $T$, whose numerical value may change from line to line. By [5, Lemma A.1],

$$\lim_{T \to \infty} e^{4T} E_T = 64 \quad (A.4)$$

and

$$\sup_{t \in (-T,0)} |m_T(t) - \overline{m}(t)| \leq C e^{-2T} \quad \forall T \geq 1. \quad (A.5)$$

We now observe that, for any $y \in (-\ell, z)$,

$$m_z'(y) = m_{\ell + z}(y - z),$$

$$\partial_z m_z'(y) = \partial_T m_{\ell + z}(y - z) - m_z''(y - z), \quad (A.6)$$

$$\partial_{zz} m_z'(y) = \partial_T \partial_T m_{\ell + z}(y - z) - 2 \partial_T m_z'(y - z) + m_z''(y - z).$$

The bound (3.6) follows by (A.5). We next show

$$\sup_{t \in (-T,0)} |m'_T(t) - \overline{m}'(t)| \leq C e^{-2T} \quad \forall T \geq 1, \quad (A.7)$$

$$\sup_{t \in (-T,0)} |m''_T(t) - \overline{m}''(t)| \leq C e^{-2T} \quad \forall T \geq 1, \quad (A.8)$$

$$\sup_{t \in (-T,0)} \{|\partial_T m_T(t)| + |\partial_T m'_T(t)| + |\partial_T m''_T(t)|\} \leq C e^{-2T} \quad \forall T \geq 1, \quad (A.9)$$

which imply the estimates (3.7) and (3.8).

**Proof of (A.7).** Since $\overline{m}'(t) = \sqrt{V(\overline{m}(t))}$, $m'_T(t) = \sqrt{V(m_T(t))} + E_T$, and $\overline{m}(0) = m_T(0) = 0$, we have

$$-1 < m_T(t) < \overline{m}(t) < 0 \quad \forall t \in (-T,0).$$

Hence, for any $t \in (-T,0)$,

$$|m'_T(t) - \overline{m}'(t)| \leq \sqrt{E_T} + \frac{V(\overline{m}(t)) - V(m_T(t))}{\sqrt{V(\overline{m}(t))}} \leq \sqrt{E_T} + 4|m_T(t) - \overline{m}(t)|, \quad (A.10)$$

where, in the last inequality, we used that, by the explicit expression (2.1) of $V$, $V(b) - V(a) \leq 4\sqrt{V(b)}(b - a)$ for $-1 < a < b < 0$. The bound (A.7) now follows by (A.4), (A.5), and (A.10).

**Proof of (A.8).** Since $m''_T(t) - \overline{m}''(t) = V(m_T(t)) - V'(\overline{m}(t))$ and $|V''(a)| \leq 16$ for $-1 < a < 0$, the bound (A.8) is an immediate consequence of (A.5).
Proof of (A.9). Taking the derivatives with respect to the variable $T$ in the identities (A.2), (A.3) and $m'_T(t) = \sqrt{V(m_T(t))} + E_T$, we compute,

\begin{align*}
E'_T := \frac{dE_T}{dT} &= -2 \left[ \int_{-1}^{0} \frac{da}{[V(a) + E_T]^{3/2}} \right]^{-1}, \\
E''_T := \frac{d^2E_T}{dT^2} &= -\frac{3}{4} \left( E'_T \right)^3 \int_{-1}^{0} \frac{da}{[V(a) + E_T]^{5/2}}, \\
\partial_T m_T(t) &= \frac{E'_T}{2} \sqrt{V(m_T(t)) + E_T} \int_{m_T(t)}^{0} \frac{da}{[V(a) + E_T]^{3/2}}, \\
\partial_{TT} m_T(t) &= \frac{1}{2} \frac{V'(m_T(t)) \partial_T m_T(t) + 2E'_T}{V(m_T(t)) + E_T} \partial_T m_T(t) \\
&\quad + \frac{3}{4} \left( E'_T \right)^2 \sqrt{V(m_T(t)) + E_T} \int_{m_T(t)}^{0} \frac{da}{[V(a) + E_T]^{5/2}}, \\
\partial_T m'_T(t) &= \frac{1}{2} \frac{V'(m_T(t)) \partial_T m_T(t) + E'_T}{\sqrt{V(m_T(t)) + E_T}}.
\end{align*}

By the change of variable $b = 1 + a$ it is straightforward to check that, for any integer $n \geq 1$,

\[ \int_{0}^{1} \frac{db}{[4b^2 + E_T]^{n/2}} \leq \int_{0}^{1} \frac{da}{[V(a) + E_T]^{n/2}} \leq \int_{0}^{1} \frac{db}{[b^2 + E_T]^{n/2}}. \]

Therefore,

\[ \frac{g_n(E_T)}{C} \leq \int_{-1}^{0} \frac{da}{[V(a) + E_T]^{n/2}} \leq C g_n(E_T) \quad \forall T \geq 1, \quad (A.12) \]

where

\[ g_n(E_T) = \begin{cases} \frac{|\log E_T|}{E_T^2} & \text{if } n = 1, \\
\frac{E_T^{-1-n/2}}{E_T^{(1-n)/2}} & \text{if } n = 3, 5. \end{cases} \]

By (A.12) and (A.11) it follows that

\[ \frac{E_T}{C} \leq |E'_T| \leq C E_T, \quad |E''_T| \leq C E_T \quad \forall T \geq 1. \quad (A.13) \]

Since $V(a) \geq V(m_T(t))$ for $a \in [m_T(t), 0]$, using (A.12) and (A.13), from (A.11) we get

\[ |\partial_T m_T(t)| \leq \frac{|E'_T|}{2} \int_{m_T(t)}^{0} \frac{da}{[V(a) + E_T]^{1/2}} \leq C E_T \log E_T. \quad (A.14) \]

Analogously, using also the explicit form (2.1) of $V$,

\[ |\partial_{TT} m_T(t)| \leq \left[ \frac{2|\partial_T m_T(t)| + |E'_T|}{E_T} + \frac{|E''_T|}{E'_T} \right] |\partial_T m_T(t)| + C \frac{|E'_T|^2}{E_T} \leq C E_T. \quad (A.15) \]

Finally,

\[ |\partial_T m'_T(t)| \leq \frac{1}{2} \frac{4 |\partial_T m_T(t)| + |E'_T|}{\sqrt{E_T}} \leq C \sqrt{E_T}. \quad (A.16) \]

The bound (A.9) now follows by (A.4), (A.14), (A.15), and (A.16).
Proof of (3.9). Recall that \( m^\ell_z(y) = m_z(y) \) for \( y \geq z \), whence \((m^\ell_z)' (y) + \partial_z m^\ell_z (y) = 0 \) for \( y > z \). Therefore, by (A.6) and (A.11),
\[
[(m^\ell_z)'](z) + \partial_z m^\ell_z (z) = \lim_{y \to z} \{ (m^\ell_z)'(y) + \partial_z m^\ell_z(y) \} = \lim_{y \to z} \partial_T m_T(y - z) \bigg|_{T=\ell + z} = 0.
\]
On the other hand, since \( m'(0) = 1 \),
\[
\left| [(m^\ell_z)'](z) \right| = \left| 1 - \sqrt{V(m_{\ell+z}(0)) + E_{\ell+z}} \right| = \left| 1 - \sqrt{1 + E_{\ell+z}} \right| \leq E_{\ell+z}.
\]
By (A.4), this concludes the proof of (3.9).

Proof of (3.10). Without loss of generality we assume \( z_1 < z_2 \). Since
\[
m^\ell_{z_2}(y) < 0 < m^\ell_{z_1}(y) = m_z(y) \quad \forall \ y \in (z_1, z_2)
\]
then
\[
\| m^\ell_{z_1} - m^\ell_{z_2} \|_{L^2}^2 \geq \int_{z_2}^{+\infty} |m_{z_1}(y) - m_{z_2}(y)|^2 \, dy
\]
\[
= \int_0^{+\infty} |m(y + z) - m(y)|^2 \, dy =: G(z),
\]
with \( z = z_2 - z_1 \). By differentiating,
\[
G'(z) = 2 \int_0^{+\infty} m'(y + z)(m(y + z) - m(y)) \, dy,
\]
whence \( G'(0) = 0 \) and, since \( m \) is strictly increasing, \( G' \) is strictly increasing. Moreover,
\[
G''(0) = 2 \int_0^{+\infty} |m'(y)|^2 \, dy = \frac{4}{3}.
\]
The above properties of the function \( G \) imply \( G(z) \geq C z^2 \land z \) for any \( z \geq 0 \). In view of (A.17), this yields the lower bound of the estimate (3.10).

To prove the upper bound we analyze separately the cases \( z_2 - z_1 \leq 1 \) and \( z_2 - z_1 > 1 \). In the first case, we use the Schwarz’s inequality and (3.8) to write
\[
\| m^\ell_{z_1} - m^\ell_{z_2} \|_{L^2}^2 = \left\| \int_{z_1}^{z_2} \partial_z m^\ell_z \, dz \right\|_{L^2}^2 \leq (z_2 - z_1) \int_{z_1}^{z_2} \| \partial_z m^\ell_z \|_{L^2}^2 \, dz
\]
\[
\leq \left( 2 \| m' \|_{L^2}^2 + 2A^2(\ell + z_2)e^{-4(\ell + z_1)} \right) (z_2 - z_1)^2.
\]
In the second case, recalling the definition of \( m^\ell_{z_1} \) outside \((-\ell, z_1)\) and using (3.6), we have
\[
\| m^\ell_{z_1} - m^\ell_{z_2} \|_{L^2}^2 \leq \int_{-\ell}^{+\infty} 2 \left[ |m_{z_1}(y) - m_{z_2}(y)| \right]^2 \, dy + 8A^2(\ell + z_2)e^{-4(\ell + z_1)}
\]
\[
\leq C(z_2 - z_1).
\]
The proposition is thus proved. \( \square \)
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