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ABSTRACT. We extend the previous work of [BNS] by building a smooth complete manifold (M6, g, p) with
Ric ≥ 0 and whose fundamental group π1(M6) = Q/Z is infinitely generated. The example is built with
a variety of interesting geometric properties. To begin the universal cover M̃6 is diffeomorphic to S 3 × R3,
which turns out to be rather subtle as this diffeomorphism is increasingly twisting at infinity. The curvature
of M6 is uniformly bounded, and in fact decaying polynomially. The example is locally noncollapsed, in that
Vol(B1(x)) > v > 0 for all x ∈ M. Finally, the space is built so that it is almost globally noncollapsed. Precisely,
for every η > 0 there exists radii r j → ∞ such that Vol(Br j (p)) ≥ r6−η

j .
The broad outline for the construction of the example will closely follow the scheme introduced in [BNS].

The six-dimensional case requires a couple of new points, in particular the corresponding Ricci curvature
control on the equivariant mapping class group is harder and cannot be done in the same manner.

1. INTRODUCTION

The main result of this paper is the existence of a six-dimensional smooth complete Riemannian manifold
with nonnegative Ricci curvature and infinitely generated fundamental group:

Theorem 1.1. There exists a smooth complete Riemannian manifold (M6, g, p) with Ric ≥ 0, π1(M) = Q/Z
and such that the universal cover M̃6 is diffeomorphic to S 3 ×R3. Further, for each η > 0 the example may
be constructed so that it satisfies

(1) |Rm|(x) ≤ C(η)
d(p,x)2−η for every x ∈ M,

(2) There exists r j → ∞ such that Vol(Br j(p)) ≥ r6−η
j ,

(3) There exists r j → ∞ such that Vol(Br j(p)) ≤ r3+η
j ,

(4) Vol(B1(x)) > v > 0 for all x ∈ M .

Remark 1.1. We point out that an argument analogous to the one used in this paper shows that the examples
constructed in [BNS] can be taken to have universal cover diffeomorphic to S 3 ×R4.

Remark 1.2. Note that once an example with π1(M) = Q/Z is constructed we can automatically construct
an example with π1(N) = Γ ≤ Q/Z for any subgroup by looking at N ≡ M̃/Γ .

This provides a counterexample to a conjecture of Milnor [Mi] in a dimension lower dimension than our
previous paper [BNS, Theorem 1.1], where we built a seven-dimensional manifold with nonnegative Ricci
curvature and infinitely generated fundamental group. We address the reader to the introduction of [BNS]
and to the survey papers [ShSo] and [P3] for a detailed bibliography and a discussion on the previous posi-
tive results about the Milnor conjecture and the known properties of fundamental groups of manifolds with
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Ric ≥ 0.

The statement of Theorem 1.1.2 above should be compared with a result of B.-Y. Wu (see [Wu]) saying
that for α ≤ α(n) if (Mn, g) has Ric ≥ 0 and the limit

lim
r→∞

vol(Br(p))
rn−α (1)

exists and is strictly positive, then π1(M) is finitely generated. The effect of Theorem 1.1.2 is to show that
the limit in the assumptions of [Wu, Theorem 1.2] cannot be replaced by a limsup.

The broad outline for the construction of the example in Theorem 1.1 will closely follow the scheme
introduced in [BNS]. The six dimensional case requires a couple new points, and in particular the corre-
sponding Ricci curvature control on equivariant mapping class group is much harder. We discuss this below.

As in [BNS], we will work at the level of the universal covering space M̃. A key step of the construction
of the 7-dimensional examples was the existence for each k ∈ Z of a smooth family of Riemannian metrics
(S 3 × S 3, gt) having some key properties. The family began with the standard metric g0 = gS 3

1×S 3
1

and all
had positive Ricci curvature. Additionally, each metric gt is invariant under the left (1, k) Hopf action:

θ ·(1,k) (s1, s2) = (eiθ · s1, eikθ · s2) , θ ∈ S 1 , s1, s2 ∈ S 3 , (2)

and is such that g1 = ϕ
∗g0 for some diffeomorphism ϕ : S 3 × S 3 → S 3 × S 3 conjugating the (1, k) to the

(1, 0) action:

ϕ(θ ·(1,k) (s1, s2)) = θ ·(1,0) ϕ(s1, s2) , for every s1, s2 ∈ S 3 . (3)

See [BNS, Section 6] for more details. This family was used as a family of cross-sections in some annular
regions on M̃, hence the resulting dimension was seven.

In order to build a six-dimensional example, we will replace the family of six-dimensional cross-sections
discussed above with a five-dimensional family with analogous properties. To this aim, we define the left
(1, k) action on S 3 × S 2 as

θ ·(1,k) (s1, s2) := (eiθ · s1, eikθ · s2) , θ ∈ S 1 , (4)

where eiθ · s1 indicates the left Hopf rotation in S 3 and eikθ · s2 := (eikθz, t), where we identify s2 = (z, t) ∈
S 2 ⊂ C ×R.

The key new contribution of the present paper is Theorem 2.2 below. We show that when k is even1 there
exists a smooth family of positively Ricci curved Riemannian metrics (S 3 × S 2, gt), t ∈ [0, 1], invariant with
respect to the (1, k)-action, and such that g0 = gS 3×S 2 and g1 = ϕ

∗g0, where ϕ : S 3 × S 2 → S 3 × S 2 is a
diffeomorphism satisfying

ϕ(θ ·(1,k) (s1, s2)) = θ ·(1,0) ϕ(s1, s2) , θ ∈ S 1 , (s1, s2) ∈ S 3 × S 2 . (5)

1The restriction to even k’s is topological, and not related to the existence of the family of metrics with positive Ricci curvature.
Indeed, for k odd, the (1, k) and (1, 0) actions are not conjugated, see Lemma 6.2.
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The construction of this family introduces some new challenges with respect to the analogous construc-
tion in [BNS], in particular some steps of the construction from [BNS] necessarily fail. In spirit this is
because the (1, k) action on S 3 × S 2 is more wild and less homogeneous in nature. A little more precisely,
and relying a little unfairly on the readers knowledge of [BNS] with the understanding that this will be ex-

plained better later, when viewing (S 3 × S 2, gt)
S 1

−→ (N, ht) as a circle bundle over some underlying space,
we cannot hope to equip this bundle with a family of Yang-Mills connections. This consequently adds some
rather dramatic Ricci curvature terms, and controlling them is quite delicate and requires something with a
new flavor to it. See Section 6.2 for details.

We conclude the introduction with a list of open questions related to the Milnor conjecture that seem
worthwhile for future investigation, without the aim of being complete.

In view of the existing positive results in dimension less or equal than 3 (see [CV] and [L]) and of the
counterexamples constructed in the present paper, the validity of the Milnor conjecture remains an open
question in dimensions 4 or 5.

Question 1.1. Let (Mn, g) be a complete with Ric ≥ 0 and n = 4 or n = 5. Is π1(M) finitely generated?

We believe that the construction of a counterexample to the Milnor conjecture in dimension 4 or 5, if it
exists, would most likely require the development of a different strategy with respect to the one employed
in the present paper and in our previous [BNS].

Our constructions are necessarily nonnegative Ricci in nature, however note by Theorem 1.1.1 we have
that the current example has polynomially decaying Ricci curvature. This leads to the question:

Question 1.2. Let (Mn, g) be complete with Ric ≡ 0. Is π1(M) finitely generated?

To the best of our knowledge, the validity of the Milnor conjecture is open also in the Kähler case:

Question 1.3. Let (M2n, g, J) be a complete Kähler manifold with Ric ≥ 0. Is π1(M) finitely generated?

As we already remarked in [BNS], the universal covers of the counterexamples to the Milnor conjecture
that we can construct have less than Euclidean volume growth. The context where M̃ is noncollapsed is still
open:

Question 1.4. Let (M, g) be a complete manifold with Ric ≥ 0 such that the universal cover (M̃, g̃) satisfies
the noncollapsing condition Vol(Br( p̃)) > vrn for all r > 0. Is π1(M) finitely generated?

We address the reader to [P1], [PR], and [P2] for some recent interesting partial positive results about
Question 1.4.

A theorem of Wei [We] says that any finitely generated torsion-free nilpotent group is the fundamental
group of some complete (Mn, g) with Ric ≥ 0. It is an open question whether infinite generation of fun-
damental groups for manifolds with Ric ≥ 0 is a purely abelian phenomenon. In particular, we have the
following:
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Question 1.5. Let (N, ·) be a simply connected nilpotent Lie group, which we view as a matrix group N <

GL(m,R) for some m ∈ N. Does there exist a complete Riemannian manifold (Mn, g) with Ric ≥ 0 and such
that π1(M) = N ∩ GL(m,Q)?

The remainder of this paper is organized as follows:

In Section 2 we describe the inductive construction for the counterexamples. The strategy is completely
analogous to the one introduced in our previous paper [BNS], and it is based on three main steps. Given the
existence of the equivariant family of positively Ricci curved metrics with the properties discussed above,
in particular see Theorem 2.2, the three main inductive propositions can be proved arguing as for the corre-
sponding statements in [BNS]. Hence their proofs will be omitted.

In Section 3 we prove that the counterexamples can be constructed so that their universal covers are dif-
feomorphic to S 3×R3. The proof will be based on the construction of a Morse-Bott function and it requires
a careful analysis of the gluing diffeomorphisms in the inductive construction.

In Section 4 we discuss the curvature decay and the volume growth of the examples. Section 5 records
some useful preliminary material. Section 6 is dedicated to the proof of Theorem 2.2.
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2. INDUCTIVE CONSTRUCTION FOR THEOREM 1.1

The inductive construction in the proof of Theorem 1.1 is essentially borrowed from our previous paper
[BNS]. We will stress those points where the construction is either different or more refined, as happens at
several points in order to address the geometric and topological properties of our example. We outline the
construction in this Section for ease of readability and in order to record some notation that will be helpful
in the future sections.

2.0.1. Decomposing the group Γ ≤ Q/Z. Let us begin by choosing in Γ ≤ Q/Z ⊆ S 1 a nested sequence
of finitely generated subgroups {e} = Γ−1 ≤ Γ0 ≤ Γ1 ≤ · · · which generate Γ in the sense that for every
γ ∈ Γ we have that γ ∈ Γ j for some j sufficiently large. For instance such a sequence of subgroups may be
built using that Γ is countable and choosing an enumeration. A finitely generated subgroup Γ j ≤ Q/Z is
necessarily finite and generated by a single element γ j ∈ Γ j. In this way we can write

Γ j =
〈
γ j,Γ j−1

〉
and ∃! minimal k j ∈ N such that γk j

j = γ j−1 . (6)
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It will be convenient to adopt the notation k≤ j ≡ k0 · k1 · · · · k j, for j ∈ N and we shall denote by |γ| the order
of any γ ∈ Γ. Notice that, with this notation, |γ j| = k≤ j. There is no harm in assume that k j > 1 for each j,
as otherwise Γ j = Γ j−1.

The only additional requirement that we make, with respect to the analogous construction in [BNS], is
that we will assume throughout k0 to be even. It is clear that one can find a decomposition of Γ = Q/Z as
above compatible with this restriction. Moreover, it is also obvious that if there exists a complete (M6, g)
with Ric ≥ 0 and π1(M) = Q/Z, then there exists also a complete (N6, g) with Ric ≥ 0 and π1(N) = Γ, for
any Γ < Q/Z.

For each γ ∈ Γ we can then uniquely write it as

γ =
∏

j

γ
a j
j , such that a j < k j , (7)

where at most a finite number of a j are nonvanishing. Note that there is the short exact sequence 0→ Γ j →

Γ → Γ/Γ j → 0. This does not split as a group splitting of course, however the choice of basis builds for us
a splitting of sets

Γ = Γ j ⊕ Γ/Γ j , given by

γ = γ≤ j · γ> j =
∏
i≤ j

γai
i ·

∏
i> j

γai
i . (8)

Remark 2.1. It is possible, and helpful, to include into the discussion the case where Γ is finitely generated,
or equivalently Γ = Γ j for some j. This is more in line with how our inductive construction in Section 2 will
proceed.

Before moving on with the construction, let us introduce some helpful notation. Given (a, b) ∈ Z ×Z we
endow S 3 × S 2 with the (left) (a, b)-action

θ ·(a,b) (g, s) := (eiaθ · g, eibθ · s) , θ ∈ S 1 , (9)

where eiθ ·g indicates the left Hopf rotation in S 3, and eibθ · s := (eibθz, t), where we identify s = (z, t) ∈ S 2 ⊂

C ×R.

2.1. The inductive construction. The proof of Theorem 1.1 will be set up in an inductive fashion, where
we will build a sequence of pointed manifolds (M j, p j,Γ j) with Ric j ≥ 0 together with free uniformly dis-
crete isometric actions by Γ j. This Section will begin with a description of the main properties of our induc-
tive sequence M j, together with how one proves Theorem 1.1 once this sequence has been constructed. The
induction criteria will be such that building (M̃,Γ) from the inductive sequence will be relatively straight-
forward.

The remainder of this Section will then focus on proving the induction, namely on how to construct M j+1

from M j in order to complete the induction proof. The construction will boil down to three major steps, and
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in each step we will state one of our three main inductive Propositions. The proof of Theorem 1.1 will be
complete in this Section modulo these main Propositions.

The main inductive Propositions will correspond to the analogous statements in our previous paper, see
[BNS, Section 3]. Two of them, namely the construction of the model space in Proposition 2.1, and the
gluing construction with action extension in Proposition 2.4, can be proved with very minor changes with
respect to the proofs of the corresponding statements from [BNS]. Hence their proofs will be omitted.
Also the remaining inductive Proposition 2.3 can be proved with very minor changes with respect to the
corresponding statement from [BNS], once the twisting Theorem 2.2 has been proved. The proof of Propo-
sition 2.3 will be omitted accordingly. On the other hand, the proof of Theorem 2.2, which constitutes the
main novelty of the present paper, is deferred to Section 6 below.

The proof of the induction given the main Propositions is completely analogous to the one in [BNS].
However, we report it in this Section for the ease of readability.

Recall that we have chosen as in (6) a sequence of finitely generated subgroups Γ j ≤ Γwith Γ j = ⟨γ j,Γ j−1⟩

which are all generated by a single element γ j such that γk j
j = γ j−1.

Our geometric construction will be based on a sequence of parameters ϵ j → 0 and δ j → 0. We may begin
by choosing any sequence ϵ j → 0. Indeed any sequence of constants ϵ j < 1 will do, but in our description of
the tangent cones at infinity of M̃ later in Section 4.2.3 we will use that these constants tend to zero, which
gives a slightly cleaner picture. Let δ1 ≪ 1 also be any small constant, the remaining δ j will be chosen based
on applications of our Inductive Propositions. We shall adopt the notation As1,s2(p) to denote the annulus
Bs2(p) \ Bs1(p) for any 0 ≤ s1 < s2 ≤ ∞.

Our sequence (M j, p j,Γ j) will inductively be assumed to satisfy:

(I1) There exists a free isometric action by Γ j on M j with r j ≡ d(p j, γ j · p j) and r j
k j−1r j−1

>> 1.
(I2) There exists an isometry Φ j : U j ⊆ M j → M j+1 with B10k jr j(p j) ⊆ U j ⊆ B103k jr j

(p j) with Φ j(p j) =
p j+1, where U j is Γ j invariant with Φ j(x · γ) = Φ j(x) · γ for all γ ∈ Γ j ≤ Γ j+1 .

(I3) M j \ U j is isometric to S 3
δ jr j
× A102k jr j,∞(0) ⊆ S 3

δ jr j
× C(S 2

1−ϵ j
) 2. The action of γ j in this domain

rotates the cross section S 2
1−ϵ j

of the cone factor by 2π/k j and Hopf rotates the S 3
δ jr j

factor by
2π/|γ j| = 2π/(k0k1 · · · k j).

Remark 2.2. It follows from (I3) that the orbit of the base-point with respect to the action of Γ j has diameter
roughly k jr j.

Remark 2.3. It will be clear from the construction that r j+1
k jr j
→ ∞. That is, the scale of the action of the next

generator γ j+1 relative to the orbit of the previous generator γ j is tending to infinity.

Before discussing more carefully the structure of the spaces M j above, let us quickly see that if such
an inductive sequence as above can be built, then we are done. Indeed, consider first the Γi-equivariant
isometries Φ ji = Φ j ◦ · · · ◦ Φi : Ui → U ji ≡ Φ ji(Ui) ⊆ M j. We can take an abstract equivariant pointed

2Observe that this is isometrically very close to S 3 × R3. Indeed, in our setup U j itself is very Gromov-Hausdorff close to
S 3 ×R3.
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Gromov-Hausdorff limit of the sequence (M j, p j,Γ j). However the setup is such that we can also simply
define the direct limit

M̃ ≡
{
(x j, x j+1, . . .) : xk+1 = Φk(xk) for all k ≥ j

}
/ ∼ , (10)

where there is an equivalence relation (x j, x j+1, . . .) ∼ (y j′ , y j′+1, . . .) if there exists k ≥ max{ j, j′} such that
xk = yk. By the equivariance of the isometriesΦi we have that Γ j naturally acts on all sequences (xk, xk+1, . . .)
with k ≥ j. In particular there is an induced action of Γ on M̃. Note that U j ⊆ M j all embed isometrically
into M̃ and exhaust M̃, and the restriction of the Γ j action to U j ⊆ M̃ is the expected action. Thus M̃ is a
smooth, simply connected Riemannian manifold with Ric ≥ 0 and a free discrete isometric action by Γ, as
claimed.

2.2. The Steps of the Inductive Construction. We will break down this inductive construction into three
steps. Each will involve a Proposition which will form the main constructive ingredient in the step. Our goal
in this subsection is then to discuss these steps and state the Propositions. We will then see how to finish the
induction given these results.

The first step will build our background model space B(ϵ, δ) ≈ S 3 ×R3. It will form the basis of both our
base step of the induction, and also the underlying space for which previous induction manifolds M j will be
glued into in order to form M j+1.

Each M j looks like S 3 ×R3 at infinity with the action Γ j induced by the (1, k≤ j−1) action. The first step in
building M j+1 is to equivariantly twist M j to a new manifold M̂ j, so that after our twisting M̂ j again looks
like S 3 × R3 at infinity but this time the Γ j action is induced by the (1, 0)-action. This will be the goal of
Step 2.

The third step of the inductive construction is to take our twisted M̂ j and glue in k j+1 copies into a new
base manifold B j+1. The gluing is such that we have now extended the Γ j action on M̂ j to a Γ j+1 = ⟨γ j+1,Γ j⟩

action on M j+1 in the appropriate fashion.

2.2.1. Step 1: The Background Model Space B(ϵ, δ). Our construction will begin by building a back-
ground manifold B(ϵ, δ). The space will both play the role of base step in the inductive construction and
additionally when we move from M j to M j+1 the basis for our construction will be to glue in k j+1 copies of
M j into the background space B j+1.

The construction of B(ϵ, δ) is relatively straightforward, we will simply take S 3 ×R3 and slightly curve
the R3 factor in order to give it a slight cone angle. The precise setup is the following:

Proposition 2.1 (Step 1: The Model Space). For each δ > 0 and 1 > ϵ > 0 , there exists a smooth manifold
B6 = B(ϵ, δ) such that the following hold:

(1) (B6, gB, p) is a complete Riemannian manifold with Ric ≥ 0, and it is diffeomorphic to S 3 ×R3.
(2) There exists B10−3(p) ⊆ U ⊆ B10−1(p) such that B \U is isometric to S 3

δ ×A10−2,∞(0) ⊆ S 3
δ ×C(S 2

1−ϵ)
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(3) There is an isometric T 2 = S 1 × S 1 action on B for which on B \U ≈ S 3
δ ×C(S 2

1−ϵ) the first S 1 acts
on the S 3

δ factor by a globally free (left) Hopf rotation and the second S 1 acts on the cross sections
S 2

1−ϵ of the cone factor by rotation.
(4) The S 1-action induced by the homomorphic embedding S 1 ∋ θ 7→ (aθ, bθ) ∈ T 2 is free whenever

(a, b) ∈ Z ×Z are coprime and a , 0.

Remark 2.4. Thus for each (a, b) ∈ Z × Z we have the induced (a, b)-S 1 action given by the homomorphic
embedding S 1 ∋ θ 7→ (aθ, bθ) ∈ T 2.

The proof of Proposition 2.1 is completely analogous to the proof of the corresponding Proposition in our
previous paper, see [BNS, Section 5]. Hence it will be omitted.

Base Step: Let us then define the base step of our induction as M1 = B(ϵ1, δ1) as above. We will equip
M1 with the isometric group action of Γ1 ≤ S 1, which is induced by the (1, k0)-action as above. In particular,
on S 3

δ1
× S 2

1−ϵ1
we have that the generator γ1 will act by Hopf rotating S 3

δ1
by 2π/|γ1| = 2π/(k1k0) and by

rotating the cross section of C(S 2
1−ϵ1

) by 2π/k1 = 2πk0/|γ1|.

2.2.2. Step 2: Twisting the Geometry of M j at Infinity. By condition (I3) of the induction we know that
outside some compact set U j our space M j \ U j is isometric to S 3

δ jr j
× A102k jr j,∞(0) ⊆ S 3

δ jr j
× C(S 2

1−ϵ j
) ≈

S 3 ×R3. Further, we understand that in this region the action of the generator γ j ∈ Γ j looks primarily like a
rotation of theR3 factor. More precisely, it rotates theR3 factor by 2π/k j and it Hopf rotates the S 3

δ jr j
factor

by the much smaller 2π/|γ j| = 2π/(k0 · · · k j).

In Step 3 we will be gluing k j+1 copies of M j into a model space B j+1, and in the gluing region we will
again have that B j+1 ≈ S 3 × R3. However, the action of Γ j on B j+1 will look like a rotation of just the S 3

factor without any rotational bit on the R3 factor. Thus to accomplish the gluing we will need to modify M j

at infinity into a new space M̂ j, which will again look close to S 3 ×R3 but for which the action of γ j is now
purely a rotation of the S 3 factor.

In order to address this problem let us first consider S 3 × S 2 with the standard product metric gS 3×S 2 , and
let us recall that if (a, b) ∈ Z × Z then we have the S 1-isometric action ·(a,b) : S 3 × S 2 × S 1 → S 3 × S 2

which acts by a times the (left) Hopf rotation on the S 3 factor and b times the rotation with respect to a fixed
axis on the S 2 factor. The following will provide for us how the cross sections of our new space M̂ j will be
twisting. It will be proved in Section 6:

Theorem 2.2. Let g0 = gS 3×S 2 be the standard product metric on S 3×S 2, and let k ∈ Z be even. Then there
exist a diffeomorphism ϕ : S 3 × S 2 → S 3 × S 2 and a family of metrics (S 3 × S 2, gt) such that

(1) Rict > 0 for all t ∈ [0, 1]
(2) The S 1-action ·(1,k) on S 3 × S 2 is an isometric action for all gt.
(3) g1 = ϕ

∗g0 with ϕ
(
θ ·(1,k) (s1, s2)

)
= θ ·(1,0) ϕ(s1, s2) for any s1 ∈ S 3 and s2 ∈ S 2.
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Remark 2.5. The diffeomorphism ϕ : S 3 × S 2 → S 3 × S 2 in Theorem 2.2 above can be taken isotopic to a
diffeomorphism ψ : S 3 × S 2 → S 3 × S 2 with the following special structure

(s1, s2) 7→ (s1, ψs1(s2)) , ψs1 ∈ O(3) , ∀ s1 ∈ S 3 . (11)

We refer the reader to Section 6.7 for details and remark here that any such diffeomorphism can be trivially
extended to a diffeomorphism ψ : S 3 × D3 → S 3 × D3.

The above tells us that we can find an S 1-invariant family of metrics with positive Ricci curvature which
(from an isometric point of view) start and end at the classical S 3 × S 2, however, the beginning and ending
S 1 actions are quite distinct. Our main use of the above will be to build the following neck region, which
will be used to alter M j to M̂ j:

Proposition 2.3 (Step 2: Twisting the Action). Let ϵ, ϵ̂, δ > 0 with k ∈ Z even. Then there exist δ̂(ϵ, ϵ̂, δ, k) >
0 and R(ϵ, ϵ̂, δ, k) > 1 and a metric space X with an isometric and free S 1 action such that

(1) X is smooth away from a single three sphere S 3
δ × {p} ∈ X with RicX ≥ 0.

(2) There exists B10−3(p) ⊆ U ⊆ B10−1(p) ⊆ X which is isometric to S 3
δ × B10−2(0) ⊆ S 3

δ ×C(S 2
1−ϵ) , and

under this isometry the S 1 action on U identifies with the (1, k) action.
(3) There exists B10−1R(p) ⊆ Û ⊆ B10R(p) ⊆ X s.t. X \ Û is isometric to S 3

δ̂R
× AR,∞(0) ⊆ S 3

δ̂R
×C(S 2

1−ϵ̂),
and under this isometry the S 1 action on X \ Û identifies with the (1, 0) action.

Given Theorem 2.2, the proof of Proposition 2.3 is completely analogous to the proof of the correspond-
ing [BNS, Proposition 3.3] given [BNS, Theorem 3.2], see [BNS, Section 7] for the details. Hence it will be
omitted.

Constructing M̂ j: Before moving on to Step 3, let us see how the above will be used as part of our
induction process. Thus let us assume we have constructed M j as in (I1)-(I3) with sphere radius δ j. Recall
by (I3) that outside of a compact subset we have that M j is isometric to S 3

δ jr j
× C(S 2

1−ϵ j
), and the action of

γ j rotates the S 2
1−ϵ j

cross section by 2π/k j and Hopf rotates the S 3
δ jr j

factor by 2π/|γ j|. Observe that if we

consider the (1, k≤ j−1)-action on S 3
δ jr j
×C(S 2

1−ϵ j
), then Γ j ⊆ S 1 can be viewed as a subaction.

Now with any ϵ̂ j > 0, the precise constant will be chosen later, we have for R j = R j(ϵ j, ϵ̂ j, δ j, k≤ j−1) and
δ̂ j = δ̂ j(ϵ j, ϵ̂ j, δ j, k≤ j−1) the existence of X j as in Proposition 2.3, where we chose k = k≤ j−1 = k0 · k1 · · · k j−1

in the application of the Proposition.
We can rescale X j → r jX j by r j so that it is isometric to S 3

δ jr j
×C(S 2

1−ϵ j
) on a region U containing Br j(p),

and it is isometric to S 3
δ̂ jR jr j

×C(S 2
1−ϵ̂ j

) on a region X j \ Û containing the annulus AR jr j,∞(p).

Further, there is a free isometric S 1 action on X j which looks like the (1, k≤ j−1) action on U and the (1, 0)
action on X j \ Û. In particular, by condition (2) in Proposition 2.3 and the inductive assumption (I3) there
is an induced Γ j action on X j and an open annulus of U ⊆ X j which is equivariantly isometric to an open
annulus in M j \ U j.

We can thus glue X j to M j in order to produce the space M̂ j. The space M̂ j is now isometric to
S 3
δ̂ jR jr j

× C(S 2
1−ϵ̂ j

) outside of some compact set V j ⊆ M̂ j, and the Γ j action is a pure Hopf rotation on
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the S 3
δ̂ jR jr j

factor on M̂ j \ V j.

2.2.3. Step 3: Gluing Construction. The third step of the construction involves extending the action of Γ j

to an action of Γ j+1 in order to move from the manifold M j to the next step of the induction M j+1. This will
occur by taking k j+1 copies of the twisted space M̂ j, constructed in the second step, and gluing them into a
model space B j+1 ≈ B(ϵ j+1, δ j+1) constructed in the first step.

Recall that a model space B(ϵ, δ) is isometric to an annulus in S 3
δ ×C(S 2

1−ϵ) outside of a compact set, and
recall that the induction manifolds M̂ are isometric to annuli in S 3

δ × C(S 2
1−ϵ̂) outside of a compact set. We

will therefore outline our gluing constructions purely in terms of annuli, which is where the gluing will take
place. If we can accomplish this with the correct behaviors, we can then glue our model space B j+1 and
inductive manifolds M̂ j directly into our glued space and finish the inductive construction of M j+1.

Let us first outline the gluing strategy without worrying about smoothness or Ricci curvature. We will
end with Proposition 2.4, which will state the end construction in a smooth Ricci preserving manner. So let
A′ ≡ S 3

δ ×C(S 2
1−ϵ) and let Â = S 3

δ × B1(0) ⊆ S 3
δ ×C(S 2

1−ϵ̂) with Γ ≤ S 1 a finite group generated by a single
element γ whose order is divisible by k. Let Γ̂ be the group generated by γ̂ ≡ γk. Consider the action of Γ
on A′ induced by the (1, |γ|/k)-action. Thus γ rotates the S 2

1−ϵ factor by 2π/k and Hopf rotates the S 3
δ factor

by 2π/|γ|. Let us also consider the action of Γ̂ on Â obtained by just rotating the S 3
δ factor by 2π/|γ̂| .

Consider k copies of the annulus Âa ≡ Â × {a} with a = 0, . . . , k − 1, and note that ∂Âa = S 3
δ × S 2

1−ϵ̂
isometrically. Our goal is to glue in these k copies into A′ such that there is an induced Γ action on the
glued space. We will want that Γ̂ restricts to the usual actions on both A′ and the glued copies of Â. To
be more precise let x ∈ C(S 2

1−ϵ) be a point whose distance from the origin is 102k. Let xa ∈ C(S 2
1−ϵ) with

a = 0, . . . , k − 1 be the k points obtained by rotating x0 = x by 2πa/k.

Consider each of the domains S 3
δ × B1(xa) ⊆ A′, and note that their boundaries are diffeomorphic (and

nearly isometric) to S 3
δ × S 2

1. Note that the Γ̂ action restricts to actions on each of these domains, while the
Γ action simply restricts to an isometry between potentially different pairs of domains. We will want to glue
Â0, . . . , Âk−1 into the space

A′ \
(⋃

a

S 3
δ × B1(xa)

)
. (12)

In order to perform the gluing we need to define the gluing diffeomorphisms

φa : ∂Âa → S 3
δ × ∂B1(xa) . (13)

Recalling that ∂Â0 = S 3
δ × S 2

1 and S 3
δ × ∂B1(x) is nearly isometric to S 3

δ × S 2
1, let us first choose an almost

isometry φ0 : ∂Â0 → S 3
δ ×∂B1(x) which is the identity on the first sphere factor. In particular, it follows that

φ0 commutes with the natural Γ̂ actions on each of these spaces. Let us then define φa : ∂Âa → S 3
δ×∂B1(xa)

by
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φa(y, a) = γa · φ0(y, 0) , y ∈ Â , (14)

for a = 0, . . . , k − 1. Note that we could naturally extend the above maps for any a ∈ Z. However, we
would have that φk : ∂Â0 → S 3

δ × ∂B1(x0) would not be the same mapping as φ0. Indeed, we see that
φk = γk · φ0 = γ̂ · φ0. To understand the implications of this consider the glued space

Ã ≡
(
A′ \

⋃
a

S 3
δ × B1(xa)

)⋃
φa

Âa , (15)

where we have plucked out the k domains S 3
δ × B1(xa) and plugged in the new annular regions Âa. The new

space Ã is still isometrically of the form S 3
δ × C(S 2

1−ϵ) near the origin and infinity. The effect of the gluing
maps is that the Γ̂ action on Â extends to a Γ action on Ã. To understand this action, we need to describe
the action of γ on

⋃
a Â

a. The latter is given by

γ · (y, a) = (y, a + 1) , a = 0, . . . , k − 2

γ · (y, k − 1) = (γ̂ · y, 0)
(16)

for every y ∈ Â. In particular, the action of Γ̂ restricts to the expected action on each piece of the gluing.

The main Proposition of this step is to show that, up to some altering of constants, the above construction
can be smoothed to preserve nonnegative Ricci curvature:

Proposition 2.4 (Step 3: Action Extension). Let ϵ, ϵ′, δ > 0 with 0 < ϵ − ϵ′ ≤ 1
102 ϵ, and let Γ̂ ≤ Q/Z ⊆ S 1

be a finite subgroup with Γ = ⟨γ, Γ̂⟩ such that γ̂ ≡ γk is the generator of Γ̂. Then for ϵ̂ ≤ ϵ̂(ϵ, ϵ′) there exists
a pointed space (Ã, p), isometric to a smoooth Riemannian manifold with Ric ≥ 0 away from k + 1 three
spheres, with an isometric and free action by Γ such that

(1) There exists a Γ-invariant set B10−1(p) ⊆ U′ ⊆ B10(p) which is isometric to S 3
δ × B1(0) ⊆ S 3

δ ×

C(S 2
1−ϵ′) and such that Γ is induced by the (1, |γ|/k)-action on S 3

δ × S 2
1−ϵ′ ,

(2) There exists a Γ-invariant set B103k(p) ⊆ U ⊆ B105k(p) such that Ã \ U is isometric to S 3
δ ×

A104k,∞(0) ⊆ S 3
δ ×C(S 2

1−ϵ) and such that Γ is induced by the (1, |γ|/k)-action on S 3
δ × S 2

1−ϵ
(3) There exist Γ̂-invariant sets S 3

δ × B2−1(xa) ⊆ Va ⊆ S 3
δ × B2(xa) with d(S 3

δ × {x
a}, S 3

δ × {p}) = 102k
which are isometric to S 3

δ × B1(0) ⊆ S 3
δ ×C(S 2

1−ϵ̂) and such that Γ̂ is induced by the (1, 0)-action on
S 3
δ × S 2

1−ϵ̂ .

Proposition 2.4 can be proved by following verbatim the proof of [BNS, Proposition 3.4], with very minor
changes due to the fact that we are working with S 3×S 2 instead of S 3×S 3. Hence its proof will be omitted.

Remark 2.6. It is important to observe that ϵ̂(ϵ, ϵ′) depends on the choices of ϵ and ϵ > ϵ′, however, it does
not depend on the choice of δ.

Constructing M j+1: Let us now apply Proposition 2.4 in order to finish the construction of M j+1. Let
us take in the above Γ = Γ j+1 and Γ̂ = Γ j, and let us choose ϵ = ϵ j+1 with ϵ′ = ϵ j+1 ·

99
100 . Recall that

the construction of M̂ j in Section 2 depended on a choice of ϵ̂ j, which had not yet been fixed. Let us now
use Proposition 2.4 in order to choose ϵ̂ j = ϵ̂ j(ϵ j+1). From this we now have from Proposition 2.3 a well-
defined R j and δ̂ j. Finally let us now choose δ = δ̂ j in the application of Proposition 2.3, so that we have
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built the space Ã j. After rescaling Ã j → (R jr j)Ã j by R jr j observe that there exists U ⊆ Ã j which is
isometric to S 3

δ̂ jR jr j
× BR jr j(0) ⊆ S 3

δ̂ jR jr j
× C(S 2

1−ϵ′), and also observe that the domains Va are isometric to

S 3
δ̂ jR jr j

× BR jr j(0) ⊆ S 3
δ̂ jR jr j

×C(S 2
1−ϵ̂ j

).

Finally, let us consider the base model B j+1 = B(ϵ′, δ̂ jR jr j) from Proposition 2.1. We see we can glue
it isometrically into U ⊆ Ã j. Additionally, we can isometrically glue M̂ j into each Va ⊆ Ã j. The resulting
space is M j+1. If we define p j+1 = p0

j to be the basepoint of the copy of M j glued into V0, then we can
define r j+1 ≡ d(p j+1, γ j+1 · p j+1) and δ j+1 through the formula δ j+1r j+1 ≡ δ̂ jR jr j. This completes the induc-
tion step of the construction. In particular, we have proved Theorem 1.1 up to the proof of Theorem 2.2. □

3. THE TOPOLOGY OF THE UNIVERSAL COVER

The goal of this section is to prove that the universal cover M̃ of the example constructed in Theorem 1.1
is diffeomorphic to S 3 × R3 when the twisting diffeomorphisms ϕ2k : S 3 × S 2 → S 3 × S 2 are chosen as in
Remark 2.5 at each step of the inductive construction. In order to do so, we will build a Morse-Bott function
with no critical points outside from a central S 3.

Proposition 3.1. There exists a proper smooth function f : M̃ → [0,∞) such that

(1) The set { f < 1} is diffeomorphic to S 3 ×R3.
(2) f does not have critical points in { f > 0}.

Given f : M̃ → R as in Proposition 3.1, it is standard to check that M̃ ≈ S 3 ×R3. Indeed, f is proper and
has no critical points in {1 ≤ f < ∞}. So, by Morse theory, M̃ is diffeomorphic to { f < 1} ≈ S 3 × R3. As
will be clear from the construction, each of the manifolds M j in the inductive proof is also diffeomorphic to
S 3 ×R3.

Remark 3.1. Notice that a single gluing of S 3 × D3 with S 3 × R3 \ S 3 × D3 by a gluing diffeomorphism
ϕ : S 3×S 2 → S 3×S 2 is diffeomorphic to S 3×R3 independently of the isotopy class of the diffeomorphism.
This claim can be established with a much easier variant of the construction that we discuss below.

Remark 3.2. Independently of the construction of the Morse-Bott function on M̃, which yields the diffeo-
morphism with S 3 ×R3, it would be possible to compute the homology of each of the manifolds M j and of
M̃ by iterated use of the Mayer-Vietoris sequence. As in the construction of the Morse-Bott function, the
explicit form of the gluing diffeomorphisms plays a key role in showing that the homology coincides with
that of S 3 ×R3.

Remark 3.3. By relying on the fact that each of the gluing diffeomorphisms ϕk : S 3×S 2 → S 3×S 2 extends
to a diffeomorphism ϕk : S 3 × D3 → S 3 × D3 it would be possible to check that each of the manifolds M j

is diffeomorphic to S 3 × R3 in a more classical way. Our argument is designed so that it can be used to
conclude that the limit M̃ is diffeomorphic to S 3 ×R3 as well.

Let us begin with an outline of the proof of Proposition 3.1, and then the remaining parts of this section
are devoted to the details of the proof.
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The Morse-Bott function f will be built inductively on each M̂ j, where recall M̂ j is M j twisted at infinity
as in Step 2 of the construction. The inductive construction will be such that f j+1 : M̂ j+1 → [0,∞) coincides
with f j on Φ j(Û j) ⊂ M̂ j+1 for any j ∈ N, see the introductory discussion of Section 2 for the relevant nota-
tion. Hence the definition of the global function f : M̃ → [0,∞) will be straightforward once the inductive
construction has been completed.

Recall that M̂ j \ Û j is diffeomorphic to the complement of a ball in S 3 ×R3. The Morse-Bott function f j

in M̂ j at infinity will by assumption always look like the distance squared from the origin. The base step of
the induction will be elementary: In M̂1 = S 3 ×R3 we define f1 as the distance squared from the origin of
R3, independent of the S 3 factor.

The inductive step proceeds roughly as follows. Let {xa}a=0,...,k j+1−1 ⊂ R
3 be the centers of the disks D3

a

that we remove from R3 to glue in k j+1-copies of M̂ j. In S 3 × (R3 \
⋃

a D3
a) we define the function f j+1

as the distance squared from x0, independent from the S 3 factor. The function f j+1 matches with f j in a
neighborhood of the gluing region. Thus when we glue in the first copy of M̂ j along an annular region near
∂(S 3 × D3

0) we can extend f j+1 using f j. At this point, it remains to glue in the other k j+1 − 1 copies of M̂ j

and extend f j+1 to a function without critical points in each of these copies of M̂ j. In order to achieve this
extension, we rely on a second induction procedure, which is the most delicate part of our argument. Here
is where it is helpful to know that the gluing diffeomorphisms ϕ2k : S 3 × S 2 → S 3 × S 2 are isotopic to
diffeomorphisms with the special structure

ψ(s1, s2) = (s1, ψs1(s2)) , s1, ∈ S 3 s2 ∈ S 2 , (17)

where ψs1 is an orthogonal transformation in O(3) for each s1 ∈ S 3 and the dependence on s1 is smooth.
Roughly, the idea is the following. Since we are only interested in the diffeomorphism class of M̃, we

can replace all the gluing diffeomorphisms in the construction with isotopic diffeomorphisms. Thus without
loss we assume that the gluing of M̂ j along ∂(S 3×D3

a) are induced by a diffeomorphism ψ with the structure
in (17). We then need to extend the pull-back of f j+1|∂(S 3×D3

a) through ψ to a function without critical points
in M̂ j. Notice that f j+1 looks like a nontrivial affine function of the R3 factor in a neighborhood of the
boundary ∂(S 3 × D3

a), a , 0. Up to a small perturbation that does not introduce any critical point, we can,
and will, assume that it is affine on each R3 factor.
From (17) we then deduce that the pullback of f j+1 through ψ looks like an affine function in the R3 factor
of S 3 × R3, outside of a compact set in M̂ j. Notice that the pull-back is no longer independent of the S 3

factor, though it is affine onR3 for each fixed point in S 3. By employing yet another induction argument, we
will see that a function with this property can be extended to a function without critical points. This will be
carried out in subsection 3.1. In order to complete the proof, it remains only to slightly perturb the function
f j+1 outside of a compact set and without introducing further critical points so that it again coincides with
the distance squared from the origin at infinity in M̂ j+1.

3.1. Extension without critical points. Recall that, for each M̂ j there are open sets Û j ⊂ M̂ j such that M̂ j\

Û j ≈ S 3×Ar j,∞(0) with r j ↑ ∞. To build M̂ j+1, we start from S 3× (R3 \
⋃

a Br j(xa)), where {xa}a=0,...,k j+1−1 ⊂

R3 are chosen such that the annular regions Ar j,2r j(xa) ⊂ R3 are disjoint. The diffeomorphism class of the
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construction is independent of the positions of their centers, however for the sake of clarity we assume that
{xa}a=0,...,k j+1−1 ⊂ ∂Br j+1/10(0) is the orbit of a rotation by angle 2π/k j+1, and r j+1 ≫ r j ≫ 1.

We then glue in k j+1 copies of M̂ j along the neck regions X j ≈ S 3 × Ar j,2r j(xa), through diffeomorphisms
ψa : X j → S 3 × Ar j,2r j(xa) obtained by radially extending ψ as

S 3 × Ar j,2r j(0) ∋ (s1, r, s2) 7→ (s1, r, ψs1(s2)) ∈ S 3 × Ar j,2r j(0) (18)

and composing with a suitable isometry of S 3 ×R3 which maps S 3 × Ar j,2r j(0) to S 3 × Ar j,2r j(xa).

Lemma 3.2. Fix j ∈ N, a ∈ {0, . . . , k j+1 − 1}, and xa as above. Let u : S 3 × Ar j,2r j(xa) → R be such that
u(x, ·) : Ar j,2r j(xa)→ R is the restriction of a non-constant affine function ofR3. Then, there exists a smooth
function ua

j : M̂ j → R such that

(1) ua
j = u ◦ ψa in M̂ j \ Û j.

(2) ua
j does not have critical points in Û j.

(3) infÛ j
ua

j ≥ infS 3×A1,2(xa) u.

Proof. We proceed by induction in j ≥ 1. The base case j = 1 is trivial.
For the inductive step let us begin by remarking that as a consequence of (17), ψ maps isometrically

{x} × S 2 to itself for each x ∈ S 3. In view of (18), we deduce that

u ◦ ψa : S 3 × Ar j,2r j(0)→ R , (19)

retains the property that u◦ψa(x, ·) : Ar j,2r j(0) ⊆ R3 → R is the restriction of a non-constant affine function.
In particular, we can uniquely extend it to ũ j : S 3 × R3 → R such that ũ j(x, ·) : R3 → R is affine and
non-constant. Consequently ũ j has no critical points, as its derivative in the R3 directions are nonzero.
Notice that by construction infS 3×B2(0) ũ j ≥ infS 3×A1,2(xa) u. To define a Morse function on M̂ j, we first have
to pluck-out k j copies of S 3 ×D3 from S 3 ×R3 and glue in k j copies of M̂ j−1 along the annular regions. We
then need to smoothly extend ũ j in each copy of Û j−1. However, ũ j restricted to the gluing regions satisfies
the assumptions of Lemma 3.2, hence we can apply our inductive hypothesis to conclude the result. □

3.2. Inductive construction of the Morse function. The following inductive lemma provides the Morse-
Bott functions f j : M j → R.

Lemma 3.3. For every j ≥ 1, there exists a proper smooth function f j : M̂ j → [0,∞) such that

(i) f j = f j+1 in Φ j(Û j) ⊂ M̂ j+1.
(ii) f j(y) = r2(y) on M̂ j \ Û j ≈ S 3 × Ar j,∞(0), where r(y) coincides with the distance to S 3 × {0}.

(iii) f1 : M̂1 ≈ S 3 ×R3 → [0,∞) is defined by f1(s, x) = |x|2 = r2(s, x).
(iv) f j does not have critical points in { f j > 0}.
(v) we have that infÛ j+1\Û j

f j+1 → ∞ as j→ ∞ .

By condition (i), we obtain a naturally defined Morse-Bott function f : M̃ → [0,∞) by letting f := f j on
Û j ⊂ M̃, with the obvious identifications. By (v) we have that f is proper. By (iii), the sublevel set { f < 1}
is diffeomorphic to S 3 × R3. By (iv), f does not have any critical points on { f > 0}. Thus the proof of
Proposition 3.1 will be complete once Lemma 3.3 is proved.
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Proof of Lemma 3.3. For the base step, we let f1 : M1 ≡ S 3 ×R3 → [0,∞) be defined by f1(s, x) = |x|2. In
particular, condition (iii) is satisfied.

For the inductive step, we start from S 3 × (R3 \
⋃

a Br j(xa)), where {xa}a=0,...,k j+1−1 ⊂ ∂Br j+1/10(0) is
invariant under a rotation by angle 2π/k j+1, and r j+1 ≫ r j ≫ 1 is big enough so that the annular regions
Ar j,2r j(xa) ⊂ R3 are disjoint with 0 < Ar j,2r j(xa).
We claim that there exists a smooth function without critical points η : R3 \

⋃
a Br j(xa)→ [0,∞) such that

a) η(x) = |x − x0|2 on Ar j,2r j(x0);
b) η is affine on each annulus Ar j,2r j(xa) for a = 1, . . . , k j+1 − 1;
c) η(x) = |x|2 on R3 \ B100r j(0);
d) η(x) ≥ 1

2 |x − x0|2 on R3 \
⋃

a Br j(xa).

The existence of a function η with the properties above is completely elementary, therefore we omit the
proof.

In order to define f j+1 : M̂ j+1 → [0,∞), we set can set it to coincide with the function η on M̂ j+1 \

(
⋃k j−1

a=0 M̂a
j ). Up to choosing properly the parameters r j ≫ r j−1, the functions η and f j coincide in the gluing

region by a), hence f j+1 extends to M̂ j+1 \ (
⋃k j−1

a=1 M̂a
j ). In this way, taking into account also c) above, it is

clear that conditions (i), (ii) and (iii) are met by f j+1.
The extension to M̂ j+1 can then be achieved with the help of Lemma 3.2, thanks to condition b) above.
As the extensions from Lemma 3.2 do not introduce any critical points, it is also clear from the construction
that f j+1 does not have any critical points in { f j+1 > 0}.
The validity of (v) then follows from condition d) above and from ii).

□

4. FURTHER PROPERTIES OF THE COUNTEREXAMPLE

In this section we discuss some further geometric properties of the counterexamples to the Milnor con-
jecture constructed in this paper, and of their universal covers. In particular we prove Theorem 1.1.1-1.1.4
and additionally study the tangent cones at infinity of our examples. We remark that all the statements adapt,
mutatis mutandis, to the 7-dimensional counterexamples constructed in our earlier work [BNS].

4.1. Curvature decay. The goal of this subsection is to prove the following, which is equivalent to Theo-
rem 1.1.1:

Proposition 4.1. For any η > 0, a complete manifold (M6, g, p,Γ) as in Theorem 1.1 can be constructed so
that it satisfies

|Rm|(q) ≤
C

d(p, q)2−η , for every q ∈ M , (20)

for some constant C > 0.

Remark 4.1. Of course, no curvature decay can be expected for the universal covering of a non-flat manifold
with an infinite fundamental group. However, a straightforward corollary of Proposition 4.1 above is that the
universal covers of the counterexamples to the Milnor conjecture constructed in this paper can be constructed
in such a way that they have bounded sectional curvature.
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Remark 4.2. A slight modification of the proof of Proposition 4.1 would show that a complete manifold
(M6, g, p,Γ) as in Theorem 1.1 can be constructed so that for any η > it satisfies

|Rm|(q) ≤
C(η)

d(p, q)2−η , for every q ∈ M , (21)

for some constant C(η) > 0.

The proof of Proposition 4.1 is carried out by induction with respect to the exhaustion (U j, p j), where
U j ⊂ M j. Let π : M̃6 → M6 be the covering map, and π j : M̃6 → M̃6/Γ j the projection to the intermediate
quotient. See Section 2.1 for the relevant notation. It is clear that π(U j) = π j(U j) provides an exhaustion of
M6.

We prove the following claim by induction.

Claim: Let j ∈ N. We can build (M j, p j,Γ j) so that

(i) For every q ∈ π j(U j) all sectional curvatures are bounded by

|Rm|(q) ≤
10100

d(q, p j)2−η . (22)

(ii) For every q ∈ π j(Ak jr j,100k jr j(p j)) all sectional curvatures are bounded by

|Rm|(q) ≤
1

d(q, p j)2−η . (23)

It is obvious that we can build U1 so that the Claim is satisfied. We now show that if it is satisfied for
j ∈ N, then it is satisfied also for j + 1.

As a first step, we build M̂ j so that π j(M̂ j) satisfies suitable curvature bounds up to scale r j+1 ≫ r j. More
precisely we have:

Lemma 4.2. Fix j ∈ N and µ > 0. Assume that (22) and (23) hold true. Then, we can build M̂ j+1 such that:

(a) For every q ∈ π j(B100r j+1(p j)) all sectional curvatures are bounded by

|Rm|(q) ≤
10100

d(q, p j)2−η . (24)

(b) For every q ∈ π j(Ar j+1,10r j+1(p j)) all sectional curvatures are bounded by

|Rm|(q) ≤
µ

r2−η
j+1

. (25)

Before proving Lemma 4.2, let us first check how to conclude the proof of Proposition 4.1 assuming its
validity.

By construction, M j+1 is obtained by gluing k j+1 distinct copies of M̂ j to a slight perturbation of S 3
δ j+1r j+1

×

C(S 2
1−ϵ j+1

) after removing k j+1-copies of S 3 × D3, as explained in section 2. The errors introduced by this
perturbation are uniformly controlled, hence we will neglect them for the sake of this argument.
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A lift q̃ ∈ M j+1 of any q ∈ π(U j+1) either belongs to a copy of M̂ j or to S 3
δ j+1r j+1

× C(S 2
1−ϵ j+1

). In the first
case Lemma 4.2 (a) gives the correct curvature estimate.
If q̃ does not belong to one of the k j+1 copies of M̂ j, then q̃ ∈ S 3

δ j+1r j+1
×C(S 2

1−ϵ j+1
) and

|Rm|(q) ≤
10

r2
j+1δ

2
j+1

, (26)

provided ϵ j+1 ≤ 1/5. On the other hand, the gluing region Ar j+1,10r j+1(p j) ⊂ M̂ j is isometric to an annulus of
S 3
δ j+1r j+1

×C(S 2
1−ϵ j+1

). Hence

|Rm|(x) ≥
10−10

(r j+1δ j+1)2 , (27)

for any x ∈ Ar j+1,10r j+1(p j).
By Lemma 4.2 this curvature must be bounded by µ

r2−η
j+1

. Since d(π j+1(p j+1), q) ≤ k j+1r j+1, up to choosing

µ ≪ 1, (26) allows us to complete the proof of the inductive step and hence of Proposition 4.1. □

Proof of Lemma 4.2. The key idea of the proof is to slightly modify the construction of the neck region in
[BNS, Section 7] by increasing the number of scales where the space is isometric to a cone over S 3 × S 2.
In this region, the curvature decays quadratically and this will arbitrarily improve the sub-critical curvature
estimate (20).

Let us begin by recalling the notation from [BNS, Section 7]. Our (scaling invariant) neck region X is
obtained by gluing together seven different pieces. For the sake of this proof, it is enough to group them
into two components:

• X1 ∪ X2 ∪ X3 is an annular region whose first end is isometric to an annulus in S 3
δ j
× C(S 2

1−ϵ j
)

(this is where the gluing with M j takes place), and the second end is isometric to an annulus in
C(S 3

δ(2 j) × S 2
1/8). The parameter δ(k≤ j) is chosen small enough to accommodate the next gluing, and

it is determined by the application of [BNS, Lemma 7.2] with k = k≤ j.
• X4 ∪ X5 ∪ X6 ∪ X7 is the annular region where the equivariant twisting takes place, its second end is

isometric to an annulus in S 3
R jδ̂ j
×C(S 2

1−ϵ̂ j
).

We notice that the transition region X1 ∪ X2 requires a uniformly bounded number of scales, independent
of j. On the other hand, the transition region X3 requires a number of scales depending on δ j/δ(k≤ j), which
is not uniformly bounded a priori, and this might be problematic for controlling the curvature.

To get the sought curvature bounds we need to modify the construction as follows. We build the first
transition region X1 ∪ X2 ∪ X3 from S 3

δ j
×C(S 2

1−ϵ j
) to C(S 3

δ × S 2
1/8) by choosing δ = δ j/10, which might be

much larger than the parameter δ(2 j) in the original construction. This can be done in at most 10 scales and
worsening the curvature by at most a factor of 100.

Observe that by the inductive assumption (23), we have an improved estimate on the curvature of the
first end of X1 ∪ X2 ∪ X3. Now, on the second end of X1 ∪ X2 ∪ X3 the space is isometric to an annulus in
C(S 3

δ j/10 × S 2
1/8) and still satisfies the correct non-scale-invariant curvature estimate as in (22). In particular,

we can glue in an annulus A10,10R(O) ⊂ C(S 3
δ j/10 × S 2

1/8). The resulting space X1 ∪ X2 ∪ X3 ∪ Y satisfies the
non-scale-invariant curvature estimate. More than this, if R = R(µ) is big enough, close to its second end the
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estimate improves arbitrarily to
|Rm|(q) ≤

µ

d(p, q)2−η , (28)

for any µ > 0, as the curvature has the faster quadratic decay on a cone.
We pick µ small enough in order to be able to perform the remaining gluing while keeping the curvature
estimate as in (20). This can be done because the curvature on the next annular region is scaling invariantly
bounded by a constant depending only on k = k≤ j. We remark that this region should include an additional
transition from C(S 3

δ j/10 × S 2
1/8) to C(S 3

δ(k≤ j)
× S 2

1/8) with respect to the original construction. However, this
transition can be handled with techniques analogous to those entering the other steps of the construction. □

4.2. Volume of balls. Our goal in this section is to show that the counterexamples to the Milnor conjecture
can be constructed as to have volume of the unit balls bounded away from zero and to discuss their volume
growth. That is, we will prove Theorem 1.1.2-1.1.4 .

4.2.1. Unit scale non-collapsing. Let us begin by addressing Theorem 1.1.4:

Proposition 4.3. The complete manifold (M6, g) as in Theorem 1.1 can be constructed so that it satisfies

inf
q∈M

vol(B1(q)) > 0 . (29)

Proof. We argue by induction as in the proof of Proposition 4.1 and borrow the notation introduced therein.
We notice that the parameters in the constructions can be chosen so that the displacement of any point

with respect to any isometry γ ∈ Γ is greater or equal to 2. In particular, it is enough to show the result on
the universal cover.
Recall that M j+1 is obtained by gluing k j+1 copies of M̂ j into a slight perturbation of S 3

δ j+ jr j+1
× C(S 2

1−ϵ j+1
)

after removing k j+1-copies of S 3 ×D3, see Proposition 2.4 for the precise construction. If q̃ does not belong
to one of the copies of M̂ j, then vol(B1(q)) > 1

100 provided δ j+1r j+1/k≤ j ≥ 1. We can always make the latter
choice of parameters.
If q̃ belongs to one of the copies of M̂ j, then we distinguish two cases. When q̃ ∈ M j ⊂ M̂ j, the conclusion
follows by inductive assumption. When q̃ belongs to the neck region M̂ j \ M j we use that the metric is
explicit everywhere, except in the region that was denoted by X4 in [BNS, Section 7]. However, also in X4

the volume of unit balls is uniformly bounded below provided r j+1 ≫ 1 is big enough.
□

4.2.2. Volume of big balls. The goal of the next proposition is to show that the counterexamples to the
Milnor conjecture can be constructed so that their volume growth is almost maximal. We will prove Theorem
1.1.2 and Theorem 1.1.3 :

Proposition 4.4. For every η > 0, the complete manifold (M6, g, p) as in Theorem 1.1 can be constructed
so that it satisfies

vol(Bsi(p)) = s6−η
i , (30)

for some sequence si → ∞, and
vol(Bti(p)) = t3+η

i , (31)

for some sequence ti → ∞.
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An analogous statement holds for the universal cover (M̃, g, p̃).

Proof. We provide an argument only for the volume growth of (M, g), the argument for the universal cover
being completely analogous. We borrow again the notation from [BNS, Section 7].

Notice that (M, g) contains domains isometric to annuli Oi,Wi with Oi ⊂ C
((
Zk≤i\S

3
λi

)
× S 2

ξi

)
and Wi ⊂(

Zk≤i\S
3
λi

)
×C(S 2

1−ηi
), where λi, ηi, ξi, ηi > 0, for every i ∈ N. Here Zk≤i\S

3 denotes the quotient of S 3 with
respect to the action of Zk≤i ⊂ S 1, where S 1 acts by left Hopf rotation. At the level of the universal cover
M̃, these regions correspond to annuli between the regions X4 and X5 and an annuli at the end of the regions
X7, respectively. Notice in particular that the action of Γi is by pure Hopf-rotation on the S 3 factor in those
regions. Moreover, in these annuli a straightforward computation shows the volume growth is ∼ r6 and ∼ r3

respectively, up to constant multiplicative coefficients.
It is then elementary to show that there exist sequences si, ti → ∞ such that (30) and (31) hold, provided

that the annular regions Oi and Wi above are chosen to be sufficiently large. This can be accomplished
with a slight modification of the construction in [BNS, Section 7], analogous to the one discussed in the
proof of Lemma 4.2 above. More precisely, we can insert an arbitrarily large region where M̃ is isometric
to an annulus in C(S 3 × S 2) between the regions X4 and X5 at every step of the inductive construction.
Analogously, we can insert an arbitrarily large region where M̃ is isometric to an annulus in S 3 × C(S 2) at
the end of X7 at each step of the inductive construction. □

Remark 4.3. The first part of the statement in Proposition 4.4 above should be compared with a result of
B.-Y. Wu (see [Wu]) saying that if α ≤ α(n) is such that (Mn, g) has Ric ≥ 0 and the limit

lim
r→∞

vol(Br(p))
rn−α (32)

exists and is strictly positive, then π1(M) is finitely generated. The effect of Proposition 4.4 is to show that
the limit in the assumptions of [Wu, Theorem 1.2] cannot be replaced by a limsup.

4.2.3. Tangent Cones at Infinity of M̃ and M. Let us consider a sequence of radii s j → ∞ and understand
the limits of (s−1

j M̃, p,Γ) and (s−1
j M, p). After passing to subsequences (and reindexing) we can break

ourselves down into various cases depending on how s j compares to our naturally defined scales r j from
before.

As we shall discuss below, the family of tangent cones that can appear will be analogous to those ap-
pearing for the 7-dimensional counterexamples to the Milnor conjecture constructed in [BNS]. The only
difference, besides the obvious changes of dimensions, will be that the cross sections of some of the tangent
cones at infinity will be suspensions over circles S 2/Zk, rather than being lens spaces S 3/Zk.

4.2.4. The scales s j = r j. Let us begin with the base case of understanding the sequence (r−1
j M̃, p,Γ) on

the universal cover. We have determined that M̃ looks very close to S 3 × R3 at these scales with (scale
invariantly) shrinking sphere factor. In particular, we have that geometrically the tangent cone at infinity
along this sequence gives r−1

j M̃ → R3. The action of γ j at scale r j is visible as a rotation by angle 2π/k j of
the R3 factor with respect to a basepoint distance k j away. Therefore to understand the equivariant limit we
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need to break ourselves into two cases. Namely, after passing to subsequences either k j converges or not.

4.2.5. The scales s j = r j with k j → k < ∞. In this case the action of γ j looks like a rotation with respect
to a point distance kr j away from p, and so we have that (r−1

j M̃, p,Γ)→ (R3, p∞,Zk) where Zk is acting by
rotation around the origin and p∞ is a point distance k from the origin. We get that the quotient space

(r−1
j M, p)→ (C(S 2

1/Zk), p∞) (33)

limits to a cone over the spherical suspension over a circle of length 2π/k. This cone is isometric to R ×
C(S 1

1/k). The basepoint p∞ of this limit is again a point distance k from the cone point.

4.2.6. The scales s j = r j with k j → ∞. In this case the action of γ j is looking increasingly like a translation
by Z, and we get that (r−1

j M̃, p,Γ)→ (R3, 0,Z) where Z acts by unit translation. The quotient space in this
case limits

r−1
j M → R2 × S 1 . (34)

4.2.7. The scales r j < s j << k jr j with k j → ∞. . In the case that k j → k remains bounded there is no
distinction between this case and the last. Therefore, we are only concerned with the case where we have
some subsequence for which k j → ∞. In this situation note with s j

r j
,

k jr j
s j
→ ∞ that our Z action is looking

increasingly like an R action. Our limit in this case becomes (s−1
j M̃, p,Γ) → (R3, 0,R), where R is acting

by translation. Our quotient space is therefore limiting

s−1
j M → R2 . (35)

4.2.8. The scales s j ≈ k jr j when k j → ∞. Note the action of γ j at these scales looks like a rotation by angle
2π/k j. In particular, we get that (s−1

j M̃, p,Γ) → (R3, p∞, S 1), where S 1 is a rotation around the origin. Our
basepoint is now roughly distance 1 from the center of the rotation. In particular our quotient limit is given
by

(r−1
j M, p)→ (C([0, π]), p∞) , (36)

where we denoted by C([0, π]) the cone over the interval, which is isometric to the half-plane R2
+.

4.2.9. The scales k jr j << s j << r j+1 when k j → k < ∞. . We discussed that at scale s j ≈ k jr j we have
s−1

j M̃ looks likeR3 = C(S 2
1). As s j

k jr j
increases our cross section sphere S 2

s begins to decrease in radius until

it looks like a half ray. Therefore we get the possible limits (s−1
j M̃, p,Γ)→ (C(S 2

s), 0,Zk) for all 0 ≤ s ≤ 1.
In the case when s j

k jr j
becomes sufficiently large we get that the limit is a half ray with the trivial action. Our

quotient limits in this range are therefore

(s−1
j M, p)→ (C(S 2

s/Zk), p∞) , (37)

for all 0 ≤ s ≤ 1.
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4.2.10. The scales s j → r j+1. As the scale s j continues to increase to r j+1, we have that the half ray reopens
up so that we again have s−1

j M̃ ≈ R3. However, as it reopens the Γ j is now a trivial action. As we approach
scale r j+1 a new γ j+1 action appears and we repeat the above process.

In the case Γ = Q/Z we can choose k j so that every k ∈ N appears infinitely often. Consequently, all of
the cones

M∞ ≡ C(S 2
s/Zk) , (38)

appear as tangent cones at infinity for all s ∈ [0, 1] and k ∈ N.

The last point to remark on is that though every tangent cone at infinity is a metric cone, the pointed
limit does not always have the cone point as the base point, as it happens for the examples constructed in
[BNS]. This is in agreement with [So], where we understand that for a manifold with Ric ≥ 0 and infinitely
generated fundamental group some tangent cones at infinity need to not be polar with respect to the base
point.

5. PRELIMINARIES ON RIEMANNIAN SUBMERSIONS

In this Section we record some background material about Riemannian submersions that will turn out to
be important for the proof of Theorem 2.2.

5.1. Riemannian Submersions. Our setup is that we have Riemannian manifolds (Mn, g) and (B, gb) to-
gether with a Riemannian submersion

π : M
F
−→ B . (39)

Throughout we will let U,V, .. denote vertical vector fields on M, so U,V ∈ T F ≡ V ⊆ T M, and we will
let X,Y, .. denote horizontal vector fields on M, so X,Y ∈ T⊥F ≡ H ⊆ T M. The integrability tensor of the
Riemannian submersion is defined by

AE1 E2 := H∇HE1VE2 + V∇HE1HE2 , (40)

where our notation VE and HE denote the projections of E to the corresponding subspaces, see [Be, Defi-
nition 9.20]. Recall that if X,Y are horizontal vector fields then

AXY =
1
2
V[X,Y] . (41)

For the proposition below we refer the reader to O’ Neill [O] (see also [Be, Proposition 9.36]):

Proposition 5.1 (Ricci curvature for Riemannian submersions). Let π : (M, g) → (B, gB) be a Riemannian
submersion with totally geodesic fibers F. Then

RicM(U,V) =RicF(U,V) + (AU, AV) , (42)

RicM(U, X) = (divBA[X],U) , (43)

RicM(X,Y) =RicB(X,Y) − 2(AX , AY ) , (44)
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where RicF stands for the Ricci curvature of the fiber with the induced Riemannian metric and RicB is the
Ricci curvature of the base, understood as a horizontal tensor on M.

Remark 5.1. Note that in the above proposition we have the explicit expressions

(AU, AV) :=
∑

i

g(AXiU, AXiV) ,

(AX , AY ) :=
∑

i

g(AXXi, AY Xi) ,

divBA :=
∑

i

(
∇Xi A

)
(Xi, ·) , (45)

where {Xi} is an orthonormal basis of the horizontal space.

It is helpful to record how the Ricci curvature on the total space of the Riemannian submersion changes
when we perform the so called canonical variation of the metric, i.e. we define gt by leaving the horizontal
distribution unchanged, the metric on the base unchanged, and scaling the metric on the fibers by a factor t.
Below we shall assume again that the fibers are totally geodesic, see [Be, Proposition 9.70].

Corollary 5.2. Let π : (M, g)→ (B, gB) be a Riemannian submersion with totally geodesic fibers and let gt

the Riemannian metric on M obtained by scaling the fibers metrics with a factor t. Then

Rict(U,V) =RicF(U,U) + t2(AU, AV) , (46)

Rict(X,U) = t (divBA[X],U) , (47)

Rict(X,Y) =RicB(X,Y) − 2t (AX , AY ) . (48)

Above, A denotes the integrability tensor of the Riemannian submersion π : (M, g)→ (B, gB).

We are going to rely on the following technical lemma about Riemannian submersions with totally geo-
desic fibers over oriented surfaces.

Lemma 5.3. Let π : (N, gN) → (Σ2, gΣ) be a smooth Riemannian submersion with totally geodesic fibers,
where (Σ, gΣ) is a compact, oriented surface. Let ω := π∗VolΣ. Then, divNω vanishes along horizontal
directions and satisfies

divNω[V] = 2⟨A(X1, X2),V⟩ (49)

for every vertical direction V, where X1, X2 are horizontal vector fields corresponding to a local oriented
orthonormal frame of Σ.

Proof. For every Z, we compute

divNω[Z] =
2∑

i=1

∇Xiω[Xi,Z] +
∑

j

∇U jω[U j,Z] , (50)

where U j is an orthonormal frame of the vertical space.

Using that π∗[U j] = 0 and that the fibers are totally geodesic, we can deduce that
∑

j ∇U jω[U j,Z] = 0.
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When Z = Y is horizontal, we have

∇Xiω[Xi,Y] = Xi(π∗VolΣ[Xi,Y]) − π∗VolΣ(∇Xi Xi,Y) − π∗VolΣ(Xi,∇XiY)

= ∇π∗XiVolΣ[π∗Xi, π∗Y] . (51)

Therefore,
divNω[Y] = divΣVolΣ[π∗Y] = 0 . (52)

When Z = V is vertical, we get

∇Xiω[Xi,V] = −π∗VolΣ[Xi,∇XiV] = −π∗VolΣ[Xi, AXiV] . (53)

From the identity
⟨AXiV, X j⟩ = −⟨A[Xi, X j],V⟩ , (54)

see [Be, Equation (9.21c)], we deduce that

AX1V = −⟨A[X1, X2],V⟩X2 (55)

AX2V = ⟨A[X1, X2],V⟩X1 . (56)

Hence, from (50), (53) and (55) we conclude

divNω(V) =
2∑

i=1

∇Xiω[Xi,V]

= 2⟨A[X1, X2],V⟩VolΣ(π∗X1, π∗X2)

= 2⟨A[X1, X2],V⟩ . (57)

□

5.2. Riemannian Submersions and Circle Bundles. Let us now restrict ourselves to the case of a Rie-
mannian S 1-principal bundle, so that π : M → B is the total space of an S 1-principal bundle over B.
Note that if (B, gB) is a Riemannian manifold, then an S 1-invariant metric on M is well defined by the addi-
tional data of a principal connection η ∈ Ω1(M) and a smooth f : B → R+ which prescribes the length of
the S 1 fiber above a point. If ∂t is the invariant vertical vector field coming from the S 1 action, then we have
the expressions

H = ker η ,

η[∂t] = 1 ,

g(∂t, ∂t) = f 2 . (58)

In the case of an S 1 bundle we have that dη = π∗ω where ω ∈ Ω2(B) is the curvature 2-form, which relates
to the integrability tensor A on M by

A(X,Y) = −
1
2
ω[X,Y] ∂t . (59)

The following proposition is borrowed from [GPT, Lemma 1.3], where it was used to show that any
principal S 1 bundle π : M → B admits an S 1-invariant metric of positive Ricci curvature when the base
(B, gB) has positive Ricci curvature and the total space has finite fundamental group.
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Proposition 5.4. Let M
S 1

−→ B be a Riemannian S 1-principal bundle as above with X a unit horizontal
vector and U = f −1∂t a unit vertical vector. Then

Ric(U,U) = −
∆ f
f
+

f 2

2
|ω|2 , (60)

Ric(U, X) =
1
2

(− f (divBω) (X) + 3ω[X,∇ f ] ) (61)

Ric(X, X) =RicB(X, X) −
f 2

2
|ω[X] |2 −

∇2 f (X, X)
f

, (62)

where it is understood, when necessary, that we are identifying the horizontal vector field X with an element
of T B.

Below we record a well-known lemma about Gauge transformations for principal S 1-bundles that will be
useful later.

Recall that a Gauge transformation of an S 1-principal bundle π : M → B is a diffeomorphismΦ : M → M
such that π ◦ Φ(p) = π(p) for every p ∈ M and

Φ(θ · p) = θ · Φ(p) , p ∈ M , θ ∈ S 1 . (63)

Lemma 5.5. Any Gauge transformation Φ : M → M of a simply connected S 1-principal bundle π : M → B
is isotopic to the identity.

Proof. It is a classical property that there exists a smooth function θ : M → S 1 such that Φ(p) = θ(p) · p for
every p ∈ M.

Since M is simply connected, we can lift θ : M → S 1 to the universal cover ρ : R → S 1, obtaining
θ̂ : M → R. Set θt(p) := ρ(tθ̂(p)) for t ∈ [0, 1], p ∈ M. The map

Φt(p) := θt(p) · p , t ∈ [0, 1] , (64)

produces the sought isotopy between the Gauge transformation and the identity. □

6. EQUIVARIANT TWISTING

The goal of this section is to prove Theorem 2.2, which involves several new and subtle points in compari-
son to our previous work in [BNS] for the 7 dimensional example. We will restate the Theorem momentarily
for the ease of readability.

First recall the following. Let k ∈ Z, then we endow S 3 × S 2 with the (left) (1, k)-action

θ ·(1,k) (s1, s2) := (eiθ · s1, eikθ · s2) , θ ∈ S 1 , (65)

where eiθ · s1 indicates the left Hopf rotation in S 3, and eikθ · s2 := (eikθz, t) is rotation of S 2, where we
identify s2 = (z, t) ∈ S 2 ⊂ C ×R.

Our aim is to show that when k is even, there exists a smooth family of positively Ricci curved Riemannian
metrics (S 3 × S 2, gt), t ∈ [0, 1], constant in a neighbourhood of the endpoints, invariant with respect to the
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(1, k)-action, and such that g0 = gS 3×S 2 and g1 = ϕ
∗g0 where ϕ : S 3 × S 2 → S 3 × S 2 is a diffeomorphism

satisfying
ϕ(θ ·(1,k) (s1, s2)) = θ ·(1,0) ϕ(s1, s2) , θ ∈ S 1 , (s1, s2) ∈ S 3 × S 2 . (66)

Precisely:

Theorem 6.1. Let g0 = gS 3×S 2 be the standard product metric on S 3×S 2, and let k ∈ Z be even. Then there
exist a diffeomorphism ϕ : S 3 × S 2 → S 3 × S 2 and a family of metrics (S 3 × S 2, gt) such that

(1) Rict > 0 for all t ∈ [0, 1]
(2) The S 1-action ·(1,k) on S 3 × S 2 is an isometric action for all gt.
(3) g1 = ϕ

∗g0 with ϕ
(
θ ·(1,k) (s1, s2)

)
= θ ·(1,0) ϕ(s1, s2) .

For the rest of this section, we will be concerned with the proof of Theorem 6.1. We refer to subsection
6.2 below for an outline of the main steps of the proof.

As a preliminary step, in subsection 6.1 we are going to understand the geometry and the topology of the
quotient N := S 1\S 3 × S 2, with respect to the (1, k)-action.

It turns out that for k even the space N is a (topologically) trivial Riemannian S 2 bundle over a round S 2

with totally geodesic fibers. However, the induced metric on the fibers is not round.
Moreover, the projection to the quotient space π : S 3 × S 2 → N is associated with a Riemannian S 1-bundle
whose fibers have non-constant length and whose connection is not Yang-Mills. This has the effect of in-
troducing potentially negative terms in the formulas for the Ricci curvature of S 1-bundles from Proposition
5.4. In comparison to the construction of [BNS] this will be the main source of technical difficulty for the
proof of Theorem 6.1, and resolving this issue is a careful balancing act.

6.1. The geometry of N = S 1\S 3 × S 2. We endow S 3 × S 2 with the standard metric g0 := gS 3
1×S 2

1
. Let

Z1,Z2,Z3 an orthonormal base of right invariant vector fields on the S 3 factor. We assume that Z1 induces
the left-Hopf action. We will write Z∗1,Z

∗
2,Z

∗
3 to denote the dual frame.

On S 2, we introduce standard spherical coordinates
x = cos θ sinψ

y = sin θ sinψ

z = cosψ .

(67)

Let us now define (N, h) to be the isometric quotient of (S 3 × S 2, g0) by the (1, k) action. We have that
π(1,k) : S 3 × S 2 → N is a principal S 1 bundle with invariant vertical vector field

∂t = Z1 + k
∂

∂θ
, (68)

and connection form
η0 :=

1
1 + k2 sin2 ψ

(
Z∗1 + k sin2 ψdθ

)
. (69)

Notice that
g0(∂t, ∂t) = 1 + k2 sin2 ψ (70)
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is not constant, hence the fibers are not totally geodesic. Moreover, it is not hard to check that the curvature
form ω0 = dη0 is not harmonic. Equivalently, the connection η0 is not Yang-Mills.

It is easy to check that N is an S 2-bundle over S 2 with projection map π : N → S 2 induced by S 3 × S 2 ∋

(s1, s2)→ πHopf(s1) ∈ S 2.
The following statement about the structure of this S 2-bundle appears to be known, see for instance [BK,

Section 3.3]. However, we sketch its proof for the sake of completeness as we were not able to locate a
proof in the literature.

Lemma 6.2. The following hold:

(1) When k ∈ Z is even, π : N → S 2 is a trivial S 2-bundle and hence N is diffeomorphic to S 2 × S 2.
(2) When k ∈ Z is odd, π : N → S 2 is a non trivial S 2-bundle and hence N is diffeomorphic to CP2#CP2.

Proof. We decompose the S 1-bundle πHopf : S 3 → S 2 as

S 3 = D2 × S 1
⋃
ψ

D2 × S 1 , (71)

where the clutching map ψ : ∂D2 × S 1 → ∂D2 × S 1 is given by ψ(eiα, eiβ) = (eiα, ei(α+β)). The Hopf action
corresponds to the rotation of the S 1 factor in D2 × S 1.

The above induces a decomposition of S 3 × S 2 as

S 3 × S 2 = D2 × S 1 × S 2
⋃
ψ

D2 × S 1 × S 2 , (72)

where, with a slight abuse of notation, ψ denotes also the radial extension of the map ψ introduced above.

With respect to this decomposition, the (1, k)-action can be written as

θ ·(1,k) (a, eiβ, s) = (a, eiθ+β, eikθ · s) , θ ∈ S 1 , (73)

where (a, eiβ, s) ∈ D2 × S 1 × S 2, and we recall that eikθ · s = (eikθz, t) with the identification s = (z, t) ∈ S 2 ⊂

C ×R.

It is easy to check that

π(1,k) : D2 × S 1 × S 2 → D2 × S 2 , π(1,k)(a, eiβ, s) = (a, e−kβs) , (74)

is the quotient projection induced by the (1, k)-action. The gluing map ψ descends to the quotient inducing
a gluing map

ϕk : ∂D2 × S 2 → ∂D2 × S 2 , ϕk(eiα, s) = (eiα, e−kα · s) . (75)

Therefore, N is isomorphic to the S 2-bundle over S 2 obtained by gluing two copies of D2 × S 2 with the
clutching map ϕk.

It is classical, see for instance [S], that the isomorphism class of N as an S 2-bundle over S 2 depends only
on the homotopy class of the clutching map, viewed as a map from S 1 to Diff(S 2):

S 1 ∋ α 7→ e−ikα· ∈ SO(3) ⊂ Diff(S 2) . (76)
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Recall that SO(3) is diffeomorphic to RP3. In particular, π1(SO(3)) = Z2.

Claim: The map in (76) is homotopic to the constant map when k is even, and to α 7→ eiα·, which is
homotopically non-trivial, when k is odd.

In order to prove the claim, we identify every point p ∈ R3 with a purely imaginary quaternion in S 3.
For every g ∈ S 3, the map Ag defined via Ag(p) := g · p · g−1 belongs to SO(3). Moreover, the mapping
S 3 ∋ g 7→ Ag ∈ SO(3) is a covering of degree two.

Notice that Ag with g = eiθ/2 represents a rotation of angle θ. Hence, up to correctly identifying the axis
of rotation, eikα· ∈ SO(3) coincides with Aeikα/2 , α ∈ [0, 2π].

The curve [0, 2π] ∋ α 7→ eikα/2 ∈ S 3 is a closed loop when k is even, hence it projects to a homotopically
trivial loop in SO(3). On the other hand, when k is odd, the curve [0, 2π] ∋ α→ eikα/2 ∈ S 3 connects 1 ∈ S 3

to eiπ = −1 ∈ S 3, hence it projects to a homotopically non-trivial loop in SO(3). This completes the proof
of the claim.

It is easy to see that when (76) is homotopic to the constant map N is isomorphic to the trivial bundle
S 2 × S 2. In the other case, we write

D2 × S 2 = D2 × S 1 × [−1, 1]/ ∼ , (77)

where ∼ identifies D2 × S 1 × {−1} and D2 × S 1 × {1} with D2 × {−1} and D2 × {1}, respectively. After gluing
two copies of D2 × S 1 × [−1, 1]/ ∼ with the clutching map ϕk we obtain

S 3 × [−1, 1]/ ∼ , (78)

where ∼ collapses the Hopf fibers of S 3 × {−1} and S 3 × {−1} to S 2 × {−1} and S 2 × {1}, respectively. It is
well-known that the latter manifold is diffeomorphic to CP2#CP2.

□

6.2. Outline of the proof of Theorem 6.1. The argument will be divided into four main steps correspond-
ing to different subsections.

As noted in subsection 6.1, the fibers of the S 1 bundle π(1,k) : S 3 × S 2 → N are not totally geodesic,
and the connection form is not harmonic. These issues are the primary new sources of difficulty in our
construction with respect to the analogous one in [BNS]. The presence of a nontrivial warping function and
a nonzero Yang-Mills term make it challenging to control the Ricci curvature during the process of metric
deformation. In particular, for large k these negative Ricci contributions are very large.

The first trick to handle these issues is to shrink the size of the S 2 factor. This deformation maintains the
Ricci curvature positive, keeps the S 1 symmetry, and reduces the effect of the negative contributions to the
Ricci curvature coming from the non-constant size of the S 1 fiber and from the divergence of the curvature
form. In subsection 6.3, we will study the geometry of the total space S 3 × S 2, viewed as an S 1 bundle with
respect to the (1, k)-action, and of its quotient N, when we shrink the S 2 factor.
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Provided that the size of the S 2 factor is sufficiently small, in subsection 6.4 we will be able to modify
the fibers length of the S 1-bundle until it becomes constant and to move the connection 1-form to the Hopf
connection η1 := Z∗1, while keeping the Ricci curvature positive. This is the key step and most delicate
part of our proof. It is crucial to execute both modifications (adjusting the size of the fibers and altering the
connection form) simultaneously; otherwise, the positivity of the Ricci curvature will not be preserved.

The goal of the next two steps will be to deform the geometry of N until it becomes isometric to the
product of two round spheres.
In subsection 6.5 we will deform the induced metric of the S 2 fibers on N until it becomes round.
The last step will be to flatten the connection. Once this has been achieved while keeping the Ricci curvature
positive in subsection 6.6, it will be easy to verify that the induced geometry on S 3 × S 2 is isometric to the
standard one via a diffeomorphism conjugating the (1, k)-action to the (1, 0)-action and the proof will be
completed.

6.3. Squishing the S 2-factor. For every α ∈ (0, 1], we consider the metric gα := gS 3
1×S 2

α
on S 3 × S 2.

As in subsection 6.1 above, we define (N, hα) to be the isometric quotient of (S 3 × S 2, gα) by the (1, k)
action. We have that π(1,k) : S 3 × S 2 → N is a principal S 1 bundle with invariant vertical vector field

∂t = Z1 + k
∂

∂θ
, (79)

whose fibers have length

f α(k)2 := gα(∂t, ∂t) = 1 + α2k2 sin2 ψ . (80)

The induced connection form is given by

ηα0 :=
1

f α(k)2

(
Z∗1 + α

2k sin2 ψdθ
)
. (81)

In our coordinates, the horizontal space is spanned by the orthonormal frame

Z2 , Z3 , Fα
1 :=

1
α

∂

∂ψ
, Fα

2 :=
1

f α(k)

(
αk sinψZ1 −

1
α sinψ

∂

∂θ

)
. (82)

We notice that π : (N, hα) → (S 2, g1/2) is a Riemannian submersion for every α ∈ (0, 1]. Moreover, Fα
1 , F

α
2

are tangent to the fibers of the induced S 2-bundle, and Z2,Z3 span the horizontal distribution.

Lemma 6.3. The fibers of π : (N, hα)→ (S 2, g1/2) are totally geodesic.

Proof. It is sufficient to observe that

2⟨∇Fi F j,Zk⟩ = ⟨[Fi, F j],Zk⟩ + ⟨[Fi,Zk], F j⟩ + ⟨[F j,Zk], Fi⟩ = 0 , (83)

for every i, j = 1, 2, and k = 2, 3. □

Our next goal is to compute some of the relevant quantities in order to understand the Ricci curvature of
the quotient space (N, hα). The computations will be important in the subsequent subsections when we will
start deforming the geometry.
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6.3.1. The curvature form. For the curvature form induced by the Riemannian submersion π : (S 3 ×

S 2, gα)→ (N, hα) it can be easily checked that

ωα0 := dηα0 = −
2

f α(k)2 Z∗2 ∧ Z∗3 −
2k cosψ
f α(k)3 Fα,∗

1 ∧ Fα,∗
2 , (84)

where {Fα,∗
2 } is the dual basis of {Fα

2 }. A direct computation shows that ωα0 is not divergence-free. More
precisely

−
1
2

divNω
α
0 =

αk sinψ
f α(k)3

(
2 −

1
α2 −

3k2 cos2 ψ

f α(k)2

)
Fα,∗

2 . (85)

6.3.2. The length of the fibers. For the fibers length f α(k) (see (80)) a direct computation shows

∇ f α(k) =
αk2 sinψ cosψ

f α(k)
Fα

1 , (86)

−
∆ f α(k)
f α(k)

=
k2 sin2 ψ

f α(k)2 −
2k2 cos2 ψ

f α(k)4 , (87)

and

f α(k)−1Hess f α(k) =
(
k2 cos2 ψ

f α(k)4 −
k2 sin2 ψ

f α(k)2

)
Fα,∗

1 ⊗ Fα,∗
1 +

k2 cos2 ψ

f α(k)4 Fα,∗
2 ⊗ Fα,∗

2 . (88)

6.3.3. The Ricci tensor of (N, hα). Here we record the expression for the Ricci tensor of (N, hα).

Lemma 6.4. For any α > 0 the orthonormal basis {Z2,Z3, Fα
1 , F

α
2 } diagonalizes the Ricci tensor of Nα :=

(N, hα). Moreover

RicNα(Fα
1 , F

α
1 ) =

1
α2 +

3k2 cos2 ψ

f α(k)4 −
k2 sin2 ψ

f α(k)2 , (89)

RicNα(Fα
2 , F

α
2 ) =

1
f α(k)2

(
2α2k2 sin2 ψ +

1
α2

)
+

3k2 cos2 ψ

f α(k)4 , (90)

RicNα(Z2,Z2) = RicNα(Z3,Z3) = 2 +
2

f α(k)2 . (91)

Proof. By Proposition 5.4, with a slight abuse of notation and the obvious identifications, it holds

RicNα(X,Y) =RicS 3×S 2
α
(X,Y) +

f α(k)2

2
ωα0 (X) · ωα0 (Y) (92)

+ f α(k)−1Hess f α(k)(X,Y) . (93)

The statement then follows from (84) and (88). □

6.4. Changing the length of the fibers and the connection. The goal of this subsection is to modify the
geometry on S 3 × S 2 in order to make the fibers length of the S 1-bundle π : S 3 × S 2 → N constant and to
reduce the connection to a “standard” one. These changes will leave the geometry on the base space (N, hα)
unchanged.

Let us start by discussing this choice of preferred connection.
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Lemma 6.5. The 1-form
η1 := Z∗1 (94)

is a principal connection for the principal S 1-bundle π(1,k) : S 3 × S 2 → N with associated curvature form

ω1 := dη1 = −2Z∗2 ∧ Z∗3 . (95)

Proof. Notice that ωα0 −ω1 = d(−αk sinψ
f α(k) Fα,∗

2 ), and −αk sinψ
f α(k) Fα,∗

2 is the pull-back of a smooth differential form
in N.

Hence, ωα0 and ω1 represent the same cohomology class in N. Given that π : N → S 2 is induced by the
Hopf projection πHopf : S 3 → S 2, it turns out that

ω1 = 2 π∗VolS2
1/2
, (96)

where we denoted by Vol the volume form. □

Definition 6.6. We let gα1 be the unique Riemannian metric on S 3 × S 2 such that π(1,k) : (S 3 × S 2, gα1 ) →
(N, hα) is a Riemannian submersion with totally geodesic fibers, gα1 (∂t, ∂t) = 1, and connection form η1.

The aim of this section is to connect (S 3 × S 2, gα0 ) to (S 3 × S 2, gα1 ) with a smooth family of S 1-invariant
Riemannian metrics gαβ , β ∈ [0, 1], with uniformly positive Ricci curvature. We will be able to achieve this
provided that α < α(k) is sufficiently small.

Proposition 6.7. If 0 < α < α(k) then there exists a smooth family of Riemannian metrics (S 3 × S 2, gαβ ),
β ∈ [0, 1], such that the following hold:

i) gαβ is invariant with respect to the (1, k)-action for any β ∈ [0, 1];
ii) π(1,k) : (S 3 × S 2, gαβ )→ (N, hα) is a Riemannian submersion for any β ∈ [0, 1];

iii) Ricgαβ > 0 for any β ∈ [0, 1].

For every β ∈ [0, 1], we let gαβ the unique Riemannian metric on S 3 × S 2 such that π(1,k) : (S 3 × S 2, gαβ )→
(N, hα) is a Riemannian submersion with fibers’ length and connection respectively given by

f α((1 − β)k)2 = 1 + α2(1 − β)2k2 sin2 ψ , (97)

ηαβ := (1 − β)ηα0 + βη1 . (98)

We will denote Uβ := f α((1 − β)k)−1∂t the unitary vertical directions for these metrics.

Our next goal is to prove that Ricgβα
≥ 1/2 for any β ∈ [0, 1], provided that 0 < α ≤ α(k). This will prove

Proposition 6.7, as (i) and (ii) follow from the very construction.

6.4.1. Preliminary computations. To begin with, we can write down an orthonormal frame for the horizon-
tal space induced by the principal connection ηαβ :

Z2 , Z3 , Fα,β
1 := Fα

1 =
1
α

∂

∂ψ
, Fα,β

2 := Fα
2 − β

αk sinψ
f α(k)

∂t . (99)

An easy computation (cf. with (84) above) shows that the curvature form ωαβ satisfies

ωαβ = dηαβ = −2
(
β +

1 − β
f α(k)2

)
Z∗2 ∧ Z∗3 −

2(1 − β)k cosψ
f α(k)3 Fα,β,∗

1 ∧ Fα,β,∗
2 , (100)
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hence,

|ωαβ [Fα,β
1 ]|2 = |ωαβ [Fα,β

2 ]|2 = (1 − β)2 4k2 cos2 ψ

f α(k)6 , (101)

|ωαβ [Z2]|2 = |ωαβ [Z3]|2 = 4
(
β +

1 − β
f α(k)2

)2

, (102)

|ωαβ |
2 = 4

(
β +

1 − β
f α(k)2

)2

+ 4(1 − β)2 k2 cos2 ψ

f α(k)6 . (103)

Moreover (cf. with (85) above)

divNω
α
β = (1 − β)divNω

α
0 − β

4αk sinψ
f α(k)

Fα,β,∗
2 . (104)

Analogously, we can compute the gradient, Laplacian, and Hessian of the warping function introduced in
(97). From (86), (87) and (88), we obtain:

∇ f α((1 − β)k) =
α(1 − β)2k2 sinψ cosψ

f α((1 − β)k)
Fα,β

1 , (105)

−
∆ f α((1 − β)k)
f α((1 − β)k)

=
(1 − β)2k2 sin2 ψ

f α((1 − β)k)2 −
2(1 − β)2k2 cos2 ψ

f α((1 − β)k)4 , (106)

and

f α((1 − β)k)−1Hess f α((1 − β)k)

=

(
(1 − β)2k2 cos2 ψ

f α((1 − β)k)4 −
(1 − β)2k2 sin2 ψ

f α((1 − β)k)2

)
Fα,β,∗

1 ⊗ Fα,β,∗
1

+
(1 − β)2k2 cos2 ψ

f α((1 − β)k)4 Fα,β,∗
2 ⊗ Fα,β,∗

2 .

(107)

6.4.2. The Ricci curvature. In order to complete the proof of Proposition 6.7, we compute the Ricci tensor
of (S 3 × S 2, gαβ ) and show that its eigenvalues are bounded from below by 1/2 for any β ∈ [0, 1], provided
that α < α(k).

We will use the formulas for the Ricci curvature of circle bundles from Proposition 5.4 in combination
with the expression for the Ricci curvature of the base RicNα obtained in Lemma 6.4, the expression for the
curvature form ωαβ (see (100)), and the expressions of the gradient, the Hessian and the Laplacian of the
warping function f α((1 − β)k) (see (105), (107) and (106)).

The first observation is that the only nonvanishing off-diagonal values of the Ricci tensor Ricgαβ of

(S 3 × S 2, gαβ ) in the orthonormal frame {Uβ,Z2,Z3, F
α,β
1 , Fα,β

2 } are in the span of {Uβ, F
α,β
2 }.
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From (60), (89) and (101) (notice from (107) that the Hessian vanishes in the Zi directions), we can
compute

Ricgαβ (Z2,Z2) = RicNα(Z2,Z2) −
f α((1 − β)k)2

2
|ωαβ [Z2]|2 (108)

= 2 +
2

f α(k)2 − 2 f α((1 − β)k)2
(

1 − β
f α(k)2 + β

)2

. (109)

Moreover, Ricgαβ (Z3,Z3) = Ricgαβ (Z2,Z2).
It is straightforward to check then that

Ricgαβ (Z2,Z2) = Ricgαβ (Z3,Z3) ≥ 1/2 , (110)

for any β ∈ [0, 1], provided that α ≤ α(k).

Again from (60), (89), (101) and (107) we can compute

Ricgαβ (Fα,β
1 , Fα,β

1 ) = RicNα(Fα
1 , F

α
1 ) −

f α((1 − β)k)2

2
|ωαβ [Fα,β

1 ]|2 (111)

−
Hess f α((1 − β)k)

f α((1 − β)k)
(Fα,β

1 , Fα,β
1 ) . (112)

Then we notice from (101) and (107) that

sup
α,β∈[0,1]

{ f α((1 − β)k)2

2
|ωαβ [Fα,β

1 ]|2 +
∣∣∣∣Hess f α((1 − β)k)

f α((1 − β)k)
(Fα,β

1 , Fα,β
1 )

∣∣∣∣} < C1(k) < ∞ .

Hence from (111) and (89) we can estimate

Ricgαβ (Fα,β
1 , Fα,β

1 ) ≥
1
α2 − k2 sin2 ψ −C1(k) ≥ 1/2 , (113)

for any β ∈ [0, 1], provided that α < α(k).

We finally compute and estimate the Ricci tensor restricted to the span of {Uβ, F
α,β
2 }. By (60), (106) and

(101), for the S 1-fiber direction we have

Ricgαβ (Uβ,Uβ) = −
∆ f α((1 − β)k)
f α((1 − β)k)

+
f α((1 − β)k)2

2
|ωαβ |

2 (114)

=
(1 − β)2k2 sin2 ψ

f α((1 − β)k)2 −
2(1 − β)2k2 cos2 ψ

f α((1 − β)k)4 (115)

+ 2 f α((1 − β)k)2

(β + 1 − β
f α(k)2

)2

+ (1 − β)2 k2 cos2 ψ

f α(k)6

 . (116)

It is then elementary to estimate

Ricgαβ (Uβ,Uβ) ≥ 1 + (1 − β)2k2 sin2 ψ , (117)

provided that α ≤ α(k).

For the remaining on-diagonal term, again by (60), we compute
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Ricgαβ (Fα,β
2 , Fα,β

2 ) = RicNα(Fα
2 , F

α
2 ) −

f α((1 − β)k)2

2
|ωαβ [Fα,β

2 ]|2 (118)

−
Hess f α((1 − β)k)

f α((1 − β)k)
(Fα,β

2 , Fα,β
2 ) . (119)

By (89), (101) and (107) we can estimate

Ricgαβ (Fα,β
2 , Fα,β

2 ) ≥
1

α2 f α(k)2 − 10k2 , (120)

for any α, β ∈ [0, 1].

Finally, we compute and estimate the off-diagonal term with the help of Proposition 5.4, (100), (104) and
(105):

Ricgαβ (Uβ, F
α,β
2 ) = −

f α((1 − β)k)
2

divNαωαβ [Fα,β
2 ] +

3
2
ωαβ [Fα

2 ,∇ f α((1 − β)k)] (121)

= −
(1 − β)
α2

f α((1 − β)k)αk sinψ
fα(k)3 +C2(k) , (122)

where |C2(k)| ≤ 10k3.

It is then elementary to check that the determinant and the trace of the tensor α2Ricgαβ restricted to the

span of {Uβ, F
α,β
2 } are both bigger than 1/2 for any β ∈ [0, 1], provided that α ≤ α(k). In particular, the

eigenvalues of Ricgαβ are bigger than 1 provided that α ≤ α(k) ≪ 1.

This completes the proof of Proposition 6.7. □

6.5. Rounding the fibers of π : N → S 2. At this stage, we have a Riemannian submersion π(1,k) :
(S 3 × S 2, gα1 ) → (N, hα) induced by a principal S 1-bundle metric with totally geodesic fibers of length
one and connection form η1.

An orthonormal basis with respect to the metric gα1 on S 3 × S 2 is given by:

U := Z1 + k
∂

∂θ
, Z2 , Z3 , Fα

1 :=
1
α

∂

∂ψ
, Fα

2 := −
1

f α(k)α sinψ
∂

∂θ
. (123)

We understand from (123) that (N, hα) has the structure of a Riemannian S 2-bundle over a round S 2 with
totally geodesic fibers. However, the induced metric on the fibers is not round (see Lemma 6.9 below for the
expression of the Gaussian curvature for the induced metric on the fibers).

Our goal in this subsection is to change the geometry (N, hα) in order to make the fibers of the Riemann-
ian submersion π : N → S 2 isometric to round spheres. Meanwhile, we will maintain the connection and
the fibers’ length for the principal S 1-bundle π(1,k) : S 3 × S 2 → N fixed.

With this aim we introduce the family of metrics gαβ , with β ∈ [1, 2], defined by the orthonormal frame

U = Z1 + k
∂

∂θ
, Z2 , Z3 , Fα,β

1 :=
1
α

∂

∂ψ
, Fα,β

2 := −
f α((β − 1)k)

f α(k)
1

α sinψ
∂

∂θ
. (124)
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Moreover, we denote by hαβ , β ∈ [1, 2], the unique Riemannian metric on N such that π(1,k) : (S 3 ×S 2, gαβ )→
(N, hαβ ) is a Riemannian submersion.

Proposition 6.8. With the notation introduced above, the following properties hold provided that α < α(k):

i) Ricgαβ ,Richαβ > 0 for any β ∈ [1, 2];
ii) π : (N, hαβ )→ (S 2, gS 2

1/2
) is a Riemannian submersion with totally geodesic fibers for every β ∈ [1, 2].

For β = 2 the induced Riemannian metric on the S 2 fibers is round;
iii) π(1,k) : (S 3×S 2, gαβ )→ (N, hαβ ) is a Riemannian principal S 1-bundle with totally geodesic fibers and

principal connection η1, for any β ∈ [1, 2].

The remainder of this section is aimed at proving Proposition 6.8.
Items (ii) and (iii) will follow from the very construction and we will focus on proving (i). In order to control
the Ricci curvature of the base (N, hαβ ) and of the total space (S 3 ×S 2, gαβ ) we will rely again on the formulas
for the Ricci curvature of Riemannian submersions from Proposition 5.1 (see also Proposition 5.4).

6.5.1. The geometry of (N, hαβ ). The base space (N, hαβ ) has the structure of an S 2-bundle over S 2, and the
projection π : (N, hαβ )→ S 2

1/2 is a Riemannian submersion.

In (S 3 × S 2, gαβ ), {Z2,Z3, F
α,β
1 , Fα,β

2 } span the horizontal distribution. Moreover, Z2 and Z3 represent the

(orthonormal) horizontal directions associated with the base S 2. On the other hand Fα,β
1 and Fα,β

2 induce a
vertical orthonormal frame on (N, hαβ ) with respect to the Riemannian submersion π : (N, hαβ )→ S 2

1/2.

With the Koszul formula it is easy to check that the fibers of the Riemannian submersion π : (N, hαβ ) →
S 2

1/2 are totally geodesic for every α and β, see (83) above for an analogous computation.

For the induced Riemannian metrics on the S 2 fibers we have the following:

Lemma 6.9. The Ricci curvature of the S 2-fibers of the Riemannian submersion π : (N, hαβ )→ S 2
1/2 is given

by

Ricfib = −
1
α2

(
f α(k) sinψ

f α((β − 1)k)

)′′
·

f α((β − 1)k)
f α(k) sinψ

gfib . (125)

In particular, the induced metric is round if β = 2 and it satisfies Ricfib ≥ 1/(2α2) for any β ∈ [1, 2] provided
that α ≤ α(k).

In order to compute and estimate the Ricci curvature of (N, hαβ ) with the formulas for Riemannian sub-
mersions from Proposition 5.1, we compute the curvature of the induced connection:

A(Z2,Z3) =
1
2
V[Z2,Z3] =

f α(k)
f α((β − 1)k)

αk sinψ Fα,β
2 . (126)
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Hence,

(AZ2 , AZ2) = (AZ3 , AZ3) =
f α(k)2

f α((1 − β)k)2α
2k2 sin2 ψ , (127)

(AZ2 , AZ3) = 0 , (128)

(AF2, AF2) = 2
f α(k)2

f α((β − 1)k)2α
2k2 sin2 ψ , (129)

(AF1, AF1) = (AF1, AF2) = 0 . (130)

Moreover, an easy application of the Koszul formula shows that H∇ZiZ j = ∇Zi F
α,β
2 = 0 for i, j = 2, 3.

Hence

divS 2
1/2

A[Zi] = ∇Z2 A[Z2,Zi] + ∇Z3 A[Z3,Zi] (131)

= ∇Z2(A[Z2,Zi]) + ∇Z3(A[Z3,Zi])

− A[∇Z2Z2,Zi] − A[∇Z3Z3,Zi] − A[Z2,∇Z2Zi] − A[Z3,∇Z3Zi]

= 0 . (132)

Therefore, by Proposition 5.1, the Ricci tensor Richαβ is diagonal in any orthonormal frame of (N, hαβ ) induced

by {Z2,Z3, F
α,β
1 , Fα,β

2 }, with

Richαβ (Fα,β
1 , Fα,β

1 ) = Ricfib(Fα,β
1 , Fα,β

1 ) , (133)

Richαβ (Fα,β
2 , Fα,β

2 ) = Ricfib(Fα,β
2 , Fα,β

2 ) +
f α(k)2

f α((1 − β)k)2α
2k2 sin2 ψ , (134)

Richαβ (Zi,Zi) = 4 −
f α(k)2

f α((1 − β)k)2α
2k2 sin2 ψ . (135)

Taking into account Lemma 6.9, it is elementary to check that Richαβ ≥ 3 provided that α ≤ α(k). This
completes the proof of Proposition 6.8. □

6.5.2. The Ricci curvature of (S 3 × S 2, gαβ ). In order to complete the proof of Proposition 6.8 it remains to
compute and estimate the Ricci curvature of (S 3 × S 2, gαβ ).

We consider the Riemannian submersion π(1,k) : (S 3 × S 2, gαβ ) → (N, hαβ ). Its fibers are totally geodesic
and the induced curvature 2-form is ω1 = −2Z∗2 ∧ Z∗3.

Since Richαβ ≥ 3, as we established above, from (60) we deduce that

Ricgαβ (U,U) =
1
2
|ω1|

2 = 2 (136)

for the vertical direction and

Ricgαβ (X, X) ≥ 3 −
1
2
|ω1|

2 ≥ 1 , (137)
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for every horizontal direction X.

Moreover, by Lemma 5.3 and (126), the divergence of ω1 with respect to the metric hαβ is given by

divNω1 = −4k
f α(k)

f α((β − 1)k)
α sinψ Fα,β,∗

2 . (138)

Hence, the only off-diagonal component of the Ricci tensor, Ricgαβ (U, Fα,β
2 ), can be made as small as we

wish provided α is small enough.
This completes the proof of Proposition 6.8. □

6.6. Trivializing the connection of π : N → S 2 for k even. After the application of Proposition 6.8,
π(1,k) : (S 3 × S 2, gα2 ) → (N, hα2 ) has the structure of a Riemannian principal S 1-bundle with totally geodesic
fibers of length one, and connection form η1.
Its base space (N, hα2 ) has the structure of a Riemannian S 2-bundle π : (N, hα2 ) → (S 2, gS 2

1/2
) with totally

geodesic S 2-fibers with round metric gS 2
α
.

An orthonormal frame for (S 3 × S 2, gα2 ) is given by

U := Z1 + k
∂

∂θ
, Z2 , Z3 , Fα

1 :=
1
α

∂

∂ψ
, Fα

2 := −
1

α sinψ
∂

∂θ
. (139)

Above, U is the vertical unit direction for the S 1-bundle π(1,k) : (S 3 × S 2) → N. Moreover, Fα
1 , Fα

2 are
tangent to the fibers of π : N → S 2, and Z2,Z3 are horizontal.
We shall denote by gαfib the induced round metric on the S 2-fibers of the Riemannian submersion π :
(N, hα2 )→ S 2

1/2.

For the remainder of this section we are going to assume that k ∈ Z is even. Under this assumption
we understand from Lemma 6.2 that π : N → S 2 is isomorphic (as an S 2-bundle) to the trivial S 2-bundle
π′ : S 2 × S 2 → S 2.

Our next goal is to modify the connection of the base space π : N → S 2 until it becomes flat. Once the
connection of the Riemannian submersion π : N → S 2 has become flat, N will be isometric to the product of
two round spheres. If we maintain the connection and fibers’ length for the S 1-bundle π(1,k) : S 3 × S 2 → N
fixed, it will follow that the end metric is equivariantly isometric to π(1,0) : (S 3 × S 2, gS 3

1×S 2
1/2

) → (S 2 ×

S 2, gS 2
1/2×S 2

1/2
), as we claimed.

Proposition 6.10. Let us assume that k ∈ Z is even. Provided that α < α(k), there exist smooth families of
Riemannian metrics (S 3 × S 2, gαβ ) and (N, hαβ ) for β ∈ [2, 3] such that the following hold:

i) Ricgαβ ,Richαβ > 0 for any β ∈ [2, 3];
ii) π : (N, hαβ ) → (S 2, gS 2

1/2
) is a Riemannian submersion with totally geodesic and round S 2-fibers

for every β ∈ [2, 3]. For β = 3, the induced connection is flat and (N, hα3 ) is isomorphic (as a
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Riemannian S 2-bundle) to

π1 : (S 2 × S 2, gS 2
1/2×S 2

1/2
)→ (S 2, gS 2

1/2
) , π1(x, y) := x ; (140)

iii) π(1,k) : (S 3 × S 2, gαβ ) → (N, hαβ ) is a Riemannian principal S 1-bundle with totally geodesic fibers
and principal connection η1, for any β ∈ [2, 3]. For β = 3, π(1,k) : (S 3 × S 2, gα3 ) → (N, hα3 ) is
equivariantly isometric to π(1,0) : (S 3 × S 2, gS 3

1×S 2
1/2

)→ (S 2 × S 2, gS 2
1/2×S 2

1/2
).

For the remainder of the section, we will be concerned with the proof of Proposition 6.10. We will assume
throughout that α < α(k) so that all the previous steps of our construction apply.

Let us define the family of Riemannian metrics hαβ and gαβ so that conditions (ii) and (iii) are satisfied. In
the next two subsections we will prove that also condition (i) above is met, i.e. the Ricci curvatures of these
Riemannian metrics are positive, after a suitable choice of some parameters.

By Lemma 6.2, π : N → S 2 admits a flat Ehresmann connection, that we shall denote by Φ3. We denote
by Φ2 the Ehresmann connection on π : N → S 2 induced by the Riemannian submersion π : (Nα

2 , h
α
2 ) →

(S 2, gS 2
1/2

).

We denote by Φβ, β ∈ [2, 3] the affine combination of Φ2 and Φ3. Notice that Φβ is an Ehresmann con-
nection for any β ∈ [2, 3], as the fiber of the bundle is compact.
We introduce a smooth and positive function δ : [2, 3] → (0,∞), which we shall specify later in the con-
struction in order to obtain positively Ricci curved metrics. We assume that δ(2) = 1 and δ(3) = 1/(2α).

For any β ∈ [2, 3] we let hαβ be the unique Riemannian metric on N such that π : (N, hαβ ) → (S 2, gS 2
1/2

) is
a Riemannian submersion with:

a) totally geodesic fibers with induced metric δ(β)2gS 2
α
;

b) induced connection Φβ.

Moreover, we let gαβ be the unique Riemannian metric on (S 3 × S 2) such that π(1,k) : (S 3 × S 2, gαβ )→ (N, hαβ )
is a Riemannian submersion with totally geodesic fibers of length 2π and principal connection η1.

By the very construction, π : (N, hα3 ) → (S 2, gS 2
1/2

) is isomorphic as a Riemannian fiber bundle to π1 :

(S 2×S 2, gS 2
1/2×S 2

1/2
)→ (S 2, gS 2

1/2
). This means that there exists an isometryΨ : (N, hα3 )→ (S 2×S 2, gS 2

1/2×S 2
1/2

)
such that π1 ◦ Ψ = π.

Then the S 1-bundles π(1,k) : S 3 × S 2 → N and Ψ∗π(1,0) : S 3 × S 2 → N are isomorphic as they arise from
the same cohomology class. In particular, there exists an S 1-equivariant diffeomorphism Ψ̂ : S 3 × S 2 →

S 3 × S 2 with Ψ̂(θ ·(1,k) (s1, s2)) = θ ·(1,0) (Ψ̂(s1, s2)) whose induced mapping on the quotient is given by
Ψ : N → S 2 × S 2.
We claim that, up to composition with a Gauge transformation, Ψ̂ is an isometry. It is enough to check that
Ψ̂ pulls back ηc to η1, where ηc is the Hopf connection on the first factor in S 3 × S 2.

As the connection induced by π is flat by the very construction, the principal S 1 connection η1 is a Yang-
Mills connection for π(1,k) : (S 3 × S 2, gα3 ) → (N, hα3 ), by Lemma 5.3. Hence dΨ̂∗ηc = dη1, since both forms
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are Hodge harmonic and Ψ is an isometry. In particular, Ψ̂∗ηc and η1 differ by the differential of a smooth
function h : N → R.
We can assume h = 0 by composing Ψ̂ with a suitable Gauge transformation. It is then clear that (iii) holds.
Hence our only remaining goal is to establish positivity of the Ricci curvatures.

6.6.1. The Ricci curvature of (N, hαβ ). We prove that, up to choosing the S 2-fibers’ size δ(β) small enough
in the interior of the interval [2, 3], it holds Richαβ ≥ 3 for every β ∈ [2, 3].

From Corollary 5.2, we can estimate

Richβα
(V,V) ≥

1
α2δ(β2)

, (141)

Rict(X,V) = δ(β)gS 2
α

(
divS 2

α
Aβ[X],V

)
, (142)

Richβα
(X, X) = 4 − 2δ(β)gS 2

α

(
(Aβ)X , (Aβ)X

)
, (143)

for unit horizontal directions X, and vertical directions V .
As α is fixed, it is clear that gS 2

α

(
divS 2 Aβ[X],V

)
, gS 2

α

(
(Aβ)X , (Aβ)X

)
are uniformly bounded on unitary

vectors. Hence, we can choose δ(β) small enough in the interior of the interval [2, 3] (depending on α) to
obtain the sought conclusion.

6.6.2. The Ricci curvature of (S 3 × S 2, gαβ ). Let us check that Richαβ ≥ 2 for every β ∈ [2, 3], which will
complete the proof of Proposition 6.10.

By (60) and the estimates of the previous subsection, we can write

Ricgβα
(U,U) = 2 , (144)

Ricgβα
(U, X) = −

1
2

divNω1[X] , (145)

Ricgβα
(X, X) ≥ 3 −

1
2
|ω1[X]|2 , (146)

for every unitary horizontal vector field X. The delicate point that we need to address in order to establish
the claimed positivity is that divNω1 and |ω1[X]|2 depend on the geometry of (N, hαβ ), which is no longer
completely explicit.

Let us begin with |ω1[X]|2. As observed in (96), we have

ω1 = 2π∗VolS2
1/2
. (147)

Since the metric on the base space S 2 has not been changed, it holds

|ω1|
2 = 4|VolS2

1/2
|2 = 4 , (148)

independently of β ∈ [2, 3].

In order to understand divNω1 = div(N,hαβ )ω1, we apply Lemma 5.3 to deduce that

divNω1[X] = 2δ(β)gαfib(A(Xβ
1 , X

β
2), X) , (149)
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when X is tangent to the fibers of π : N → S 2, and divNω1[V] = 0 otherwise.
In particular, the cross term in (144) can be made as small as we wish by choosing δ(β) small enough in the
interior of [2, 3]. This shows that the Ricci curvature of (S 3 × S 2, gαβ ) is indeed positive for any β ∈ [2, 3]
provided that δ(β) is small enough in the interior of the interval [2, 3], as we claimed. □

6.7. A more explicit family of diffeomorphisms. We explain how to modify the construction in the pre-
vious subsections in order to obtain a diffeomorphism ϕ2k : S 3 × S 2 → S 3 × S 2 isotopic equivalent to
ψ : S 3 × S 2 → S 3 × S 2 satisfying

(s1, s2)→ (s1, ψs1(s2)) , ψs1 ∈ O(3) , ∀ s1 ∈ S 3 . (150)

This further property was helpful in order to understand the diffeomorphism type of the universal cover for
our counterexamples in Section 3.

We start from the explicit action twisting diffeomorphisms that we built in [BNS]. Let u, z ∈ S 3. We
write u = (u1, u2), z = (z1, z2), where u1, u2, z1, z2 ∈ C. Set

Φk
(
u1, u2, z1, z2

)
:=

(
u1, u2,

1√
|u1|2k + |u2|2k

(ūk
1,−uk

2) · (z1, z2)
)

=
(
u1, u2,

1√
|u1|2k + |u2|2k

(ūk
1z1 + uk

2z̄2,−uk
2z̄1 + ūk

1z2)
)
, (151)

where · denotes the product of S 3 as Lie-group. With this choice, we have the equivariance property

Φk
(
θ ·(1,k) (u1, u2, z1, z2)

)
= θ ·(1,0) Φk(u1, u2, z1, z2) . (152)

Moreover, Φk is equivariant with respect to the natural right S 3-action on the second S 3-factor, i.e.

Φk(u, z · g) = ϕk(u, z) · g , for every g ∈ S 3 . (153)

So, we can quotient by the right Hopf-action in the second S 3 factor obtaining a diffeomorphism satisfying
the equivariance

Ψ̂(θ ·(1,2k) (s1, s2)) = θ ·(1,0) Ψ̂(s1, s2) , s1 ∈ S 3 , s2 ∈ S 2 (154)

In particular, the quotient map

Ψ : N → S 2 × S 2 , (155)

is an isomorphism of S 2-bundles over S 2.
Let Φ3 = Ψ

∗Φflat, where Φflat is the flat Ehresmann connection in S 2 × S 2. With this choice of Φ3 in
subsection 6.6, we conclude that Ψ : (N, hα3 ) → (S 2, gS 2

1/2
) is an isometry. So, following the argument in

the last part of subsection 6.6, we conclude that the twisting diffeomorphism ϕ2k : S 3 × S 2 → S 3 × S 2 is
obtained by lifting Ψ.

In particular, ϕ2k ◦ Ψ̂
−1 : S 3 × S 2 → S 3 × S 2 is a Gauge transformation of S 3 × S 2 thought of as an

S 1-bundle with respect to the left Hopf-action in the S 3-factor. Lemma 5.5 ensures that ϕ2k ◦ Ψ̂
−1 is isotopic

to the identity. So, ϕ2k is isotopic to Ψ. It is easy to check that Ψ has the sought structure (150).
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