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#### Abstract

We establish a partial regularity result for solutions of parabolic systems with general $\varphi$-growth, where $\varphi$ is an Orlicz function. In this setting we can develop a unified approach that is independent of the degeneracy of system and relies on two caloric approximation results: the $\varphi$-caloric approximation, which was introduced in [19], and an improved version of the $\mathcal{A}$-caloric approximation, which we prove without using the classical compactness method.


## 1. Introduction

The aim of this paper is to prove partial regularity for solutions of the following autonomous parabolic system:

$$
\begin{equation*}
\partial_{t} \mathbf{u}-\operatorname{div} \mathbf{A}(D \mathbf{u})=\mathbf{0} \quad \text { in } \Omega \times(0, T], \tag{1.1}
\end{equation*}
$$

where $\mathbf{A} \in C\left(\mathbb{R}^{N n}, \mathbb{R}^{N n}\right) \cap C^{1}\left(\mathbb{R}^{N n} \backslash\{\mathbf{0}\}, \mathbb{R}^{N n}\right)$ is modeled as the $\varphi$-Laplacian, see Assumption (A). We would like to point out that, already in the stationary case, the best result we can expect for non-radial systems is the $C^{1, \alpha}$-regularity outside a set of Lebesgue measure zero, see the survey [39] and references therein.

In this direction, a powerful tool is the comparison and closeness with suitable smooth maps, for which excess decay estimates are available. The first use of a compactness argument for approximately harmonic maps goes back to De Giorgi, in the context of regularity of minimal surfaces in geometric measure theory, see [22, 44]. De Giorgi's Lemma states that there is a rigidity behaviour of approximately harmonic maps, in the sense that they are close to harmonic ones. This Lemma has been generalized to strongly elliptic bilinear forms, the so-called $\mathcal{A}$-harmonic approximation, in [28] for applications to the boundary regularity of minimizing elliptic currents. For elliptic systems and related quasiconvex functionals of $p$-growth, we refer to for instance $[28,23,24,1,30,2,7]$. Here partial regularity results are proved, using a two-scale approach. As long as the excess functional is small compared to the gradient average in a ball, one can linearize the system via the $\mathcal{A}$-harmonic approximation Lemma. When, instead, the system is degenerate, one compares with the $p$-Laplacian via the $p$-harmonic approximation, see [25] and also [3]. The final partial regularity result is then achieved with an exit time argument. In a more general setting, the $\mathcal{A}$-harmonic approximation in Orlicz spaces and the $\varphi$-harmonic approximation were proven in [15] and [21], respectively, by utilizing a refined Lipschitz truncation argument. Using these approximation results, in recent years, partial regularity for elliptic systems or quasiconvex functionals with general growth has been studied in [10, 43, 35, 31, 40].

Regularity results for the evolutive $p$-Laplacian system

$$
\partial_{t} \mathbf{u}-\operatorname{div}\left(|D \mathbf{u}|^{p-2} D \mathbf{u}\right)=\mathbf{0} \quad \text { in } \Omega_{T}
$$

[^0]were established by DiBenedetto and Friedman in [11, 12]. Their key idea was to look at the system in a new geometry, that, in a sense, reduces the system to the classical heat system. Roughly speaking, if the average of the gradient of a solution is locally comparable with $\lambda$, the system looks like
$$
\partial_{t} \mathbf{u}=\operatorname{div}\left(\lambda^{p-2} D \mathbf{u}\right) .
$$

This suggests to consider a "new metric" in which the scaling is homogeneous and to consider "balls" centered at the point $z_{0}=\left(x_{0}, t_{0}\right)$ with respect to this metric; i.e., the cylinders:

$$
Q_{r}^{\lambda}\left(z_{0}\right):=B_{\rho}\left(x_{0}\right) \times\left(t_{0}-\lambda^{2-p} r^{2}, t_{0}+\lambda^{2-p} r^{2}\right) .
$$

This method is known as the intrinsic scaling method. As for the evolutive Uhlenbeck system with general $\varphi$-growth

$$
\begin{equation*}
\partial_{t} \mathbf{u}-\operatorname{div}\left(\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}\right)=\mathbf{0} \quad \text { in } \quad \Omega_{T} \tag{1.2}
\end{equation*}
$$

everywhere $C^{1, \alpha}$-regularity is finally established in our recent paper [41] using cylinders that are intrinsic with respect to the function $\varphi$, namely,

$$
Q_{r}^{\lambda}\left(z_{0}\right):=B_{r}\left(x_{0}\right) \times\left(t_{0}-\frac{\lambda^{2}}{\varphi(\lambda)} r^{2}, t_{0}+\frac{\lambda^{2}}{\varphi(\lambda)} r^{2}\right) .
$$

We also refer to $[37,18]$ for related regularity results for the system (1.2).
Partial regularity for parabolic systems using caloric approximations has been studied in $[26,4,5,27,6,42]$. In particular, in [6] Bögelein, Duzaar and Mingione obtained the $\mathcal{A}$-caloric and $p$-caloric approximations, and using these proved partial Hölder continuity of the gradient of weak solutions to the degenerate parabolic system (1.1) with standard $p$-growth. Let us review the proof of partial regularity in [6]. By assuming a smallness condition on the relevant excess at some scale, it is possible to linearize the system at the gradient average in the nondegenerate case, and compare the solution of the original system with one of the linearized system. The comparison argument ensures the decay estimate for the excess at smaller scales. In the degenerate regime, one compares with a suitable $p$-Laplace evolutive system via the $p$-caloric approximation. At this stage, one can proceed using the intrinsic cylinders á la Di Benedetto. Finally, the degenerate and nondegenerate regimes are matching together keeping track of the so called "switching radius".

In this paper we consider degenerate parabolic systems with general $\varphi$-growth and obtain partial Hölder continuity of the gradient of weak solutions. Our result covers a large class of systems whose degeneracy need not to be determined. In particular, we extend the results of the subquadratic and superquadratic systems obtained in [6].

We emphasize that our method, inspired by [6], deals with systems in a unified way, without any distinction between the superquadratic and subquadratic cases. The main tools are some caloric approximations in the Orlicz setting. In the nondegenerate regime, we prove a new version of the $\mathcal{A}$-caloric approximation which is more suitable to our setting. We would like to mention a recent related result in [29], where the authors obtained an $\mathcal{A}$-caloric approximation using the classical compactness method, and, applying this, they proved partial Hölder regularity for nondegenerate parabolic systems with general growth. The proof of our version, stated in Theorem 3.8, relies on a parabolic duality argument and an improved parabolic Lipschitz truncation, along the lines of [15] for the elliptic case. Consequently, we can obtain closeness with comparing mappings in terms of gradients directly, which is sharper than the one considered in [29]. Moreover, we underline explicitly how the constant $\delta$ in Theorem 3.8 depends only on $p$ and $q$ instead
of $\varphi$. As for the degenerate regime, we use the $\varphi$-caloric approximation lemma proven in [19]. Now, we state the main theorem of our paper.
Theorem 1.1. Let $\mathbf{u}$ be a weak solution to (1.1) where A satisfies Assumption (A). There exist $U \subset \Omega_{T}$ with $\left|\Omega_{T} \backslash U\right|=0$ and $\alpha \in(0,1)$ such that $D \mathbf{u} \in C_{\mathrm{loc}}^{\alpha, \frac{\alpha}{2}}(U)$. Moreover, we have $\left(\Omega_{T} \backslash U\right) \subset\left(\Sigma_{1} \cup \Sigma_{2}\right)$, where

$$
\begin{equation*}
\Sigma_{1}:=\left\{z_{0} \in \Omega_{T}: \liminf _{r \rightarrow 0^{+}} f_{Q_{r}\left(z_{0}\right)}\left|\mathbf{V}(D \mathbf{u})-(\mathbf{V}(D \mathbf{u}))_{Q_{r}\left(z_{0}\right)}\right|^{2} \mathrm{~d} z>0\right\} \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma_{2}:=\left\{z_{0} \in \Omega_{T}: \limsup _{r \rightarrow 0^{+}}\left|(D \mathbf{u})_{Q_{r}\left(z_{0}\right)}\right|=\infty\right\} \tag{1.4}
\end{equation*}
$$

Overview of the paper. In Section 2, we fix the basic notation and collect some definitions and results on Orlicz functions. In Section 3, we prove the $\mathcal{A}$-caloric approximation and recall the $\varphi$-caloric one. In Section 4, we obtain the Caccioppoli inequality and the higher integrability. In Sections 5 and 6, we consider the nondegenerate and degenerate regimes, respectively. In Section 7, we perform the iteration procedure and then prove the main theorem, Theorem 1.1.

## 2. Preliminaries

2.1. Notation. For $z_{0}=\left(x_{0}, t_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}$ and $r, \tau>0$, we define

$$
Q_{r, \tau}\left(z_{0}\right):=B_{r}\left(x_{0}\right) \times\left(t_{0}-\tau, t_{0}+\tau\right),
$$

where $B_{r}\left(x_{0}\right)$ is the open ball in $\mathbb{R}^{n}$ centered at $x_{0}$ with radius $r$. In particular, we write $Q_{r}\left(z_{0}\right):=Q_{r, r^{2}}(z)$ which is the usual parabolic cylinder. Moreover, for a given function $\varphi:(0, \infty) \rightarrow(0, \infty)$ and $\lambda>0$, we write $Q_{r}^{\lambda}\left(z_{0}\right):=Q_{r, \tau}\left(z_{0}\right)$ with $\tau=\frac{\lambda^{2}}{\varphi(\lambda)} r^{2}$. If the center $z_{0}$ is the origin or is not important, we omit writing the center of the cylinders. The notation $f \lesssim g$ or $f \sim g$ means that there exists constant $c \geqslant 1$ such that $f \leqslant c g$ or $\frac{1}{c} f \leqslant g \leqslant c f$. We write the average of a function $f$ on $Q_{r}\left(z_{0}\right)$ and on $Q_{r}^{\lambda}\left(z_{0}\right)$ as

$$
(f)_{r}=(f)_{Q_{r}\left(z_{0}\right)}:=f_{Q_{r}\left(z_{0}\right)} f \mathrm{~d} z \quad \text { and } \quad(f)_{r}^{\lambda}=(f)_{Q_{r}^{\lambda}\left(z_{0}\right)}:=f_{Q_{r}^{\lambda}\left(z_{0}\right)} f \mathrm{~d} z
$$

respectively.
2.2. Orlicz functions and related operators. In this paper, $\varphi:[0, \infty) \rightarrow[0, \infty)$ is always an $N$-function, that is, $\varphi(0)=0$, there exists a right continuous derivative $\varphi^{\prime}$ of $\varphi, \varphi^{\prime}$ is increasing with $\varphi^{\prime}(0)=0$ and $\varphi^{\prime}(t)>0$ when $t>0$. For simplicity, we shall assume that

$$
\varphi(1)=1 .
$$

Note that if we do not assume this condition, constants $c$ in this paper may depend on $\varphi(1)$. We say that $\varphi$ satisfies the $\Delta_{2}$ condition denoted by $\Delta(\varphi)<\infty$ if there exists a positive constant $K=: \Delta(\varphi)$ such that $\varphi(2 t) \leqslant K \varphi(t)$ for all $t>0$. The conjugate function of $\varphi$ is defined as

$$
\begin{equation*}
\varphi^{*}(t):=\sup _{s \geqslant 0}(s t-\varphi(s)) . \tag{2.1}
\end{equation*}
$$

From the definition, the following Young's inequality

$$
\begin{equation*}
s t \leqslant \varphi(t)+\varphi_{3}^{*}(s), \quad s, t \geqslant 0 \tag{2.2}
\end{equation*}
$$

holds true. From now on we always assume that $\varphi$ and $\varphi^{*}$ satisfy the $\Delta_{2}$ condition and this is denoted by $\Delta\left(\varphi, \varphi^{*}\right)<\infty$, where $\Delta\left(\varphi, \varphi^{*}\right)$ denotes the relevant constants $K$. We note that the exact value of $\varphi^{*}$ is not always explicitly computable and instead the estimate

$$
\begin{equation*}
\varphi^{*}\left(\frac{\varphi(t)}{t}\right) \sim \varphi^{*}\left(\varphi^{\prime}(t)\right) \sim \varphi(t) \tag{2.3}
\end{equation*}
$$

will often be useful in computations (see [32, Theorem 2.4.10]).
If $\varphi$ satisfies $\Delta\left(\varphi, \varphi^{*}\right)$, we define the Orlicz space $L^{\varphi}\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all measurable functions $f: \Omega \rightarrow \mathbb{R}^{N}$ such that

$$
\int_{\Omega} \varphi(|f(x)|) \mathrm{d} x<\infty
$$

and the Orlicz-Sobolev space $W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all $f \in L^{\varphi}\left(\Omega, \mathbb{R}^{N}\right) \cap W^{1,1}\left(\Omega, \mathbb{R}^{N}\right)$ such that

$$
\int_{\Omega} \varphi(|D f(x)|) \mathrm{d} x<\infty
$$

$L^{\varphi}\left(\Omega, \mathbb{R}^{N}\right)$ and $W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)$ are endowed with the usual Luxembourg type norms. Then they are reflexive Banach spaces. Moreover, for an interval $I$ in $\mathbb{R}$, the parabolic space $L^{\varphi}\left(I ; W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)\right)$ or $L^{\varphi}\left(I ; W_{0}^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)\right)$ denotes the set of all functions $f: \Omega \times I \rightarrow \mathbb{R}^{N}$ such that $f(\cdot, t) \in W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)$ or $f(\cdot, t) \in W_{0}^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)$ for a.e. $t \in I$ and

$$
\int_{I} \int_{\Omega} \varphi(|D f(x, t)|) \mathrm{d} x \mathrm{~d} t<\infty
$$

We recall Jensen type inequality in [33, Lemma 2.2].
Lemma 2.1. If $\psi:[0, \infty) \rightarrow[0, \infty]$ is increasing with $\psi(0)=0$ and satisfies that $\psi(t) / t \leqslant L \psi(s) / s$ for every $0 \leqslant t \leqslant s$ with constant $L \geqslant 1$, then

$$
\psi\left(\frac{1}{L^{2}} f_{U}|f| d z\right) \leqslant f_{U} \psi(|f|) d z
$$

Now we further assume for $\varphi$ that

$$
\begin{equation*}
\frac{2 n}{n+2}<p \leqslant \frac{t \varphi^{\prime \prime}(t)}{\varphi^{\prime}(t)}+1 \leqslant q, \quad \text { for all } t \in(0, \infty) \tag{2.4}
\end{equation*}
$$

Without loss of generality, we always assume that $p<2<q$. Note that this implies

$$
\begin{equation*}
1<p \leqslant \frac{t \varphi^{\prime}(t)}{\varphi(t)} \leqslant q, \quad t>0 \tag{2.5}
\end{equation*}
$$

and hence the $\Delta_{2}$ conditions of $\varphi$ and $\varphi^{*}$. Then we define vector valued functions $\mathbf{V}$ : $\mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ by

$$
\begin{equation*}
\mathbf{V}(\mathbf{Q}):=\sqrt{\frac{\varphi^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|}} \mathbf{Q} . \tag{2.6}
\end{equation*}
$$

Then we recall equivalent relations in [14, Lemmas 3 and 20] and [18, Lemma 3.1]:

$$
\begin{align*}
\frac{\varphi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}|^{2} & \sim|\mathbf{V}(\mathbf{P})-\mathbf{V}(\mathbf{Q})|^{2} \sim \varphi_{|\mathbf{Q}|}(|\mathbf{P}-\mathbf{Q}|)  \tag{2.7}\\
\frac{\varphi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|} & \sim \int_{0}^{1} \frac{\varphi^{\prime}(|\tau \mathbf{P}+(1-\tau) \mathbf{Q}|)}{{ }_{4}^{\tau \mathbf{P}+(1-\tau) \mathbf{Q} \mid} \mathrm{d} \tau} \tag{2.8}
\end{align*}
$$

and

$$
\begin{equation*}
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| \sim \varphi_{|\mathbf{Q}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|) . \tag{2.9}
\end{equation*}
$$

Moreover, by the same proof of [16, Lemma A.2], we have that for every $\mathbf{g} \in L^{\varphi}\left(Q_{r} ; \mathbb{R}^{N n}\right)$,

$$
\begin{equation*}
f_{Q_{r}}\left|\mathbf{V}(\mathbf{g})-(\mathbf{V}(\mathbf{g}))_{Q_{r}}\right|^{2} \mathrm{~d} z \sim f_{Q_{r}}\left|\mathbf{V}(\mathbf{g})-\mathbf{V}\left((\mathbf{g})_{Q_{r}}\right)\right|^{2} \mathrm{~d} z \tag{2.10}
\end{equation*}
$$

Finally we recall the following Young type inequality from [34, Proposition 3.8 (3)]: for every $\varepsilon \in(0,1)$

$$
\begin{equation*}
\varphi(|\mathbf{P}-\mathbf{Q}|) \leqslant \varepsilon(\varphi(|\mathbf{P}|)+\varphi(|\mathbf{Q}|))+c \varepsilon^{-1}|\mathbf{V}(\mathbf{P})-\mathbf{V}(\mathbf{Q})|^{2} . \tag{2.11}
\end{equation*}
$$

Note that all constants concerned with the relation $\sim$ and $c$ in above depend only on $p$ and $q$.
2.3. Shifted $N$-functions. The following definitions and results about shifted $N$-functions can be found in [14, 20].

For an $N$-function $\varphi$ and for $a \geqslant 0$, we define the shifted $N$-function $\varphi_{a}$ by

$$
\varphi_{a}(t):=\int_{0}^{t} \frac{\varphi^{\prime}(a+s) s}{a+s} \mathrm{~d} s \quad\left(\text { i.e., } \quad \varphi_{a}^{\prime}(t)=\frac{\varphi^{\prime}(a+t)}{a+t} t\right)
$$

We note that if $\varphi$ satisfies (2.4) then $\varphi_{a}$ also satisfies (2.4) uniformly in $a \geqslant 0$ with the same $p$ and $q$.

Under assumption (2.4) on $\varphi$, we have the following relations (see, e.g., [10, Proposition 2.3] and [20]), which hold uniformly with respect to $a \geqslant 0$ :

$$
\begin{align*}
& \varphi_{a}(t) \sim \varphi_{a}^{\prime}(t) t  \tag{2.12}\\
& \varphi_{a}(t) \sim \varphi^{\prime \prime}(a+t) t^{2} \sim \frac{\varphi(a+t)}{(a+t)^{2}} t^{2} \sim \frac{\varphi^{\prime}(a+t)}{a+t} t^{2}  \tag{2.13}\\
& \varphi(a+t) \sim\left[\varphi_{a}(t)+\varphi(a)\right] \tag{2.14}
\end{align*}
$$

The following lemma (see [17, Corollary 26]) deals with the change of shift for $N$ functions.
Lemma 2.2 (change of shift). Let $\varphi$ be an $N$-function with $\Delta_{2}(\varphi), \Delta_{2}\left(\varphi^{*}\right)<\infty$. Then for any $\eta>0$ there exists $c_{\eta}>0$, depending only on $\eta$ and $\Delta_{2}(\varphi)$, such that for all $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{m}$ and $t \geqslant 0$

$$
\begin{equation*}
\varphi_{|\mathbf{a}|}(t) \leqslant c_{\eta} \varphi_{|\mathbf{b}|}(t)+\eta \varphi_{|\mathbf{a}|}(|\mathbf{a}-\mathbf{b}|) . \tag{2.15}
\end{equation*}
$$

2.4. Assumption and weak solution. We state the assumption of the main theorem, Theorem 1.1, and the definition of weak solution to (1.1).
Assumption (A). The operator A verifies the following assumptions with constants $0<\nu \leqslant 1 \leqslant L$ and an N-function $\varphi \in C^{1}([0, \infty)) \cap C^{2}((0, \infty))$ satisfying (2.4).
(A1) ( $\varphi$-growth condition)

$$
\begin{gather*}
|\mathbf{A}(\mathbf{P})|+|D \mathbf{A}(\mathbf{P})||\mathbf{P}| \leqslant L \varphi^{\prime}(|\mathbf{P}|)  \tag{2.16}\\
{[D \mathbf{A}(\mathbf{P})(\mathbf{a} \otimes \mathbf{b})]:(\mathbf{a} \otimes \mathbf{b}) \geqslant \nu \varphi^{\prime \prime}(|\mathbf{P}|)|\mathbf{a}||\mathbf{b}|}
\end{gather*}
$$

for all $\mathbf{P} \in \mathbb{R}^{N n} \backslash\{\mathbf{0}\}, \mathbf{a} \in \mathbb{R}^{n}$ and $\mathbf{b} \in \mathbb{R}^{N}$.
(A2) (Off diagonal condition on $\mathbf{A}$ and $\varphi$ )

$$
\begin{equation*}
|D \mathbf{A}(\mathbf{P})-D \mathbf{A}(\mathbf{Q})|+\left|D^{2}(\varphi(|\mathbf{P}|))-D^{2}(\varphi(|\mathbf{Q}|))\right| \leqslant L\left(\frac{|\mathbf{P}-\mathbf{Q}|}{|\mathbf{P}|}\right)^{\gamma} \varphi^{\prime \prime}(|\mathbf{P}|) \tag{2.17}
\end{equation*}
$$

for some $\gamma \in(0,1)$, all $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{N n}$ with $|\mathbf{P}-\mathbf{Q}| \leqslant \frac{1}{2}|\mathbf{P}|, \mathbf{a} \in \mathbb{R}^{n}$ and $\mathbf{b} \in \mathbb{R}^{N}$.
(A3) (Almost $\varphi$-isotropic condition near the origin) For every $\varepsilon>0$ there exists $\delta=$ $\delta(\varepsilon)>0$ such that

$$
\begin{equation*}
\left|\mathbf{A}(\mathbf{P})-\frac{\varphi^{\prime}(|\mathbf{P}|)}{|\mathbf{P}|} \mathbf{P}\right| \leqslant \varepsilon \varphi^{\prime}(|\mathbf{P}|) \tag{2.18}
\end{equation*}
$$

for all $\mathbf{P} \in \mathbb{R}^{N n}$ with $|\mathbf{P}| \leqslant \delta$.
We note that the assumption (i) implies the following monotonicity

$$
\begin{equation*}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) \geqslant \tilde{\nu} \varphi^{\prime \prime}(|\mathbf{P}|+|\mathbf{Q}|)|\mathbf{P}-\mathbf{Q}|^{2}, \quad \mathbf{P}, \mathbf{Q} \in \mathbb{R}^{N n} \tag{2.19}
\end{equation*}
$$

for some $\tilde{\nu}=\tilde{\nu}(\nu, L)>0$.
A function $\mathbf{u}=\left(u^{1}, u^{2}, \ldots, u^{N}\right) \in C_{\mathrm{loc}}\left(0, T ; L_{\mathrm{loc}}^{2}\left(\Omega, \mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{\varphi}\left(0, T ; W_{\mathrm{loc}}^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)\right)$ is said to be a (local) weak solution to (1.1) if it satisfies the following weak form of (1.1):

$$
-\int_{\Omega_{T}} \mathbf{u} \cdot \zeta_{t} \mathrm{~d} z+\int_{\Omega_{T}} \mathbf{A}(D \mathbf{u}): D \zeta \mathrm{~d} z=0 \quad \text { for all } \zeta \in C_{\mathrm{c}}^{\infty}\left(\Omega_{T}, \mathbb{R}^{N}\right)
$$

where "." and ":" are the Euclidean inner products in $\mathbb{R}^{N}$ and $\mathbb{R}^{N n}$, respectively. By the density of smooth functions in Orlicz-Sobolev spaces and a standard approximation argument one can see that the weak solution $\mathbf{u}$ to (1.1) also satisfies for every $0<t_{1}<$ $t_{2} \leqslant T$,

$$
\left.\int_{\Omega^{\prime}} \mathbf{u} \cdot \zeta(x, t) \mathrm{d} x\right|_{t=t_{1}} ^{t=t_{2}}+\int_{\Omega^{\prime}} \int_{t_{1}}^{t_{2}}\left[-\mathbf{u} \cdot \zeta_{t}+\mathbf{A}(D \mathbf{u}): D \zeta\right] \mathrm{d} t \mathrm{~d} x=0
$$

for all $\zeta \in W^{1,2}\left(\left[t_{1}, t_{2}\right] ; L^{2}\left(\Omega^{\prime}, \mathbb{R}^{N}\right)\right) \cap L^{\varphi}\left(\left[t_{1}, t_{2}\right] ; W_{0}^{1, \varphi}\left(\Omega^{\prime}, \mathbb{R}^{N}\right)\right)$ and $\Omega^{\prime} \Subset \Omega$.
Remark 2.3. The weak solution $\mathbf{u}$ to (1.1) is not weakly differentiable in $t$. Consequently, we are unable to employ a test function $\zeta$ that directly involves the weak solution. However, this problem can be overcome by utilizing an approximation method known as the Steklov average, as described in [13, I. 3-(i) and II. Proposition 3.1]. This technique has become a standard approach for addressing such problems. Henceforth, we shall assume that $\mathbf{u}$ is differentiable and proceed to consider test functions that involve the weak solution without further explicit clarification.

## 3. $\mathcal{A}$-CALORIC and $\varphi$-CALORIC approximations

In this section, we introduce two caloric approximations. They play a crucial role in the proof of partial regularity. $\varphi$-caloric approximation was obtained in [19] and we just recall it. On the other hand, we derive a new version of $\mathcal{A}$-caloric approximation with gradient estimates by using parabolic duality and Lipschitz truncation. In Sections 3.1 and 3.2 , we obtain auxiliary lemmas for $\mathcal{A}$-caloric approximation.
3.1. Regularity estimates for linear systems with constant coefficients. We introduce Lipschitz estimates for $\mathcal{A}$-caloric maps and Calderón-Zygmund estimates for parabolic linear systems with constant coefficient $\mathcal{A}$. Let $\mathcal{A}=\left(\mathcal{A}_{i j}^{\alpha \beta}\right) \in \mathbb{R}^{N^{2} n^{2}}$ satisfy the Legendre-Hadamard condition: for every $\mathbf{a}=\left(a^{\alpha}\right) \in \mathbb{R}^{N}$ and $\mathbf{b}=\left(b_{i}\right) \in \mathbb{R}^{n}$,

$$
\mathcal{A}(\mathbf{a} \otimes \mathbf{b}):(\mathbf{a} \otimes \mathbf{b})=\mathcal{A}_{i j}^{\alpha \beta} a^{\alpha} a^{\beta} b_{i} b_{j} \geqslant \nu|\mathbf{a}|^{2}|\mathbf{b}|^{2}
$$

for some $\nu>0$. Then a weak solution $\mathbf{h}: Q_{r} \rightarrow \mathbb{R}^{N}$ to the linear system with coefficient $\mathcal{A}$

$$
\mathbf{h}_{t}-\operatorname{div}(\mathcal{A} D \mathbf{h})=\mathbf{0} \quad \text { in } \quad Q_{r}
$$

is called an $\mathcal{A}$-caloric map. By standard regularity theory, see for instance $[9]$, $\mathbf{v} \in$ $C^{\infty}\left(Q_{r}, \mathbb{R}^{N}\right)$, and in particular we have the following Lipschitz estimate and excess decay estimate, which will be used in Section 5.

Lemma 3.1. Suppose $\mathbf{h} \in C^{\infty}\left(Q_{r}, \mathbb{R}^{N}\right)$ is an $\mathcal{A}$-caloric map in $Q_{r}$. Then we have that

$$
\begin{equation*}
\sup _{Q_{r / 2}}|D \mathbf{h}| \leqslant c f_{Q_{r}}|D \mathbf{h}| \mathrm{d} z . \tag{3.1}
\end{equation*}
$$

Moreover, for every $\theta \in(0,1)$,

$$
\begin{equation*}
f_{Q_{\theta r}}\left|D \mathbf{h}-(D \mathbf{h})_{\theta r}\right| \mathrm{d} z \leqslant c \theta f_{Q_{r}}\left|D \mathbf{h}-(D \mathbf{h})_{r}\right| \mathrm{d} z . \tag{3.2}
\end{equation*}
$$

Proof. In view of [9, (5.9)-(5.12)], one can have

$$
\sup _{Q_{r / 2}}\left(|\mathbf{h}|+r|D \mathbf{h}|+r^{2}\left|D^{2} \mathbf{h}\right|\right) \leqslant c f_{Q_{r}}|\mathbf{h}| \mathrm{d} z
$$

Since every $\mathbf{h}_{x_{i}}, i=1,2, \ldots, n$, is also $\mathcal{A}$-harmonic, (3.1) directly follows from the previous inequality. Let

$$
\ell(x):=(D \mathbf{h})_{r} x .
$$

Suppose $\theta \in(0,1 / 2]$. We note from the mean value theorem for $D \mathbf{h}$ in $Q_{\theta \rho}$ that

$$
\begin{aligned}
\sup _{Q_{\theta \rho}}\left|D \mathbf{h}-(D \mathbf{h})_{\theta r}\right| & \leqslant 2 \theta r \sup _{Q_{\theta r}}\left|D^{2} \mathbf{h}\right|+2 \theta^{2} r^{2} \sup _{z \in Q_{\theta r}}\left|[D \mathbf{h}]_{t}\right| \\
& =2 \theta r \sup _{Q_{\theta r}}\left|D^{2}(\mathbf{h}-\ell)\right|+2 \theta^{2} r^{2} \sup _{Q_{\theta r}}|D \operatorname{div}[\mathcal{A} D(\mathbf{h}-\ell)]| \\
& \leqslant 2 \theta r \sup _{Q_{r / 2}}\left|D^{2}(\mathbf{h}-\ell)\right|+2 \theta^{2} r^{2} \sup _{Q_{r / 2}}\left|D^{3}(\mathbf{h}-\ell)\right| \\
& \leqslant 2 \theta\left(r \sup _{Q_{r / 2}}\left|D^{2}(\mathbf{h}-\ell)\right|+r^{2} \sup _{Q_{r / 2}}\left|D^{3}(\mathbf{h}-\ell)\right|\right) .
\end{aligned}
$$

Since every $(\mathbf{h}-\boldsymbol{\ell})_{x_{i}}, i=1,2, \ldots, n$, is also $\mathcal{A}$-caloric in $Q_{r}$, we have from (3.1) that

$$
\sup _{Q_{\theta r}}\left|D \mathbf{h}-(D \mathbf{h})_{\theta r}\right| \leqslant c \theta f_{Q_{r}}|D(\mathbf{h}-\ell)| \mathrm{d} z,
$$

which implies (3.2).
We introduce the parabolic Calderón-Zygmund estimates for an $N$-function $\psi$ with $\Delta\left(\psi, \psi^{*}\right)<\infty$. We shall assume that $\psi(1)=1$ without loss of generality. In the next lemma, if $\psi(\tau)=\tau^{p}, 1<p<\infty$, the estimate (3.3) is well known, see for instance [36] and references therein. Furthermore, for general Orlicz functions it can be obtained by applying a standard interpolation argument for linear operators as in [15, Theorem 18]. We also refer to [8] for more general results for parabolic Calderón-Zygmund estimates in Orlicz spaces.

Lemma 3.2. (Calderón-Zygmund estimates) Let $\psi$ be an $N$-function with $\Delta\left(\psi, \psi^{*}\right)<\infty$ and $\mathbf{G} \in L^{\psi}\left(Q_{r}, \mathbb{R}^{N n}\right)$ where $Q_{r}=B_{r} \times\left(-r^{2}, r^{2}\right)$. There exists a unique weak solution $\mathbf{u} \in L^{\psi}\left(-r^{2}, r^{2} ; L^{\psi}\left(B_{r}\right)\right)$ with $\mathbf{w}_{t} \in\left(L^{\psi}\left(\left(-r^{2}, r^{2}\right) ; W_{0}^{1, \psi}(\Omega)\right)\right)^{\prime}$ to the system

$$
\left\{\begin{array}{l}
\partial_{t} \mathbf{w}-\operatorname{div}(\mathcal{A} D \mathbf{w})=-\operatorname{div} \mathbf{G} \text { in } Q_{r}, \\
\mathbf{w}=\mathbf{0} \text { on } \partial_{\mathrm{p}} Q_{r},
\end{array}\right.
$$

and we have the estimates

$$
\|D \mathbf{w}\|_{L^{\psi}\left(Q_{r}\right)} \leqslant c\|\mathbf{G}\|_{L^{\psi}\left(Q_{r}\right)},
$$

and

$$
\begin{equation*}
\int_{Q_{r}} \psi(|D \mathbf{w}|) d z \leqslant c \int_{Q_{r}} \psi(|\mathbf{G}|) d z \tag{3.3}
\end{equation*}
$$

where the constant $c>0$ depends on $n, N, \nu,|\mathcal{A}|$ and $\Delta\left(\psi, \psi^{*}\right)$.
Remark 3.3. Analogous estimates as above can be inferred for the weak solution $\mathbf{v}$ to

$$
\left\{\begin{array}{l}
\partial_{t} \mathbf{v}+\operatorname{div}\left(\mathcal{A}^{T} D \mathbf{v}\right)=-\operatorname{div} \mathbf{G} \text { in } Q_{r},  \tag{3.4}\\
\mathbf{v}=\mathbf{0} \quad \text { on }\left(\partial B_{r} \times\left\{-r^{2}<t \leqslant r^{2}\right\}\right) \cup\left(B_{r} \times\left\{t=r^{2}\right\}\right),
\end{array}\right.
$$

by considering the reflecting function $\widetilde{\mathbf{v}}(x, t)=\mathbf{v}(x,-t)$. Here, $\mathcal{A}^{T}$ is the transpose of $\mathcal{A}$, and note that if $\mathcal{A}$ satisfies the Legendre-Hadamard condition then so does $\mathcal{A}^{T}$.

We estimate the gradient of a function in $L^{\psi}\left(-r^{2}, r^{2} ; W_{0}^{1, \psi}\left(B_{r}\right)\right)$ in terms of functions in the dual space $L^{\psi^{*}}$.

Lemma 3.4. For every $\mathbf{w} \in L^{\psi}\left(-r^{2}, r^{2} ; W_{0}^{1, \psi}\left(B_{r}\right)\right)$, we have

$$
\int_{Q_{r}} \psi(|D \mathbf{w}|) d z \leqslant \sup _{\mathbf{G} \in L^{\psi^{*} \cap C^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)}}\left(\int_{Q_{r}} \mathbf{w} \cdot\left(\mathbf{v}_{\mathbf{G}}\right)_{t}-\left\langle\mathcal{A} D \mathbf{w}, D \mathbf{v}_{G}\right\rangle-\psi^{*}(|\mathbf{G}|) \mathrm{d} z\right)
$$

where $\mathbf{v}_{\mathbf{G}}$ is the weak solution to (3.4).
Proof. We note from the definition of the conjugate function in (2.1) that

$$
\psi(t)=\psi^{* *}(t)=\sup _{s \geqslant 0}\left(s t-\psi^{*}(s)\right)=t \psi^{\prime}(t)-\psi^{*}\left(\psi^{\prime}(t)\right) .
$$

Hence, denoting $\mathbf{G}_{\mathbf{w}}:=\psi^{\prime}(|D \mathbf{w}|) \frac{D \mathbf{w}}{|D \mathbf{w}|}$, we have $\mathbf{G}_{\mathbf{w}} \in L^{\psi^{*}}\left(Q_{r}, \mathbb{R}^{N n}\right)$ by (2.3), and

$$
\begin{aligned}
\int_{Q_{r}} \psi(|D \mathbf{w}|) \mathrm{d} z & =\int_{Q_{R}}|D \mathbf{w}| \psi^{\prime}(|D \mathbf{w}|)-\psi^{*}\left(\psi^{\prime}(|D \mathbf{w}|)\right) \mathrm{d} z \\
& =\int_{Q_{r}}\left\langle\mathbf{G}_{\mathbf{w}}, D \mathbf{w}\right\rangle-\psi^{*}\left(\left|\mathbf{G}_{\mathbf{w}}\right|\right) \mathrm{d} z \\
& \leqslant \sup _{\mathbf{G} \in L^{\psi^{*}}\left(Q_{r}, \mathbb{R}^{N n}\right)}\left(\int_{Q_{r}}\langle\mathbf{G}, D \mathbf{w}\rangle-\psi^{*}(|\mathbf{G}|) \mathrm{d} z\right) \\
& =\sup _{\mathbf{G} \in L^{\psi^{*}} \cap C^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)}\left(\int_{Q_{r}}\langle\mathbf{G}, D \mathbf{w}\rangle-\psi^{*}(|\mathbf{G}|) \mathrm{d} z\right) .
\end{aligned}
$$

For each $\mathbf{G} \in L^{\psi^{*}}\left(Q_{r}, \mathbb{R}^{N n}\right) \cap C^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)$, let $\mathbf{v}_{G}$ be the weak solution to (3.4). Then we see that $\mathbf{v}_{\mathbf{G}} \in C^{\infty}\left(Q_{r}, \mathbb{R}^{N}\right)$ since $\mathcal{A}$ is constant, and by testing (3.4) with $\mathbf{w}$ we have

$$
\int_{Q_{r}}\langle\mathbf{G}, D \mathbf{w}\rangle \mathrm{d} z=\int_{Q_{r}}\left(\mathbf{v}_{\mathbf{G}}\right)_{t} \cdot \mathbf{w}-\left\langle\mathcal{A}^{T} D \mathbf{v}_{\mathbf{G}}, D \mathbf{w}\right\rangle \mathrm{d} z=\int_{Q_{r}} \mathbf{w} \cdot\left(\mathbf{v}_{\mathbf{G}}\right)_{t}-\left\langle\mathcal{A} D \mathbf{w}, D \mathbf{v}_{\mathbf{G}}\right\rangle \mathrm{d} z .
$$

This concludes the proof.
3.2. Parabolic Lipschitz truncation. We recall the parabolic Lipschitz truncations introduced in [19] and their main properties, in the particular case when the scaling quantity $\alpha$ therein is equal to 1 .
Let $\mathbf{v} \in L^{\psi}\left(-r^{1}, r^{1} ; W_{0}^{1,1}\left(B_{r}, \mathbb{R}^{N n}\right)\right)$ and $\mathbf{G} \in L^{1}\left(Q_{r}, \mathbb{R}^{N n}\right)$ satisfy the system

$$
\begin{equation*}
\mathbf{v}_{t}=\operatorname{div} \mathbf{G} \quad \text { in } Q_{r}, \quad \mathbf{v}=0 \quad \text { on } \quad \partial_{\mathrm{p}} Q_{r}, \tag{3.5}
\end{equation*}
$$

in the distributional sense. We take as "bad set" a superlevel set for the maximal function of the spatial gradient and of the time derivative in the following way:

$$
\mathcal{O}_{\lambda}:=\left\{\mathcal{M}\left(\chi_{Q_{r}} \nabla \mathbf{v}\right)>\lambda\right\} \cup\left\{\mathcal{M}\left(\chi_{Q_{r}} \mathbf{G}\right)>\lambda\right\}, \quad \lambda>0,
$$

where $\mathcal{M}$ is the parabolic maximal operator defined by

$$
\mathcal{M}(f)(\tilde{z}):=\sup _{Q_{\rho}\left(z_{0}\right): \tilde{z} \in Q_{\rho}\left(z_{0}\right)} f_{Q_{\rho}\left(z_{0}\right)}|f| \mathrm{d} z
$$

Then we have the following properties, which can be inferred by [19, Theorem 2.3] with $\alpha=1, \mathcal{M}:=\mathcal{M}^{1}$ and $\mathcal{O}_{\lambda}:=\mathcal{O}_{\lambda}^{1}$.

Lemma 3.5. Let $\mathbf{v} \in L^{\psi}\left(-r^{2}, r^{2} ; W_{0}^{1, \psi}\left(B_{r}, \mathbb{R}^{N n}\right)\right)$ satisfy the system (3.5) in the distributional sense, and let $\lambda>0$. Then there exists $\mathbf{v}_{\lambda} \in L^{1}\left(-r^{2}, r^{2} ; W_{0}^{1,1}\left(B_{r}\right)\right)$ with $\left|D \mathbf{v}_{\lambda}\right| \in L^{\psi}\left(Q_{r}\right)$ such that
(1) $\mathbf{v}_{\lambda}=\mathbf{v}$ on $\left(\mathcal{O}_{\lambda}\right)^{c}$.
(2) $\mathcal{M}\left(D \mathbf{v}_{\lambda}\right) \leqslant c \lambda$.
(3) we have

$$
\int_{Q_{r}} \psi\left(\left|D\left(\mathbf{v}_{\lambda}-\mathbf{v}\right)\right|\right) \mathrm{d} z \leqslant c \int_{Q_{r}} \psi(|D \mathbf{v}|) \mathrm{d} z+c \psi(\lambda)\left|\mathcal{O}_{\lambda}\right|
$$

Here the constants $c>0$ depend on $n, N$ and $\Delta_{2}\left(\psi, \psi^{*}\right)$.
We note from [19, Section 2.3] that the function $\mathbf{v}_{\lambda}$ is determined by

$$
\mathbf{v}_{\lambda}:=\mathbf{v}-\sum_{i} \zeta_{i}\left(\mathbf{v}-\mathbf{v}_{i}\right), \quad \text { where } \mathbf{v}_{i}:= \begin{cases}(\mathbf{v})_{\zeta_{i}} & \text { if } \frac{3}{4} Q_{i} \subset B_{r} \times\left(-r^{2}, 3 r^{2}\right)  \tag{3.6}\\ \mathbf{0} & \text { otherwise }\end{cases}
$$

where we extend $\mathbf{v}$ and $\mathbf{G}$ to $B_{r} \times\left(r^{2}, 3 r^{2}\right)$ by $\mathbf{v}\left(x, 2 r^{2}-t\right)$ and $-\mathbf{G}\left(x, 2 r^{2}-t\right)$ and to the outside of $B_{r} \times\left(-r^{2}, 3 r^{2}\right)$ by zeros, hence this extended $\mathbf{v}$ satisfies the system $\mathbf{v}_{t}=\operatorname{div} \mathbf{G}$ in $B_{r} \times(-\infty, \infty)$ in the sense of distributions, and $\left\{Q_{i}\right\}_{i=1}^{\infty}$ is a parabolic Whitney covering of $\mathcal{O}_{\lambda}$ such that $Q_{j}=Q_{r_{i}}\left(z_{i}\right)$,
(W1) $\bigcup_{i} \frac{1}{2} Q_{i}=\mathcal{O}_{\lambda}$,
(W2) for all $j \in \mathbb{N}$ we have $8 Q_{i} \subset \mathcal{O}_{\lambda}$ and $16 Q_{i} \cap\left(\mathbb{R}^{m+1} \backslash \mathcal{O}_{\lambda}\right) \neq \emptyset$,
(W3) if $Q_{i} \cap Q_{j} \neq \emptyset$ then $\frac{1}{2} r_{j} \leqslant r_{i} \leqslant 2 r_{j}$,
(W4) $\frac{1}{4} Q_{i} \cap \frac{1}{4} Q_{j}=\emptyset$ for all $i \neq j$,
(W5) each $x \in \mathcal{O}_{\lambda}$ belongs to at most $120^{n+2}$ of the sets $4 Q_{i}$.
Here, $\kappa Q_{i}:=Q_{\kappa r_{i}}$ for $\kappa>0$, and $\left\{\zeta_{i}\right\} \subset C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$ is a partition of unity with respect to $\left\{Q_{i}\right\}$ that satisfies
(P1) $\chi_{\frac{1}{2} Q_{i}} \leqslant \zeta_{i} \leqslant \chi_{\frac{3}{4} Q_{i}}$
(P2) $\left\|\zeta_{i}\right\|_{\infty}+r_{i}\left\|D \zeta_{i}\right\|_{\infty}+r_{i}^{2}\left\|D^{2} \zeta_{i}\right\|_{\infty}+r_{i}^{2}\left\|\left(\zeta_{i}\right)_{t}\right\|_{\infty} \leqslant c$.
(P3) For each $j \in \mathbb{N}$ we define $A_{j}:=\left\{i: \frac{3}{4} Q_{j} \cap \frac{3}{4} Q_{i} \neq \emptyset\right\}$. Then $\sum_{i \in A_{j}} \zeta_{i}=1$ on $\frac{3}{4} Q_{j}$.
The following result provides an upper bound for the measure of the bad set $\mathcal{O}_{\lambda}$, see [19, Lemma 4.1] with $\alpha=1$.

Lemma 3.6. Let $\mathbf{v} \in L^{\psi}\left(-r^{2}, r^{2} ; W_{0}^{1, \psi}\left(B_{r}\right)\right)$ and $\mathbf{G} \in L^{\psi^{*}}\left(Q_{r}\right)$ satisfy (3.5) in the distribution sense. Set $\gamma>0$ such that

$$
\psi(\gamma):=f_{Q_{r}} \psi(|D \mathbf{v}|) \mathrm{d} z+f_{Q_{r}} \psi(|\mathbf{G}|) \mathrm{d} z
$$

Then, for every $m_{0} \in \mathbb{N}$, there exists $\lambda \in\left[\gamma, 2^{m_{0}} \gamma\right]$ such that

$$
\left|\mathcal{O}_{\lambda}\right| \leqslant c \frac{\psi(\gamma)}{m_{0} \psi(\lambda)}\left|Q_{r}\right|
$$

for some $c>0$ depending on $n, N$ and $\Delta_{2}\left(\psi, \psi^{*}\right)$.
We end this subsection presenting a Poincaré-type inequality. Note that the following lemma is irrelevant to the above setting.

Lemma 3.7. Let $\mathbf{w} \in L^{\psi}\left(-r^{2}, r^{2} ; W_{0}^{1,1}\left(B_{r}, \mathbb{R}^{N n}\right)\right)$ and $\mathbf{H} \in L^{1}\left(Q_{r}, \mathbb{R}^{N n}\right)$ satisfy the system

$$
\mathbf{w}_{t}=\operatorname{div} \mathbf{H} \quad \text { in } \quad Q_{r}, \quad \mathbf{w}=\mathbf{0} \quad \text { on } \quad \partial_{\mathrm{p}} Q_{r},
$$

in the distributional sense. Extend $\mathbf{w}$ and $\mathbf{H}$ by $\mathbf{w}\left(x, 2 r^{2}-t\right)$ and $-\mathbf{H}\left(x, 2 r^{2}-t\right)$ to $B_{r} \times\left(r^{2}, 3 r^{2}\right)$ and by zero outside $B_{r} \times\left(-r^{2}, 3 r^{2}\right)$. For any parabolic cylinder $Q_{\rho}=Q_{\rho}(z)$ in $\mathbb{R}^{n+1}$ and any $\zeta \in C_{0}^{\infty}\left(\frac{3}{4} Q_{\rho}\right)$ with $\zeta \geqslant 0$ with $\|\zeta\|_{L^{\infty}\left(\frac{3}{4} Q_{\rho}\right)} \leqslant c_{0}\left|\frac{3}{4} Q_{\rho}\right|^{-1}\|\zeta\|_{L^{1}\left(\frac{3}{4} Q_{\rho}\right)}$, set

$$
\overline{\mathbf{w}}:= \begin{cases}(\mathbf{w})_{\zeta} & \text { if } \frac{3}{4} Q_{\rho} \subset B_{r} \times\left(-r^{2}, 3 r^{2}\right), \\ \mathbf{0} & \text { otherwise } .\end{cases}
$$

Then we have

$$
f_{\frac{3}{4} Q_{\rho}} \psi\left(\frac{\mathbf{w}-\overline{\mathbf{w}}}{\rho}\right) \mathrm{d} z \leqslant c f_{Q_{\rho}} \psi(|D \mathbf{w}|) \mathrm{d} z+c \psi\left(f_{Q_{\rho}}|\mathbf{H}| \mathrm{d} z\right)
$$

for some $c>0$ depending on $n, N, \Delta_{2}\left(\psi, \psi^{*}\right)$ and $c_{0}$.
Proof. The proof is almost the same as the one of [19, Lemma 2.11] with replacing [19, Lemma 2.8] by [19, Lemma 2.9]. In fact, if $\frac{3}{4} Q_{\rho} \subset B_{r} \times\left(-r^{2}, 3 r^{2}\right)$, then the inequality follows directly from [19, Lemma 2.9].

If $\frac{3}{4} Q_{\rho} \not \subset B_{r} \times\left(-r^{2}, 3 r^{2}\right)$ and $\frac{4}{5} Q_{\rho} \subset B_{r} \times(-\infty, \infty)$, choose $\tilde{\zeta} \in C_{0}^{\infty}\left(\frac{4}{5} Q_{\rho}\right)$ with $\tilde{\zeta} \geqslant 0$, $\operatorname{supp}(\tilde{\zeta}) \subset \frac{4}{5} Q_{\rho} \backslash\left(B_{r} \times\left(-r^{2}, 3 r^{2}\right)\right)$ and $\|\zeta\|_{L^{\infty}\left(\frac{4}{5} Q_{\rho}\right)} \leqslant\left.\left. c(n)\right|_{5} ^{\frac{4}{5}} Q_{\rho}\right|^{-1}\|\zeta\|_{L^{1}\left(\frac{4}{5} Q_{\rho}\right)}$. Then, since $\mathbf{w} \equiv \mathbf{0}$ in $\operatorname{supp}(\tilde{\zeta})$, we have $(\mathbf{w})_{\tilde{\zeta}}=\mathbf{0}$ hence again by [19, Lemma 2.9]
$f_{\frac{3}{4} Q_{\rho}} \psi\left(\frac{\mathbf{w}-\overline{\mathbf{w}}}{\rho}\right) \mathrm{d} z=f_{\frac{3}{4} Q_{\rho}} \psi\left(\frac{\mathbf{w}-(\mathbf{w})_{\tilde{\zeta}}}{\rho}\right) \mathrm{d} z \leqslant c f_{\frac{4}{5} Q_{\rho}} \psi(|D \mathbf{w}|) \mathrm{d} z+c \psi\left(f_{\frac{4}{5} Q_{\rho}}|\mathbf{H}| \mathrm{d} z\right)$.
Finally, if $\frac{4}{5} Q_{\rho} \subset B_{r} \times(-\infty, \infty)$, then there exists $c(n)>0$ such that $\frac{\left|B_{r}\right|}{\left.\mid\{\mathbf{w}(x, t)=\mathbf{0}\} \cap B_{r}\right\} \mid} \leqslant$ $c(n)$ for a.e. time slice of $Q_{\rho}$. Therefore by the Poincaré inequality for the space variable, see [14, Theorem 7], we have

$$
f_{\frac{3}{4} Q_{\rho}} \psi\left(\frac{\mathbf{w}-\overline{\mathbf{w}}}{\rho}\right) \mathrm{d} z \leqslant f_{Q_{\rho}} \psi\left(\frac{\mathbf{w}}{\rho}\right) \mathrm{d} z \leqslant c f_{Q_{\rho}} \psi(|D \mathbf{w}|) \mathrm{d} z .
$$

The proof is concluded.
3.3. Caloric approximations. We first obtain the $\mathcal{A}$-caloric approximation. As a novelty with respect to previous caloric type approximations, we do not need to restrict the choice of the test functions $\boldsymbol{\zeta}$ in $C_{0}^{\infty}\left(Q_{r}\right)$, but we only assume them to be zero on the lateral boundary. This allows us to choose as test functions also the solutions of suitable linear systems.
Theorem 3.8. ( $\mathcal{A}$-caloric approximation) Let $\mu, \sigma, C_{0}>0$ and $\psi$ be an $N$-function with $\Delta_{2}\left(\psi, \psi^{*}\right)<\infty$. For every $\varepsilon \in(0,1)$, there exists $\delta>0$ depending on $\sigma, C_{0}, \Delta_{2}\left(\psi, \psi^{*}\right)$ and $\varepsilon$ such that if $\mathbf{u} \in L^{1}\left(-r^{2}, r^{2} ; W^{1, \psi^{1+\sigma}}\left(B_{r}, \mathbb{R}^{N}\right)\right)$ and $\mathbf{H} \in L^{\psi^{1+\sigma}}\left(Q_{r}, \mathbb{R}^{N n}\right)$ satisfy

$$
\partial_{t} \mathbf{u}=\operatorname{div} \mathbf{H} \quad \text { in } Q_{r},
$$

in the distributional sense, with the inequality

$$
\begin{equation*}
\left(f_{Q_{r}} \psi(|D \mathbf{u}|)^{1+\sigma}+\psi(|\mathbf{H}|)^{1+\sigma} \mathrm{d} z\right)^{\frac{1}{1+\sigma}} \leqslant C_{0} \psi(\mu), \tag{3.7}
\end{equation*}
$$

and for every $\boldsymbol{\zeta} \in C^{\infty}\left(Q_{r} ; \mathbb{R}^{N}\right)$ with $\boldsymbol{\zeta}=\mathbf{0}$ on $\partial B_{r} \times\left(-r^{2}, r^{2}\right)$,

$$
\begin{equation*}
\frac{1}{\left|Q_{r}\right|}\left|\int_{Q_{r}} \mathbf{u} \cdot \boldsymbol{\zeta}_{t}-\langle\mathcal{A} D \mathbf{u}, D \boldsymbol{\zeta}\rangle d z-\left[\int_{B_{r}} \mathbf{u} \cdot \boldsymbol{\zeta}_{t} \mathrm{~d} x\right]_{t=-r^{2}}^{t=r^{2}}\right| \leqslant \delta \mu\|D \boldsymbol{\zeta}\|_{L^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)} \tag{3.8}
\end{equation*}
$$

then

$$
\begin{equation*}
f_{Q_{r}} \psi(|D \mathbf{u}-D \mathbf{h}|) \mathrm{d} z \leqslant \varepsilon \psi(\mu) \tag{3.9}
\end{equation*}
$$

where $\mathbf{h}$ is the weak solution to

$$
\left\{\begin{array}{l}
\partial_{t} \mathbf{h}-\operatorname{div}(\mathcal{A} D \mathbf{h})=0 \quad \text { in } Q_{r} \\
\mathbf{h}=\mathbf{u} \text { on } \partial_{\mathrm{p}} Q_{r}
\end{array}\right.
$$

Proof. It will suffice to prove the assertion in the case $\mu=1$ with $\psi(1)=1$, as the general case can be obtained by scaling argument with the functions $\tilde{\mathbf{u}}=\mu^{-1} \mathbf{u}, \tilde{\mathbf{H}}=\mu^{-1} \mathbf{H}$ and $\tilde{\psi}(\tau)=\frac{\psi(\mu \tau)}{\psi(\mu)}$. Set $\mathbf{w}:=\mathbf{u}-\mathbf{h}$. Then $\mathbf{w}$ satisfies

$$
\left\{\begin{array}{l}
\partial_{t} \mathbf{w}-\operatorname{div}(\mathcal{A} D \mathbf{w})=-\operatorname{div}(\mathcal{A} D \mathbf{u}+\mathbf{H}) \text { in } Q_{r},  \tag{3.10}\\
\mathbf{w}=\mathbf{0} \text { on } \partial_{\mathrm{p}} Q_{r},
\end{array}\right.
$$

in the distributional sense. Moreover, by applying Lemma 3.2 to the $N$-function $\psi^{1+\sigma}$ and (3.7), we see that

$$
\begin{equation*}
f_{Q_{r}} \psi(|D \mathbf{w}|)^{1+\sigma} \mathrm{d} z \leqslant c f_{Q_{r}} \psi(|\mathcal{A} D \mathbf{u}+\mathbf{H}|)^{1+\sigma} \mathrm{d} z \leqslant c . \tag{3.11}
\end{equation*}
$$

We will apply the inequality in Lemma 3.4. Fix any $\mathbf{G} \in L^{\psi^{*}}\left(Q_{r}, \mathbb{R}^{N n}\right) \cap C^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)$ and consider the weak solution $\mathbf{v}_{\mathbf{G}}$ to (3.4). Note that, by Lemma 3.2 with Remark 3.3 and $\psi^{*}$ in place of $\psi$,

$$
\begin{equation*}
\int_{Q_{r}} \psi^{*}\left(\left|D \mathbf{v}_{\mathbf{G}}\right|\right) \mathrm{d} z \leqslant c \int_{Q_{r}} \psi^{*}(|\mathbf{G}|) \mathrm{d} z \tag{3.12}
\end{equation*}
$$

Moreover, $\mathbf{v}_{\mathbf{G}} \in C^{\infty}\left(Q_{r}, \mathbb{R}^{N}\right)$ since $\mathbf{G} \in C^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)$. To enlighten the notation, from now on we will simply denote $\mathbf{v}_{\mathbf{G}}$ by $\mathbf{v}$.

Choose $\gamma \in[0, \infty)$ such that

$$
\begin{equation*}
\psi^{*}(\gamma)=\int_{Q_{r}} \psi^{*}(|D \mathbf{v}|) \mathrm{d} z+\int_{11} \psi_{Q_{r}}^{*}\left(\left|\mathcal{A}^{T} D \mathbf{v}+\mathbf{G}\right|\right) \mathrm{d} z \tag{3.13}
\end{equation*}
$$

Then, with (3.12) and the subadditivity of $\psi^{*}$ we have

$$
\psi^{*}(\gamma) \leqslant c \int_{Q_{r}} \psi^{*}(|\mathbf{G}|) \mathrm{d} z
$$

Let $m_{0} \in \mathbb{N}$ be large enough, to be determined later. Then by Lemma 3.5(1) and Lemma 3.6 with $\psi^{*}$ in place of $\psi$, there exists $\lambda \in\left[\gamma, 2^{m_{0}} \gamma\right]$ such that $\left\{\mathbf{v} \neq \mathbf{v}_{\lambda}\right\} \subset \mathcal{O}_{\lambda}$ and

$$
\begin{equation*}
\frac{\left|\mathcal{O}_{\lambda}\right|}{\left|Q_{r}\right|} \leqslant \frac{c \psi^{*}(\gamma)}{m_{0} \psi^{*}(\lambda)} \leqslant \frac{c}{m_{0}}, \tag{3.14}
\end{equation*}
$$

where $\mathbf{v}_{\lambda}$ is the parabolic Lipschitz truncation of $\mathbf{v}$ provided by Lemma 3.5. Note that $\mathbf{v}$ is zero on the top, but not on the base, of the cylinder $Q_{r}$. Hence we apply the Lipschitz truncation and related results in the previous subsection to the function $\mathbf{v}(x,-t)$. Accordingly, $\mathbf{v}$ and $\tilde{\mathbf{G}}:=-\mathcal{A}^{T} D \mathbf{v}-\mathbf{G}$ are extended to $B_{r} \times\left(-3 r^{2},-r^{2}\right)$ by $\mathbf{v}(x, t)=\mathbf{v}\left(x,-2 r^{2}-t\right)$ and $\tilde{\mathbf{G}}(x, t)=-\tilde{\mathbf{G}}\left(x,-2 r^{2}-t\right)$ and to the outside of $B_{r} \times\left(-3 r^{2}, r^{2}\right)$ by zeros, hence from (3.4) $\mathbf{v}$ satisfies the system $\mathbf{v}_{t}=\operatorname{div} \tilde{\mathbf{G}}$ in $B_{R} \times(-\infty, \infty)$ in the distribution sense.

Then we observe that

$$
\begin{align*}
\int_{Q_{r}} \mathbf{w} \cdot \mathbf{v}_{t}-\langle\mathcal{A} D \mathbf{w}, D \mathbf{v}\rangle \mathrm{d} z= & \int_{Q_{r}} \mathbf{w} \cdot\left(\mathbf{v}_{\lambda}\right)_{t}-\left\langle\mathcal{A} D \mathbf{w}, D \mathbf{v}_{\lambda}\right\rangle \mathrm{d} z \\
& +\int_{Q_{r}} \mathbf{w} \cdot\left(\mathbf{v}-\mathbf{v}_{\lambda}\right)_{t} \mathrm{~d} z-\int_{Q_{r}}\left\langle\mathcal{A} D \mathbf{w}, D\left(\mathbf{v}-\mathbf{v}_{\lambda}\right\rangle \mathrm{d} z\right.  \tag{3.15}\\
= & I_{1}+I_{2}-I_{3} .
\end{align*}
$$

For $I_{1}$, since $\mathbf{w}=\mathbf{u}+\mathbf{h}$,

$$
\begin{aligned}
I_{1} & =\int_{Q_{r}} \mathbf{w} \cdot\left(\mathbf{v}_{\lambda}\right)_{t}-\left\langle\mathcal{A} D \mathbf{w}, D \mathbf{v}_{\lambda}\right\rangle \mathrm{d} z-\left[\int_{Q_{r}} \mathbf{w} \cdot \mathbf{v}_{\lambda} \mathrm{d} x\right]_{t=-r^{2}}^{t=r^{2}} \\
& =\int_{Q_{r}} \mathbf{u} \cdot\left(\mathbf{v}_{\lambda}\right)_{t}-\left\langle\mathcal{A} D \mathbf{u}, D \mathbf{v}_{\lambda}\right\rangle \mathrm{d} z-\left[\int_{Q_{r}} \mathbf{u} \cdot \mathbf{v}_{\lambda} \mathrm{d} x\right]_{t=-r^{2}}^{t=r^{2}}
\end{aligned}
$$

Then by (3.8), Lemma 3.5(2) and Young's inequality we have that for any $\kappa_{1} \in(0,1)$,

$$
\frac{1}{\left|Q_{r}\right|} I_{1} \leqslant \delta\left\|D \mathbf{v}_{\lambda}\right\|_{L^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)} \leqslant c \delta \lambda \leqslant c_{\kappa_{1}} \psi(\delta)+\kappa_{1} \psi^{*}(\lambda) \leqslant c_{\kappa_{1}} \psi(\delta)+\kappa_{1} \psi^{*}\left(2^{m_{0}} \gamma\right)
$$

We next estimate $I_{3}$. By Young's inequality, Hölder's inequality and Lemma 3.5(3) with $\psi^{*}$ in place of $\psi$ and Lemma 3.6, we have that for any $\kappa_{2} \in(0,1)$

$$
\begin{aligned}
\left|I_{3}\right| & \leqslant c_{\kappa_{2}} \int_{\mathcal{O}_{\lambda} \cap Q_{r}} \psi(|D \mathbf{w}|) \mathrm{d} z+\kappa_{2} \int_{\mathcal{O}_{\lambda} \cap Q_{r}} \psi^{*}\left(\left|D\left(\mathbf{v}-\mathbf{v}_{\lambda}\right)\right|\right) \mathrm{d} z \\
& \leqslant c_{\kappa_{2}} \int_{\mathcal{O}_{\lambda} \cap Q_{r}} \psi(|D \mathbf{w}|) \mathrm{d} z+c \kappa_{2} \int_{Q_{r}} \psi^{*}(|D \mathbf{v}|) \mathrm{d} z+c \kappa_{2}\left|\mathcal{O}_{\lambda}\right| \psi^{*}(\lambda) \\
& \leqslant c_{\kappa_{2}}\left(\int_{Q_{r}} \psi(|D \mathbf{w}|)^{1+\sigma} \mathrm{d} z\right)^{\frac{1}{1+\sigma}}\left|\mathcal{O}_{\lambda}\right|^{\frac{\sigma}{1+\sigma}}+c \kappa_{2} \int_{Q_{r}} \psi^{*}(|D \mathbf{v}|) \mathrm{d} z+c \kappa_{2}\left|\mathcal{O}_{\lambda}\right| \psi^{*}(\lambda),
\end{aligned}
$$

hence applying (3.11) and (3.14)

$$
\frac{1}{\left|Q_{r}\right|}\left|I_{3}\right| \leqslant c_{\kappa_{2}} m_{0}^{-\frac{\sigma}{1+\sigma}}+c \kappa_{2} f_{\substack{Q_{r} \\ 12}} \psi^{*}(|D \mathbf{v}|) \mathrm{d} z+\frac{c \kappa_{2}}{m_{0}} \psi^{*}(\gamma) .
$$

Finally, we estimate $I_{2}$. Recall the parabolic Whitney covering $\left\{Q_{i}\right\}_{i=1}^{\infty}$ of $\mathcal{O}_{\lambda}$ and the partition of unity $\left\{\zeta_{i}\right\}_{i=1}^{\infty} \subset C_{0}^{\infty}\left(\frac{3}{4} Q_{i}\right)$ with respect to $\mathbf{v}$ and the definition of $\mathbf{v}_{\lambda}$ in (3.6). In addition, we extend $\mathbf{w}$ and $\tilde{\mathbf{H}}:=\mathcal{A}(D \mathbf{w}-D \mathbf{u}-\mathbf{H})$ to $B_{r} \times\left(r^{2}, 3 r^{2}\right)$ by $\mathbf{w}(x, t)=\mathbf{w}\left(x, 2 r^{2}-t\right)$ and $\tilde{\mathbf{H}}(x, t)=-\tilde{\mathbf{H}}\left(x, 2 r^{2}-t\right)$ and to the outside of $B_{r} \times\left(-r^{2}, 3 r^{2}\right)$ by zeros, hence from (3.10) $\mathbf{w}$ satisfies the system $\mathbf{w}_{t}=\operatorname{div} \tilde{\mathbf{H}}$ in $B_{R} \times(-\infty, \infty)$ in the distribution sense. With this extended $\mathbf{w}$, we set

$$
\mathbf{w}_{i}:= \begin{cases}(\mathbf{w})_{\zeta_{i}} & \text { if } \frac{3}{4} Q_{i} \subset B_{r} \times\left(-r^{2}, 3 r^{2}\right), \\ \mathbf{0} & \text { otherwise }\end{cases}
$$

Then, since $\mathbf{w}_{i}$ 's are constants and $\mathbf{v}$ solves (3.4), we have

$$
\begin{aligned}
I_{2} & \leqslant c \sum_{\frac{3}{4} Q_{i} \cap Q_{r} \neq \emptyset}\left|\int_{\frac{3}{4} Q_{i} \cap Q_{r}} \mathbf{w} \cdot\left[\zeta_{i}\left(\mathbf{v}-\mathbf{v}_{i}\right)\right]_{t} \mathrm{~d} z\right| \\
& =c \sum_{\frac{3}{4} Q_{i} \cap Q_{r} \neq \emptyset}\left|\int_{\frac{3}{4} Q_{i} \cap Q_{r}}\left(\mathbf{w}-\mathbf{w}_{i}\right) \cdot\left[\zeta_{i}\left(\mathbf{v}-\mathbf{v}_{i}\right)\right]_{t} \mathrm{~d} z\right| \\
& =c \sum_{\frac{3}{4} Q_{i} \cap Q_{r} \neq \emptyset}\left|\int_{\frac{3}{4} Q_{i} \cap Q_{r}}\left(\mathbf{w}-\mathbf{w}_{i}\right) \cdot\left[\left(\mathbf{v}-\mathbf{v}_{i}\right)\left(\zeta_{i}\right)_{t}+\mathbf{v}_{t} \zeta_{i}\right] \mathrm{d} z\right| \\
& =c \sum_{\frac{3}{4} Q_{i} \cap Q_{r} \neq \emptyset}\left|\int_{\frac{3}{4} Q_{i} \cap Q_{r}}\left(\mathbf{w}-\mathbf{w}_{i}\right) \cdot\left(\mathbf{v}-\mathbf{v}_{i}\right)\left(\zeta_{i}\right)_{t}+\left\langle\left(\mathcal{A}^{T} D \mathbf{v}+\mathbf{G}\right), D\left[\left(\mathbf{w}-\mathbf{w}_{i}\right) \zeta_{i}\right]\right\rangle \mathrm{d} z\right| \\
& \leqslant c \sum_{\frac{3}{4} Q_{i} \cap Q_{r} \neq \emptyset} \int_{\frac{3}{4} Q_{i} \cap Q_{r}} \frac{\left|\mathbf{w}-\mathbf{w}_{i}\right|\left|\mathbf{v}-\mathbf{v}_{i}\right|}{r_{i}}+(|D \mathbf{v}|+|\mathbf{G}|)\left(|D \mathbf{w}|+\frac{\left|\mathbf{w}-\mathbf{w}_{i}\right|}{r_{i}}\right) \mathrm{d} z
\end{aligned}
$$

Moreover, by Young's inequality we have that for any $\kappa_{3} \in(0,1)$,

$$
\begin{aligned}
I_{2} \leqslant c_{\kappa_{3}} & \sum_{\frac{3}{4} Q_{i} \cap Q_{r} \neq \emptyset} \int_{\frac{3}{4} Q_{i}} \psi\left(\frac{\left|\mathbf{w}-\mathbf{w}_{i}\right|}{r_{i}}\right)+\psi(|D \mathbf{w}|) \mathrm{d} z \\
& +\kappa_{3} \sum_{\frac{3}{4} Q_{i} \cap Q_{r} \neq \emptyset} \int_{\frac{3}{4} Q_{i}} \psi^{*}\left(\frac{\left|\mathbf{v}-\mathbf{v}_{i}\right|}{r_{i}}\right)+\psi^{*}(|D \mathbf{v}|+|\mathbf{G}|) \mathrm{d} z
\end{aligned}
$$

Then, applying Lemma 3.7 to $\mathbf{w}$ and $\mathbf{v}$ with the extensions of $\mathbf{w}, \mathbf{v}, \mathbf{H}$ and $\mathbf{G}$, we have that

$$
\begin{aligned}
\int_{\frac{3}{4} Q_{i}} \psi\left(\frac{\left|\mathbf{w}-\mathbf{w}_{i}\right|}{r_{i}}\right) \mathrm{d} z & \leqslant c \int_{Q_{i}} \psi(|D \mathbf{w}|) \mathrm{d} z+\int_{Q_{i}} \psi(|\mathcal{A} D \mathbf{w}-\mathcal{A} D \mathbf{u}-\mathbf{H}|) \mathrm{d} z \\
& \leqslant c \int_{Q_{i}} \psi(|D \mathbf{w}|+|D \mathbf{u}|+|\mathbf{H}|) \mathrm{d} z
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\frac{3}{4} Q_{i}} \psi^{*}\left(\frac{\left|\mathbf{v}-\mathbf{v}_{i}\right|}{r_{i}}\right) \mathrm{d} z & \leqslant c \int_{Q_{i}} \psi^{*}(|D \mathbf{v}|) \mathrm{d} z+\int_{Q_{i}} \psi^{*}\left(\left|-\mathcal{A}^{T} D \mathbf{v}-\mathbf{G}\right|\right) \mathrm{d} z \\
& \leqslant c \int_{Q_{i}} \psi^{*}(|D \mathbf{v}|+|\mathbf{G}|) \mathrm{d} z
\end{aligned}
$$

Using these inequalities, the fact that $\sum_{i} \chi_{Q_{i}} \leqslant c(n)$ and considering the extension of functions, we estimate $I_{2}$ as

$$
\begin{aligned}
I_{2} & \leqslant c_{\kappa_{3}} \int_{\mathcal{O}_{\lambda}} \psi(|D \mathbf{w}|+|D \mathbf{u}|+|\mathbf{H}|) \mathrm{d} z+c \kappa_{3} \int_{\mathcal{O}_{\lambda}} \psi^{*}(|D \mathbf{v}|+|\mathbf{G}|) \mathrm{d} z \\
& \leqslant c_{\kappa_{3}}\left(\int_{\mathcal{O}_{\lambda}} \psi(|D \mathbf{w}|+|D \mathbf{u}|+|\mathbf{H}|)^{1+\sigma} \mathrm{d} z\right)^{\frac{1}{1+\sigma}}\left|\mathcal{O}_{\lambda}\right|^{\frac{\sigma}{1+\sigma}}+c \kappa_{3} \int_{\mathcal{O}_{\lambda}} \psi^{*}(|D \mathbf{v}|+|\mathbf{G}|) \mathrm{d} z \\
& \leqslant c_{\kappa_{3}}\left(\int_{Q_{r}} \psi(|D \mathbf{w}|+|D \mathbf{u}|+|\mathbf{H}|)^{1+\sigma} \mathrm{d} z\right)^{\frac{1}{1+\sigma}}\left|\mathcal{O}_{\lambda}\right|^{\frac{\sigma}{1+\sigma}}+c \kappa_{3} \int_{Q_{r}} \psi^{*}(|D \mathbf{v}|+|\mathbf{G}|) \mathrm{d} z .
\end{aligned}
$$

Therefore, by Hölder's inequality and the estimates (3.7), (3.11), (3.12) and (3.13), we have

$$
\frac{1}{\left|Q_{r}\right|} I_{2} \leqslant c_{\kappa_{3}}\left(\frac{\left|\mathcal{O}_{\lambda}\right|}{\left|Q_{r}\right|}\right)^{\frac{\sigma}{1+\sigma}}+c \kappa_{3} f_{Q_{r}} \psi(|D \mathbf{v}|+|\mathbf{G}|) \mathrm{d} z \leqslant c_{\kappa_{3}} m_{0}^{-\frac{\sigma}{1+\sigma}}+c \kappa_{3} f_{Q_{r}} \psi^{*}(|\mathbf{G}|) \mathrm{d} z
$$

Inserting the estimates for $I_{1}, I_{2}$ and $I_{3}$ into (3.15), we have

$$
\begin{aligned}
f_{Q_{r}} \mathbf{w} \cdot \mathbf{v}_{t}-\langle\mathcal{A} D \mathbf{w}, D \mathbf{v}\rangle \mathrm{d} z \leqslant & c_{\kappa_{1}} \psi(\delta)+\left(c_{\kappa_{2}}+c_{\kappa_{3}}\right) m_{0}^{-\frac{\sigma}{1+\sigma}} \\
& +\left(c_{m_{0}} \kappa_{1}+c \kappa_{2}+c \kappa_{3}\right) f_{Q_{r}} \psi^{*}(|\mathbf{G}|) \mathrm{d} z
\end{aligned}
$$

We choose $\kappa_{2}, \kappa_{3}$ small so that $c \kappa_{2}+c \kappa_{3} \leqslant \frac{1}{2}$, then $m_{0}$ large so that $\left(c_{\kappa_{2}}+c_{\kappa_{3}}\right) m_{0}^{-\frac{\sigma}{1+\sigma}} \leqslant \frac{\varepsilon}{2}$, then $\kappa_{1}$ small so that $c_{m_{0}} \kappa_{1} \leqslant \frac{1}{2}$, and then $\delta$ small so that $c_{\kappa_{1}} \psi(\delta) \leqslant \frac{\varepsilon}{2}$. Then we have

$$
f_{Q_{r}} \mathbf{w} \cdot \mathbf{v}_{t}-\langle\mathcal{A} D \mathbf{w}, D \mathbf{v}\rangle \mathrm{d} z \leqslant \varepsilon+f_{Q_{r}} \psi^{*}(|\mathbf{G}|) \mathrm{d} z
$$

Since $\mathbf{G}$ is an arbitrary function in $L^{\psi}\left(Q_{r}, \mathbb{R}^{N n}\right) \cap C^{\infty}\left(Q_{r}, \mathbb{R}^{N n}\right)$, by Lemma 3.4 we deduce (3.9). This concludes the proof.

The $\varphi$-caloric approximation has been proved in [19, Theorem 4.2]. It states that every "almost $\varphi$-caloric" function has a $\varphi$-caloric function "close enough".

Theorem 3.9. ( $\varphi$-caloric approximation) Let $\gamma_{1}, \gamma_{2} \in(0,1), \gamma_{3} \geqslant 1, I:=\left(t^{-}, t^{+}\right)$. Suppose $\varphi$ be an $N$-function with $\Delta_{2}\left(\varphi, \varphi^{*}\right)<\infty$ with $\varphi(1)=1$. Then for every $\varepsilon>0$ there exists $\delta>0$ depending on $n, N, \Delta_{2}\left(\varphi, \varphi^{*}\right), \gamma_{1}, \gamma_{2}, \gamma_{2}$ and $\varepsilon$ such that the following holds: if $\mathbf{u} \in L^{\varphi}\left(I, W^{1, \varphi}(B)\right)$ satisfying $\mathbf{u}_{t}=\operatorname{div} \mathbf{G}$ in the distribution sense is almost $\varphi$-caloric in the sense that for all $\boldsymbol{\zeta} \in C_{0}^{\infty}(Q)$,

$$
\left|f_{Q} \mathbf{u} \cdot \boldsymbol{\zeta}_{t}+\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|}\langle D \mathbf{u}, D \boldsymbol{\zeta}\rangle \mathrm{d} z\right| \leqslant \delta\left[f_{Q} \varphi(|D \mathbf{u}|)+\varphi^{*}(|\mathbf{G}|) \mathrm{d} z+\varphi\left(\|D \boldsymbol{\zeta}\|_{\infty}\right)\right],
$$

then there exists a $\varphi$-caloric function $\mathbf{h}$ such that $\mathbf{h}=\mathbf{u}$ on $\partial_{\mathrm{p}} Q$ and

$$
\begin{aligned}
\left(f_{I}\left(f_{B}\left(\frac{|\mathbf{u}-\mathbf{h}|^{2}}{\left|t^{+}-t^{-}\right|}\right)^{\gamma_{2}} \mathrm{~d} x\right)^{\frac{\gamma_{3}}{\gamma_{2}}} \mathrm{~d} t\right)^{\frac{1}{\gamma_{3}}}+\left(f_{Q} \mid \mathbf{V}(D \mathbf{u})-\right. & \left.\left.\mathbf{V}(D \mathbf{h})\right|^{2 \gamma_{1}} \mathrm{~d} z\right)^{\frac{1}{\gamma_{1}}} \\
& \leqslant \varepsilon f_{Q} \varphi(|D \mathbf{u}|)+\varphi^{*}(|\mathbf{G}|) \mathrm{d} z
\end{aligned}
$$

Note that a first version of the $p$-caloric approximation method was developed by Bögelein-Duzaar-Mingione [6] by using a contradiction argument. They used it to show a partial regularity result for solutions of parabolic systems of $p$-growth; that is, almost
everywhere $\nabla u \in C^{\alpha}$ for some $\alpha>0$. We wish to quickly point out the improvements of the approximation lemma here with respect to the one in [6]. The proof is done directly by a comparison argument and the parabolic Lipschitz truncation. This direct approach allows for showing the closeness both in $L^{2 \gamma_{2}}\left(L^{2 \gamma_{3}}\right)$ and $L^{\varphi_{1}}\left(W^{1, \varphi^{\gamma_{1}}}\right)$ norms (the last closeness is via the function $\mathbf{V}$ in (2.6)).

## 4. Caccioppoli type inequality and Higher integrability

Let $\mathbf{u}$ be a weak solution to (1.1). We always assume that $\varphi$ and $\mathbf{A}$ satisfies Assumption (A). Let $\boldsymbol{\ell}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ be any fixed linear map of the form

$$
\begin{equation*}
\ell(x):=\mathbf{P}\left(x-x_{0}\right)+\mathbf{b}, \quad x \in \mathbb{R}^{n}, \tag{4.1}
\end{equation*}
$$

where $\mathbf{P} \in \mathbb{R}^{N n}, x_{0} \in \mathbb{R}^{n}$ and $\mathbf{b} \in \mathbb{R}^{N}$, and set

$$
\begin{equation*}
\mathbf{u}_{\ell}:=\mathbf{u}-\ell . \tag{4.2}
\end{equation*}
$$

In this section we will obtain the higher integrability of not only $D \mathbf{u}$ but also of $D \mathbf{u}_{\ell}$. We follow the argument in [33].

We first recall a Gagliardo-Nirenberg type inequality for Orlicz functions, see Lemma 4.1, which has been proved in [33, Lemma 2.13]. In order to do that, we fix some notation. A function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is said to be a weak $\Phi$-function if it is increasing with $\varphi(0)=0, \lim _{t \rightarrow 0^{+}} \varphi(t)=0, \lim _{t \rightarrow+\infty} \varphi(t)=+\infty$ and such that the map $t \rightarrow \frac{\varphi(t)}{t}$ is almost increasing. Note that every $N$-function is a weak $\Phi$-function.

Lemma 4.1. Assume that $\psi:[0, \infty) \rightarrow[0, \infty)$ is a weak $\Phi$-function and such that $t \mapsto \frac{\psi(t)}{t_{1}}$ is almost decreasing with constant $L \geqslant 1$ for some $q_{1} \geqslant 1$. For $p \in[1, n)$ and $q_{2}>0$ we have

$$
\left(f_{B_{r}} \psi\left(\left|\frac{f}{r}\right|\right)^{\gamma} \mathrm{d} x\right)^{\frac{1}{\gamma}} \leqslant c\left(f_{B_{r}}\left[\psi(|D f|)^{p}+\psi\left(\left|\frac{f}{r}\right|\right)^{p}\right] \mathrm{d} x\right)^{\frac{\theta}{p}} \psi\left(\left(f_{B_{r}}\left|\frac{f}{r}\right|^{q_{2}} \mathrm{~d} x\right)^{\frac{1}{q_{2}}}\right)^{1-\theta}
$$

for some $c=c\left(n, L, q_{1}, q_{2}\right)>0$, provided that $\theta \in(0,1)$ and $\gamma$ satisfies

$$
\frac{1}{\gamma} \geqslant \frac{\theta}{p^{*}}+\frac{(1-\theta) q_{1}}{q_{2}}
$$

We start with a Caccioppoli type inequality for $\mathbf{u}_{\ell}$.
Lemma 4.2 (Caccioppoli inequality for $\mathbf{u}_{\ell}$ ). Let $\mathbf{u}$ be a weak solution to (1.1). For every pair of concentric cylinders $Q_{r_{1}, \tau_{1}}\left(z_{0}\right) \subset Q_{r_{2}, \tau_{2}}\left(z_{0}\right) \Subset \Omega_{T}$ with $z_{0}=\left(x_{0}, t_{0}\right), 0<r_{1}<r_{2}$ and $0<\tau_{1}<\tau_{2}$, and $\mathbf{b} \in \mathbb{R}^{N}$, we have

$$
\begin{align*}
\sup _{t \in I_{\tau_{1}}\left(t_{0}\right)} \int_{B_{r_{1}\left(x_{0}\right)}} & \left|\mathbf{u}_{\ell}(t)-\mathbf{b}\right|^{2} \mathrm{~d} x+\int_{Q_{r_{1}, \tau_{1}\left(z_{0}\right)}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\boldsymbol{\ell}}\right|\right) \mathrm{d} z \\
& \leqslant c \int_{Q_{r_{2}, \tau_{2}\left(z_{0}\right)}}\left[\frac{\left|\mathbf{u}_{\ell}-\mathbf{b}\right|^{2}}{\tau_{2}-\tau_{1}}+\varphi_{|D \ell|}\left(\left|\frac{\mathbf{u}_{\ell}-\mathbf{b}}{r_{2}-r_{1}}\right|\right)\right] \mathrm{d} z \tag{4.3}
\end{align*}
$$

for some $c=c(n, N, p, q, L, \nu)>0$, where $\mathbf{u}(t)=\mathbf{u}(x, t)$ and $I_{\tau}\left(t_{0}\right)=\left(t_{0}-\tau, t_{0}+\tau\right)$.
Proof. We assume without loss of generality that the center of $Q_{r_{1}, \tau_{1}}$ and $Q_{r_{2}, \tau_{2}}$ is the origin. Let $\xi \in C_{0}^{1}\left(B_{R}\right)$ with $\xi \equiv 1$ in $B_{r}$ and $|D \xi| \leqslant 2 /\left(r_{2}-r_{1}\right)$ and $\eta \in C^{1}(\mathbb{R})$ with $\eta \equiv 0$ in $\left(-\infty,-\tau_{2}\right], \eta \equiv 1$ in $\left[-\tau_{1}, \infty\right)$ and $0 \leqslant \eta^{\prime} \leqslant 2 /\left(\tau_{2}-\tau_{1}\right)$. Using

$$
\boldsymbol{\zeta}(x, t):=\underset{15}{\xi(x)^{q} \eta(t)^{2}}\left(\mathbf{u}_{\ell}(x, t)-\mathbf{b}\right)
$$

as a test function in (1.1), we have that for $s \in I_{\tau_{1}}$,

$$
\int_{-\tau_{2}}^{s} \int_{B_{r_{2}}}\left[\partial_{t} \mathbf{u} \cdot \boldsymbol{\zeta}+\mathbf{A}(D \mathbf{u}): D \boldsymbol{\zeta}\right] \mathrm{d} x \mathrm{~d} t=0
$$

Moreover, since $\partial_{t} \mathbf{b}=\partial_{t} \ell=\operatorname{div} \mathbf{A}(D \boldsymbol{\ell})=\mathbf{0}$, we further have

$$
\int_{-\tau_{2}}^{s} \int_{B_{r_{2}}}\left[\partial_{t}\left(\mathbf{u}_{\ell}-\mathbf{b}\right) \cdot \boldsymbol{\zeta}+(\mathbf{A}(D \mathbf{u})-\mathbf{A}(D \boldsymbol{\ell})): D \boldsymbol{\zeta}\right] \mathrm{d} x \mathrm{~d} t=0
$$

Note that

$$
\begin{aligned}
& \int_{-\tau_{2}}^{s} \int_{B_{r_{2}}} \partial_{t} \mathbf{u} \cdot \boldsymbol{\zeta} \mathrm{~d} x \mathrm{~d} t=\int_{-\tau_{2}}^{s} \int_{B_{r_{2}}} \frac{1}{2} \partial_{t}\left[\xi^{q} \eta^{2}\left|\mathbf{u}_{\ell}-\mathbf{b}\right|^{2}\right]-\xi^{q} \eta \eta^{\prime}\left|\mathbf{u}_{\ell}-\mathbf{b}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& =\frac{1}{2} \int_{B_{r_{2}}} \xi^{q} \eta(s)^{2}\left|\mathbf{u}_{\ell}(s)-\mathbf{b}\right|^{2} \mathrm{~d} x-\int_{-\tau_{2}}^{s} \int_{B_{r_{2}}} \xi^{q} \eta \eta^{\prime}\left|\mathbf{u}_{\ell}-\mathbf{b}\right|^{2} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

where $\mathbf{u}_{\ell}(s)=\mathbf{u}_{\ell}(x, s)$. Then, applying (2.16), (2.19), (2.7) and (2.9) we have that for every $s \in I_{\tau_{1}}$,

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{r_{2}}} \xi^{q} \eta(s)^{2}\left|\mathbf{u}_{\ell}(s)-\mathbf{b}\right|^{2} \mathrm{~d} x+\frac{1}{c} \int_{\sigma}^{s} \int_{B_{r_{2}}} \xi^{q} \eta^{2} \varphi_{|D \ell|}\left(\mid D \mathbf{u}_{\ell}\right) \mathrm{d} x \mathrm{~d} t \\
& \leqslant-q \int_{-\tau_{2}}^{s} \int_{B_{r_{2}}} \xi^{q-1} \eta^{2}(\mathbf{A}(D \mathbf{u})-\mathbf{A}(D \ell)): D \xi \otimes\left(\mathbf{u}_{\ell}-\mathbf{b}\right) \mathrm{d} x \mathrm{~d} t \\
& \quad+\int_{-\tau_{2}}^{s} \int_{B_{r_{2}}} \xi^{q} \eta \eta^{\prime}\left|\mathbf{u}_{\ell}-\mathbf{b}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leqslant c \int_{-\tau_{2}}^{s} \int_{B_{r_{2}}} \xi^{q-1} \eta^{2} \varphi_{|D \ell|}^{\prime}\left(\left|D \mathbf{u}_{\ell}\right|\right)\left|\frac{\mathbf{u}_{\ell}-\mathbf{b}}{r_{2}-r_{1}}\right| \mathrm{d} x \mathrm{~d} t+\int_{-\tau_{2}}^{s} \int_{B_{r_{2}}} \frac{\left|\mathbf{u}_{\ell}-\mathbf{b}\right|^{2}}{\tau_{2}-\tau_{1}} \mathrm{~d} x \mathrm{~d} t .
\end{aligned}
$$

Finally, applying Young's inequality (2.2) with (2.3) and using the properties the cut-off functions $\xi$ and $\eta$ we have the estimate (4.3).

Considering the intrinsic cylinders with the $N$-functions $\varphi$ and $\varphi_{|D \ell|}$, defined by

$$
Q_{r}^{\lambda}\left(z_{0}\right):=B_{r}\left(x_{0}\right) \times I_{r}^{\lambda}\left(t_{0}\right), \quad \text { where } I_{r}^{\lambda}\left(t_{0}\right):=\left(t_{0}-\frac{\lambda^{2}}{\varphi(\lambda)} r^{2}, t_{0}+\frac{\lambda^{2}}{\varphi(\lambda)} r^{2}\right)
$$

and

$$
\mathcal{Q}_{r}^{\lambda}\left(z_{0}\right):=B_{r}\left(x_{0}\right) \times \mathcal{I}_{r}^{\lambda}\left(t_{0}\right), \quad \text { where } \mathcal{I}_{r}^{\lambda}\left(t_{0}\right):=\left(t_{0}-\frac{\lambda^{2}}{\varphi_{|D \ell|}(\lambda)} r^{2}, t_{0}+\frac{\lambda^{2}}{\varphi_{|D \ell|}(\lambda)} r^{2}\right),
$$

respectively, we obtain the following Caccioppoli-type estimates.
Corollary 4.3. Let $\mathbf{u}$ be a weak solution to (1.1). For every $Q_{R}^{\lambda} \Subset \Omega_{T}$ or $\mathcal{Q}_{R}^{\lambda} \Subset \Omega_{T}$ with $\lambda, R>0$ and $r \in(0, R)$ and $\mathbf{b} \in \mathbb{R}^{N}$, we have

$$
\begin{align*}
\sup _{t \in I_{r}^{\lambda}} \int_{B_{r}}\left|\mathbf{u}_{\ell}(t)-\mathbf{b}\right|^{2} \mathrm{~d} x & +\int_{Q_{r}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \\
& \leqslant c \int_{Q_{R}^{\lambda}}\left[\frac{\varphi(\lambda)}{\lambda^{2}}\left|\frac{\mathbf{u}_{\ell}-\mathbf{b}}{R-r}\right|^{2}+\varphi_{|D \ell|}\left(\left|\frac{\mathbf{u}_{\ell}-\mathbf{b}}{R-r}\right|\right)\right] \mathrm{d} z \tag{4.4}
\end{align*}
$$

and

$$
\begin{align*}
\sup _{t \in \mathcal{I}_{r}^{\lambda}} \int_{B_{r}}\left|\mathbf{u}_{\ell}(t)-\mathbf{b}\right|^{2} \mathrm{~d} x & +\int_{\mathcal{Q}_{r}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \\
& \leqslant c \int_{\mathcal{Q}_{R}^{\lambda}}\left[\frac{\varphi_{|D \ell|}(\lambda)}{\lambda^{2}}\left|\frac{\mathbf{u}_{\ell}-\mathbf{b}}{R-r}\right|^{2}+\varphi_{|D \ell|}\left(\left|\frac{\mathbf{u}_{\ell}-\mathbf{b}}{R-r}\right|\right)\right] \mathrm{d} z \tag{4.5}
\end{align*}
$$

for some $c=c(n, N, p, q, L, \nu)>0$, where $\mathbf{u}(t)=\mathbf{u}(x, t)$.
In the remaining part of this section, we obtain higher integrability estimates for $\varphi_{\mid D \ell}\left(\left|D \mathbf{u}_{\ell}\right|\right)$. Note that the higher integrability of $\varphi(|D \mathbf{u}|)$ (i.e., the case $\left.\boldsymbol{\ell}=\mathbf{0}\right)$ is proved in [33]. We then follow the argument therein.

As a first key tool, we introduce a Sobolev-Poincaré type inequality, Lemma 4.4. The proof of (4.6) could be obtained with minor modifications as in [33, Lemma 3.4], just replacing $\mathbf{u}$ and $\varphi$ by $\mathbf{u}_{\ell}$ and $\varphi_{|D \ell|}$, respectively, and modifying the estimate for $\left|\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}\right|$ (see (4.10) below) according to assumption (2.9). However, for the reader's convenience, we prefer to provide a detailed proof. Note that the simplified version of the Poincaré inequality in (4.8) can be also found in [19, Lemma 2.9].

Let $\xi \in C_{0}^{\infty}\left(B_{\rho}\right)$ satisfy $0 \leqslant \xi \leqslant 1, \xi \equiv 1$ in $B_{\rho / 2},|D \xi| \leqslant \frac{4}{\rho}$. Note that $2^{-n}\left|B_{\rho}\right| \leqslant$ $\|\xi\|_{1} \leqslant\left|B_{\rho}\right|$. Define

$$
(f)_{\rho}^{\lambda}:=\frac{1}{\|\xi\|_{1}} f_{\mathcal{I}_{\rho}^{\lambda}} \int_{B_{\rho}} f \xi \mathrm{~d} x \mathrm{~d} t \quad \text { and } \quad\langle f\rangle_{\xi}(t):=\frac{1}{\|\xi\|_{1}} \int_{B_{\rho}} f(x, t) \xi \mathrm{d} x \text { for } t \in \mathcal{I}_{\rho}^{\lambda} .
$$

Lemma 4.4. Let $\mathbf{u}$ be a weak solution to (1.1). For an $N$-function $\psi$ satisfying (2.5) with $1 \leqslant p_{1} \leqslant q_{1}$ in place of $1<p \leqslant q, \mathcal{Q}_{4 \rho}^{\lambda} \Subset \Omega_{T}$ with $\lambda>0$ and $\rho \leqslant r<R \leqslant 4 \rho$, we have

$$
\begin{equation*}
f_{\mathcal{Q}_{r}^{\lambda}} \psi\left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{r}\right|\right) \mathrm{d} z \leqslant c \psi\left(A_{0}\right)+c \psi\left(\mathcal{T}(r, R)^{\frac{1}{2}}\right)^{\left(1-\theta_{0}\right)} f_{\mathcal{Q}_{r}^{\lambda}} \psi\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}} \mathrm{~d} z, \tag{4.6}
\end{equation*}
$$

for some $c=c\left(n, N, p, q, p_{1}, q_{1}, \theta_{0}, L, \nu, \Lambda\right)>0$ provided that

$$
\theta_{0} p_{1} \in[1, n) \quad \text { and } \quad \frac{n q_{1}}{n q_{1}+2 p_{1}} \leqslant \theta_{0} \leqslant 1 .
$$

Here $\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}$ it the average of $\mathbf{u}$ on $\mathcal{Q}_{\rho}^{\lambda}$,

$$
\begin{equation*}
A_{0}:=\frac{\lambda^{2}}{\varphi_{|D \ell|}(\lambda)} f_{\mathcal{Q}_{r}^{\lambda}} \varphi_{|D \ell|}^{\prime}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \tag{4.7}
\end{equation*}
$$

$$
\mathcal{T}(r, R):=f_{\mathcal{Q}_{R}^{\lambda}}\left[\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{R-r}\right|^{2}+\frac{\lambda^{2}}{\varphi_{|D \ell|}(\lambda)} \varphi_{|D \ell|}\left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{R-r}\right|\right)\right] \mathrm{d} z+A_{0}^{2} .
$$

In particular, when $\theta_{0}=p_{1}=1$, we have

$$
\begin{equation*}
f_{\mathcal{Q}_{r}^{\lambda}} \psi\left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{r}\right|\right) \mathrm{d} z \leqslant c f_{\mathcal{Q}_{r}^{\lambda}} \psi\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z+c \psi\left(A_{0}\right) . \tag{4.8}
\end{equation*}
$$

Proof. The triangle inequality implies

$$
\begin{align*}
f_{\mathcal{Q}_{r}^{\lambda}} \psi & \left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{r}\right|\right) \mathrm{d} z=f_{\mathcal{Q}_{r}^{\lambda}} \psi\left(\left|\frac{\mathbf{u}_{\ell}(z)-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)+\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{r}\right|\right) \mathrm{d} z  \tag{4.9}\\
& \leqslant c f_{\mathcal{I}_{r}^{\lambda}} \psi\left(\left|\frac{\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{r}\right|\right) \mathrm{d} t+c f_{\mathcal{Q}_{r}^{\lambda}} \psi\left(\left|\frac{\mathbf{u}_{\ell}(z)-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)}{r}\right|\right) \mathrm{d} z
\end{align*}
$$

We start with an estimate of the first term in the right hand side above. By the definition of $\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}$ and using the weak formulation of (1.1) with test-function $\boldsymbol{\zeta}(x, t):=$ $(\xi(x), \ldots, \xi(x))$, we find from (2.9) that

$$
\begin{align*}
\left|\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}\right| & \leqslant \sup _{\tau \in \mathcal{I}_{r}^{\lambda}}\left|\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(\tau)\right|=\sup _{\tau \in \mathcal{I}_{r}^{\lambda}}\left|\int_{\tau}^{t} \partial_{t}\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(s) \mathrm{d} s\right| \\
& =\sup _{\tau \in \mathcal{I}_{r}^{\lambda}}\left|\int_{\tau}^{t} \frac{1}{\|\eta\|_{1}} \int_{B_{r}} \partial_{t} \mathbf{u}_{\ell}(x, s) \xi(x) \mathrm{d} x \mathrm{~d} s\right| \\
& =\sup _{\tau \in \mathcal{I}_{r}^{\lambda}}\left|\int_{\tau}^{t} \frac{1}{\|\eta\|_{1}} \int_{B_{r}} \partial_{t} \mathbf{u}(x, s) \xi(x) \mathrm{d} x \mathrm{~d} s\right|  \tag{4.10}\\
& \approx \sup _{\tau \in \mathcal{I}_{r}^{\lambda}}\left|\int_{\tau}^{t} f_{B_{r}}(\mathbf{A}(D \mathbf{u})-\mathbf{A}(D \boldsymbol{\ell})) D \xi \mathrm{~d} x \mathrm{~d} s\right| \\
& \leqslant \frac{c r \lambda^{2}}{\varphi_{|D \ell|}(\lambda)} f_{\mathcal{Q}_{r}^{\lambda}} \varphi_{|D \ell|}^{\prime}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z=r A_{0} .
\end{align*}
$$

We next estimate the second term in (4.9). From the Gagliardo-Nirenberg type inequality in Lemma 4.1 with $\left(\psi, \gamma, p, q_{1}, q_{2}\right):=\left(\psi^{1 / p_{1}}, p_{1}, \theta_{0} p_{1}, \frac{q_{1}}{p_{1}}, 2\right)$ we conclude that

$$
\begin{equation*}
f_{B_{r}} \psi\left(\left|\frac{f}{r}\right|\right) \mathrm{d} x \leqslant c\left(f_{B_{r}}\left[\psi(|D f|)^{\theta_{1}}+\psi\left(\left|\frac{f}{r}\right|\right)^{\theta_{0}}\right] \mathrm{d} x\right) \psi\left(\left[f_{B_{r}}\left|\frac{f}{r}\right|^{2} \mathrm{~d} x\right]^{\frac{1}{2}}\right)^{1-\theta_{0}} \tag{4.11}
\end{equation*}
$$

provided $\theta_{0} p_{1} \in[1, n)$ and

$$
\frac{1}{p_{1}} \geqslant \frac{\theta_{0}}{\left(\theta_{0} p_{1}\right)^{*}}+\frac{1-\theta_{0}}{2} \frac{q_{1}}{p_{1}}=\frac{1}{p_{1}}-\frac{\theta_{0}}{n}+\frac{1-\theta_{0}}{2} \frac{q_{1}}{p_{1}}
$$

This can be written as $\theta_{0} \geqslant \frac{n q_{1}}{n q_{1}+2 p_{1}}$. Applying (4.11) with $f:=\mathbf{u}_{\ell}-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}$ on each time slice gives

$$
\begin{align*}
f_{\mathcal{Q}_{r}^{\lambda}} \psi\left(\left|\frac{\mathbf{u}_{\ell}(z)-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)}{r}\right|\right) \mathrm{d} z \leqslant & c\left(f_{\mathcal{Q}_{r}^{\lambda}}\left[\psi\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}}+\psi\left(\frac{\mathbf{u}_{\ell}-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}}{r}\right)^{\theta_{0}}\right] \mathrm{d} z\right)  \tag{4.12}\\
& \times \psi\left(\left(\sup _{t \in \mathcal{I}_{r}^{\lambda}} f_{B_{r}}\left|\frac{\mathbf{u}_{\ell}-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}}{r}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}\right)^{1-\theta_{0}}
\end{align*}
$$

Note that for each time slice of $\mathcal{Q}_{r}^{\lambda}$, since $\theta_{0} p_{1} \geqslant 1$, we can apply the weighted Poincaré inequality [14, Theorem 7], so that

$$
f_{B_{r}} \psi\left(\left|\frac{\mathbf{u}_{\ell}(x, t)-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)}{r}\right|\right)^{\theta_{0}} \mathrm{~d} x \leqslant c f_{B_{r}} \psi\left(\left|D \mathbf{u}_{\ell}(x, t)\right|\right)^{\theta_{0}} \mathrm{~d} x .
$$

Finally, from the Caccioppoli inequality in (4.5) with $\mathbf{b}:=\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}$ and (4.10) we conclude that

$$
\begin{aligned}
& \sup _{t \in \mathcal{I}_{r}^{\lambda}} f_{B_{r}}\left|\frac{\mathbf{u}_{\ell}-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}}{r}\right|^{2} \mathrm{~d} x \\
& \leqslant c \sup _{t \in \mathcal{I}_{r}^{\lambda}} f_{B_{r}}\left|\frac{\mathbf{u}_{\ell}(x, t)-\left(\mathbf{u}_{\ell}\right\rangle_{\rho}^{\lambda}}{r}\right|^{2} \mathrm{~d} x+c \sup _{t \in \mathcal{I}_{r}^{\lambda}}\left|\frac{\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}-\left\langle\mathbf{u}_{\ell}\right\rangle_{\xi}(t)}{r}\right|^{2} \\
& \leqslant c f_{\mathcal{Q}_{R}^{\lambda}}\left[\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{R-r}\right|^{2}+\frac{\lambda^{2}}{\varphi_{|D \ell|}(\lambda)} \varphi_{|D \ell|}\left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{R-r}\right|\right)\right] \mathrm{d} z+c A_{0}^{2}
\end{aligned}
$$

Therefore, inserting the above two estimates into (4.12) and combining with (4.9)-(4.10), we complete the proof of (4.6).

The next two lemmas show that the right hand side of the estimate in Lemma 4.4 can be controlled by suitable quantities when we are in suitable intrinsic cylinders.

Lemma 4.5. Let the assumptions of Lemma 4.4 be in force, and assume additionally that

$$
f_{\mathcal{Q}_{\hat{4} \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \leqslant \varphi_{|D \ell|}(\lambda) .
$$

Then, for some $c=c\left(n, N, p, q, p_{1}, q_{1}, \theta_{0}, L, \nu, \Lambda\right)>0$,

$$
f_{\mathcal{Q}_{2 \rho}^{\lambda}} \psi\left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{\rho}\right|\right) \mathrm{d} z \leqslant c \psi\left(A_{0}\right)+c \psi(\lambda)^{1-\theta_{0}} f_{Q_{2 \rho}^{\lambda}} \psi\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}} \mathrm{~d} z,
$$

where $A_{0}$ is that of (4.7) with $r=2 \rho$.
Proof. The proof is exactly the same as the one of [33, Lemma 3.9] with $\mathbf{u}_{\ell}$ and $\varphi_{|D \ell|}$ in place of $\mathbf{u}$ and $\varphi$, respectively.
Finally, we obtain a reverse Hölder inequality for $\varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)$. The proof is almost the same as that of [33, Lemma 3.12]. The main difference is the use of the Caccioppoli estimate (4.4) in place of the usual one [33, Lemma 3.1].
Lemma 4.6. Let $\mathbf{u}$ be a weak solution to (1.1) and $Q_{4 \rho}^{\lambda} \Subset \Omega_{I}$ with $\lambda, \rho>0$. Suppose that

$$
\begin{equation*}
\varphi_{|D \ell|}(\lambda) \leqslant f_{\mathcal{Q}_{\rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \quad \text { and } \quad f_{\mathcal{Q}_{4 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \leqslant \varphi_{|D \ell|}(\lambda) . \tag{4.13}
\end{equation*}
$$

Then there exist $\theta=\theta(n, p, q) \in(0,1)$ and $c=c(n, N, p, q, L, \nu, \Lambda)>0$ such that

$$
\begin{equation*}
f_{\mathcal{Q}_{\rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \leqslant c\left(f_{\mathcal{Q}_{4 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta} \mathrm{d} z\right)^{\frac{1}{\theta}} . \tag{4.14}
\end{equation*}
$$

Proof. We denote $p_{0}:=\frac{2 n}{n+2}$, and recall $A_{0}$ in (4.7). Arguing as in [33, Lemma 2.9] we have that for every $\delta \in(0,1)$ and $\theta_{0} \in\left(1-\frac{1}{q}, 1\right]$,

$$
A_{0} \leqslant\left\{\begin{array}{l}
\delta \lambda+c_{\delta} \varphi_{|D \ell|}^{-1}\left(\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}} \mathrm{~d} z\right)^{\frac{1}{\theta_{0}}}\right),  \tag{4.15}\\
c \lambda
\end{array}\right.
$$

By the Caccioppoli inequality (4.4) with $\mathbf{b}:=\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}$, we find that

$$
\begin{equation*}
f_{\mathcal{Q}_{\rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \leqslant c \frac{\varphi_{|D \ell|}(\lambda)}{\lambda^{2}} f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{\rho}\right|^{2} \mathrm{~d} z+c f_{\mathcal{Q}_{2 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{\rho}\right|\right) \mathrm{d} z \tag{4.16}
\end{equation*}
$$

We then estimate the two integrals in the right hand side.
By Lemma 4.5 for $\psi:=\varphi_{|D \ell|}$, considering also (4.15) and the classical Young's inequality for conjugate exponents $\frac{1}{\theta_{0}}, \frac{1}{1-\theta_{0}}$, we have that for any $\delta \in(0,1)$

$$
\begin{align*}
& f_{Q_{2 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{\rho}\right|\right) \mathrm{d} z \leqslant c \varphi_{|D \ell|}\left(A_{0}\right)+c \varphi_{|D \ell|}(\lambda)^{\left(1-\theta_{0}\right)} f_{\mathcal{Q}_{2 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}} \mathrm{~d} z \\
& \leqslant c_{\delta}\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}} \mathrm{~d} z\right)^{\frac{1}{\theta_{0}}}+c \delta \varphi_{|D \ell|}(\lambda)  \tag{4.17}\\
& 19
\end{align*}
$$

An analogous argument in the case $\psi(t):=t^{2}$ and $\theta_{0}:=\frac{p_{0}}{2}$, shows that for any $\delta \in(0,1)$

$$
\begin{aligned}
\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{\rho}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}} & \leqslant c A_{0}+c\left(\lambda^{2-p_{0}} f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|D \mathbf{u}_{\ell}\right|^{p_{0}} \mathrm{~d} z\right)^{\frac{1}{2}} \\
& \leqslant c_{\delta}\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|D \mathbf{u}_{\ell}\right|^{p_{0}} \mathrm{~d} z\right)^{\frac{1}{p_{0}}}+c A_{0}+\delta \lambda .
\end{aligned}
$$

In particular, we also have

$$
\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{\rho}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \leqslant c \lambda .
$$

Now, multiplying the previous two inequalities and using Young's inequality (2.2), (2.3), (2.12), the Jensen inequality in Lemma 2.1 with $\psi(t):=\varphi_{|D \ell|}\left(t^{\frac{1}{p_{0}}}\right)^{\theta_{0}}$ with $\theta_{0} \in(0,1)$ sufficiently close to 1 and (4.15), we obtain that for any $\delta \in(0,1)$

$$
\begin{align*}
\frac{\varphi_{|D \ell|}(\lambda)}{\lambda^{2}} f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|\frac{\mathbf{u}_{\ell}-\left(\mathbf{u}_{\ell}\right)_{\rho}^{\lambda}}{\rho}\right|^{2} \mathrm{~d} z & \leqslant c \varphi_{|D \ell|}^{\prime}(\lambda)\left[c_{\delta}\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|D \mathbf{u}_{\ell}\right|^{p_{0}} \mathrm{~d} z\right)^{\frac{1}{p_{0}}}+A_{0}+\delta \lambda\right]  \tag{4.18}\\
& \leqslant c_{\delta} \varphi_{|D \ell|}\left(\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}}\left|D \mathbf{u}_{\ell}\right|^{\mid p_{0}} \mathrm{~d} z\right)^{\frac{1}{p_{0}}}\right)+c_{\delta} \varphi_{|D \ell|}\left(A_{0}\right)+c \delta \varphi_{|D \ell|}(\lambda) \\
& \leqslant c_{\delta}\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}} \mathrm{~d} z\right)^{\frac{1}{\theta_{0}}}+c \delta \varphi_{|D \ell|}(\lambda) .
\end{align*}
$$

Finally, inserting (4.17) and (4.18) into (4.16), we find that

$$
f_{\mathcal{Q}_{\rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z \leqslant c_{\delta}\left(f_{\mathcal{Q}_{2 \rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{\theta_{0}} \mathrm{~d} z\right)^{\frac{1}{\theta_{0}}}+c \delta \varphi_{|D \ell|}(\lambda)
$$

Choosing $\delta$ so small that $c \delta=\frac{1}{2}$ and absorbing the term in the left-hand side by (4.13) we obtain the reverse Hölder inequality (4.14).

Finally, by arguing exactly as in [33, Section 4] with $\varphi_{|D \ell|}$ and $\mathbf{u}_{\ell}$ in place of $\varphi$ and $\mathbf{u}$, respectively, we have the following higher integrability result for $D \mathbf{u}_{\ell}$.
Theorem 4.7. Let $\mathbf{u}$ be a local weak solution to (1.1). There exists $\sigma=\sigma(n, N, p, q, L, \nu)>$ 0 such that $\varphi_{\mid D \ell}\left(\left|D \mathbf{u}_{\ell}\right|\right) \in L_{l o c}^{1+\sigma}\left(\Omega_{T}\right)$ with the following estimate: for any $Q_{4 \rho} \Subset \Omega_{T}$,

$$
f_{Q_{\rho}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{1+\sigma} \mathrm{d} z \leqslant c\left[\left(\varphi_{|D \ell|} \circ \mathcal{D}^{-1}\right)\left(f_{Q_{2 \rho}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z\right)\right]^{\sigma} f_{Q_{2 \rho}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z
$$

for some $c=c(n, N, p, q, L, \nu, \Lambda)>0$, where $\mathcal{D}(t):=\min \left\{t^{2}, \varphi_{|D \ell|}(t)^{\frac{n+2}{2}} t^{-n}\right\}$ and $\mathcal{D}^{-1}$ is the inverse of $\mathcal{D}$.

Moreover, by a scaling argument, we have the following homogeneous higher integrability result in intrinsic parabolic cylinders with $\varphi$.
Corollary 4.8. Let $\mathbf{u}$ be a local weak solution to (1.1). There exists $\sigma=\sigma(n, N, p, q, L, \nu)>$ 0 such that if $Q_{4 \rho}^{\lambda} \Subset \Omega_{T}$ and

$$
\begin{equation*}
f_{Q_{4 \rho}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant \varphi(\lambda) \quad \text { and } \quad|D \boldsymbol{\ell}| \leqslant \lambda, \tag{4.19}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(f_{Q_{\rho}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)^{1+\sigma} \mathrm{d} z\right)^{\frac{1}{1+\sigma}} \leqslant c \varphi(\lambda) \tag{4.20}
\end{equation*}
$$

for some $c=c(n, N, p, q, L, \nu)>0$.
Proof. Let

$$
\begin{equation*}
\tilde{\mathbf{u}}(x, t):=\frac{1}{\lambda} \mathbf{u}\left(x, t \lambda^{2} / \varphi(\lambda)\right), \quad \tilde{\mathbf{A}}(\mathbf{P}):=\frac{\lambda \mathbf{A}(\lambda \mathbf{P})}{\varphi(\lambda)}, \quad \tilde{\varphi}(\tau):=\frac{\varphi(\lambda \tau)}{\varphi(\lambda)}, \quad \tilde{\ell}:=\frac{1}{\lambda} \ell . \tag{4.21}
\end{equation*}
$$

Note that $\tilde{\mathbf{A}}$ satisfies the same properties of $\mathbf{A}$ listed in Assumption (A), with $\tilde{\varphi}$ in place of $\varphi$. Then $\tilde{\mathbf{u}}$ is a weak solution to

$$
\partial_{t} \tilde{\mathbf{u}}-\operatorname{div} \tilde{\mathbf{A}}(D \tilde{\mathbf{u}})=\mathbf{0} \quad \text { in } Q_{4 \rho}
$$

Moreover, by (4.19), we have

$$
f_{Q_{4 \rho}} \tilde{\varphi}(|D \tilde{\mathbf{u}}|) \mathrm{d} z \leqslant 1 \quad \text { and } \quad|D \tilde{\ell}| \leqslant 1,
$$

whence, taking into account (2.14),

$$
f_{Q_{4 \rho}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}\right|\right) \mathrm{d} z \leqslant c f_{Q_{4 \rho}} \tilde{\varphi}(|D \tilde{\mathbf{u}}|+|D \tilde{\ell}|) \mathrm{d} z \leqslant c .
$$

Therefore, by Theorem 4.7 we have

$$
\begin{equation*}
\left(f_{Q_{\rho}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell} \mid}\right|\right)^{1+\sigma} \mathrm{d} z\right)^{\frac{1}{1+\sigma}} \leqslant c . \tag{4.22}
\end{equation*}
$$

In addition, since by (2.13) and (4.21)

$$
\tilde{\varphi}_{|D \tilde{\ell}|}(\tau) \sim \frac{\varphi^{\prime}(|D \ell|+\lambda \tau)}{\varphi(\lambda)(|D \ell|+\lambda \tau)}(\lambda \tau)^{2},
$$

we have, taking into account also (2.12),

$$
\tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}\right|\right) \sim \frac{\varphi^{\prime}\left(|D \ell|+\left|D \mathbf{u}_{\ell}\right|\right)}{\varphi(\lambda)\left(|D \ell|+\left|D \mathbf{u}_{\ell}\right|\right)}\left|D \mathbf{u}_{\ell}\right|^{2} \sim \frac{\varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)}{\varphi(\lambda)} .
$$

Therefore, inserting the above estimate in (4.22) we obtain (4.20).

## 5. Nondegenerate regime

In this section we consider the nondegenerate regime, which means that the average of the gradient of solution is relatively greater than the relevant excess, see for instance (5.6). In this regime, we apply the $\mathcal{A}$-caloric approximation.

We first show that the solution $\mathbf{u}$ to (1.1) is an almost weak solution of a linear system with constant coefficients.

Lemma 5.1. Let $\mathbf{u}$ be a weak solution to (1.1) and $Q_{r}^{\lambda} \Subset \Omega_{T}$. Then for every $\boldsymbol{\zeta} \in$ $C^{\infty}\left(Q_{r}^{\lambda} ; \mathbb{R}^{N}\right)$ with $\boldsymbol{\zeta}=\mathbf{0}$ on $\partial B_{r} \times I_{r}^{\lambda}$, we have

$$
\begin{align*}
& \frac{1}{Q_{r}^{\lambda}}\left|\int_{Q_{r}^{\lambda}} \mathbf{u}_{\ell} \cdot \boldsymbol{\zeta}_{t}-D \mathbf{A}(D \boldsymbol{\ell})\left\langle D \mathbf{u}_{\ell}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} z-\left[\int_{B_{r}} \mathbf{u}_{\ell} \cdot \boldsymbol{\zeta} \mathrm{d} x\right]_{t=-r^{2} / \varphi^{\prime \prime}(\lambda)}^{t=r^{2} / \varphi^{\prime \prime}(\lambda)}\right|  \tag{5.1}\\
& \leqslant c \varphi^{\prime}(|D \boldsymbol{\ell}|)\left(\mu^{\gamma}+\mu\right) \mu\|D \boldsymbol{\zeta}\|_{L^{\infty}\left(Q_{r}^{\lambda} ; \mathbb{R}^{N n}\right)}^{21},
\end{align*}
$$

where $\boldsymbol{\ell}$ and $\mathbf{u}_{\boldsymbol{\ell}}$ are from (4.1) and (4.2) and

$$
\mu:=\left(\frac{1}{\varphi(|D \ell|)} f_{Q_{r}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z\right)^{\frac{1}{2}}
$$

Proof. It is enough to consider $\boldsymbol{\zeta} \in C^{\infty}\left(Q_{r}^{\lambda} ; \mathbb{R}^{N}\right)$ with $\| D \boldsymbol{\zeta}_{L^{\infty}\left(Q_{r}^{\lambda} ; \mathbb{R}^{N n}\right)} \leqslant 1$ by linearity. From the weak form of (1.1) and the fact that $\boldsymbol{\ell}_{t}=\operatorname{div}(\mathbf{A}(D \ell))=\mathbf{0}$, we observe that

$$
\begin{align*}
& f_{Q_{r}^{\lambda}} \mathbf{u}_{\ell} \cdot \boldsymbol{\zeta}_{t}-D \mathbf{A}(D \boldsymbol{\ell})\left\langle D \mathbf{u}_{\ell}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} z-\left[\int_{B_{r}} \mathbf{u}_{\ell} \cdot \boldsymbol{\zeta} \mathrm{d} x\right]_{t=-r^{2} \lambda^{2} / \varphi(\lambda)}^{t=r^{2} \lambda^{2} / \varphi(\lambda)} \\
& =f_{Q_{r}^{\lambda}} \mathbf{u} \cdot \boldsymbol{\zeta}_{t}-D \mathbf{A}(D \boldsymbol{\ell})\left\langle D \mathbf{u}_{\ell}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} z-\left[\int_{B_{r}} \mathbf{u} \cdot \boldsymbol{\zeta} \mathrm{~d} x\right]_{t=-r^{2} / \lambda^{2} \varphi(\lambda)}^{t=r^{2} \lambda^{2} / \varphi(\lambda)} \\
& =f_{Q_{r}^{\lambda}}\langle\mathbf{A}(D \mathbf{u})-\mathbf{A}(D \boldsymbol{\ell}), D \boldsymbol{\zeta}\rangle-D \mathbf{A}(D \boldsymbol{\ell})\left\langle D \mathbf{u}_{\ell}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} z  \tag{5.2}\\
& =f_{Q_{r}^{\lambda}} \int_{0}^{1}\left\langle\left[D \mathbf{A}\left(s D \mathbf{u}_{\ell}+D \boldsymbol{\ell}\right)-D \mathbf{A}(D \boldsymbol{\ell})\right] D \mathbf{u}_{\ell}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} s \mathrm{~d} z \\
& \leqslant f_{Q_{r}^{\lambda}}\left[\int_{0}^{1}\left|D \mathbf{A}\left(s D \mathbf{u}_{\ell}+D \boldsymbol{\ell}\right)-D \mathbf{A}(D \boldsymbol{\ell})\right| \mathrm{d} s\right]\left|D \mathbf{u}_{\ell}\right||D \boldsymbol{\zeta}| \mathrm{d} z
\end{align*}
$$

Set $S_{1}=\left\{z \in Q_{r}^{\lambda}:\left|D \mathbf{u}_{\ell}(z)\right|>\frac{1}{2}|D \ell|\right\}$ and $S_{2}=\left\{z \in Q_{r}^{\lambda}:\left|D \mathbf{u}_{\ell}(z)\right| \leqslant \frac{1}{2}|D \ell|\right\}$.
If $z \in S_{1}$, using (2.8) and the fact that $|D \mathbf{u}|+|D \ell| \leqslant\left|D \mathbf{u}_{\boldsymbol{\ell}}\right|+2|D \ell| \leqslant 5\left|D \mathbf{u}_{\ell}\right|$,

$$
\begin{aligned}
& \int_{0}^{1}\left|D \mathbf{A}\left(s D \mathbf{u}_{\ell}(z)+D \ell\right)-D \mathbf{A}(D \ell)\right| \mathrm{d} s \\
& \leqslant c \int_{0}^{1} \varphi^{\prime \prime}(|s D \mathbf{u}(z)+(1-s) D \boldsymbol{\ell}|) \mathrm{d} s+c \varphi^{\prime \prime}(|D \boldsymbol{\ell}|) \\
& \leqslant c \frac{\varphi^{\prime}(|D \mathbf{u}(z)|+|D \ell|)}{|D \mathbf{u}(z)|+|D \ell|}+c \frac{\varphi^{\prime}(|D \mathbf{u}(z)|+|D \ell|)}{|D \ell|} \\
& \leqslant \frac{c}{|D \ell|} \varphi^{\prime}\left(\left|D \mathbf{u}_{\ell}(z)\right|\right) \leqslant \frac{c}{|D \ell|^{\prime}} \varphi^{\prime}\left(\left|D \mathbf{u}_{\ell}(z)\right|+|D \ell|\right) \frac{5\left|D \mathbf{u}_{\ell}(z)\right|}{\left|D \mathbf{u}_{\ell}(z)\right|+2|D \boldsymbol{\ell}|} \leqslant \frac{c}{|D \ell|} \varphi_{|D \ell|}^{\prime}\left(\left|D \mathbf{u}_{\ell}(z)\right|\right),
\end{aligned}
$$

hence

$$
\begin{equation*}
f_{Q_{r}^{\lambda}}\left[\int_{0}^{1}\left|D \mathbf{A}\left(s D \mathbf{u}_{\ell}+D \boldsymbol{\ell}\right)-D \mathbf{A}(D \ell)\right| \mathrm{d} s\right]\left|D \mathbf{u}_{\ell}\right| \chi_{S_{1}} \mathrm{~d} z \leqslant c \varphi^{\prime}(|D \ell|) \mu^{2} \tag{5.3}
\end{equation*}
$$

On the other hand, if $z \in S_{2}$, applying (2.17) with $\mathbf{P}=D \boldsymbol{\ell}$ and $\mathbf{Q}=s D \mathbf{u}_{\boldsymbol{\ell}}(z)+D \boldsymbol{\ell}$

$$
\int_{0}^{1}\left|D \mathbf{A}\left(s D \mathbf{u}_{\ell}(z)+D \ell\right)-D \mathbf{A}(D \ell)\right| \mathrm{d} s \leqslant c\left(\frac{\left|D \mathbf{u}_{\ell}\right|}{|D \ell|}\right)^{\gamma} \varphi^{\prime \prime}(|D \ell|)
$$

and

$$
\begin{aligned}
\frac{\left|D \mathbf{u}_{\ell}(z)\right|^{2}}{|D \boldsymbol{\ell}|^{2}} & \leqslant \frac{\varphi^{\prime}\left(\left|\mathbf{u}_{\ell}(z)\right|+|D \boldsymbol{\ell}|\right)}{\varphi^{\prime}(|D \boldsymbol{\ell}|)|D \boldsymbol{\ell}|} \frac{\left|D \mathbf{u}_{\ell}(z)\right|^{2}}{|D \boldsymbol{\ell}|} \\
& \leqslant \frac{\varphi^{\prime}\left(\left|D \mathbf{u}_{\ell}(z)\right|+|D \boldsymbol{\ell}|\right)}{\varphi^{\prime}(|D \ell|)|D \ell|} \frac{\left|D \mathbf{u}_{\ell}(z)\right|^{2}}{\left|D \mathbf{u}_{\ell}\right|+\frac{1}{2}|D \boldsymbol{\ell}|} \leqslant c \frac{\varphi_{\mid D \ell}\left(\left|D \mathbf{u}_{\ell}\right|\right)}{\varphi(|D \boldsymbol{\ell}|)} .
\end{aligned}
$$

Then using these estimates and the fact that $\omega(\cdot) \leqslant 1$ and applying Hölder's inequality and Jensen's inequality to the concave function $\tau \mapsto \omega\left(\tau^{1 / 2}\right)$, we have

$$
\begin{align*}
& f_{Q_{r}^{\lambda}}\left[\int_{0}^{1}\left|D \mathbf{A}\left(s D \mathbf{u}_{\ell}+D \ell\right)-D \mathbf{A}(D \ell)\right| \mathrm{d} s\right]\left|D \mathbf{u}_{\ell}\right| \chi_{S_{2}} \mathrm{~d} z \\
& \leqslant c \varphi^{\prime}(|D \boldsymbol{\ell}|) f_{Q_{r}^{\lambda}} \frac{\left|D \mathbf{u}_{\ell}(z)\right|}{|D \ell|}\left(\frac{\left|D \mathbf{u}_{\ell}(z)\right|}{|D \ell|}\right)^{\gamma} \chi_{S_{2}} \mathrm{~d} z \\
& \leqslant c \varphi^{\prime}(|D \boldsymbol{\ell}|)\left[f_{Q_{r}^{\lambda}} \frac{\left|D \mathbf{u}_{\ell}(z)\right|^{2}}{|D \boldsymbol{\ell}|^{2}} \mathrm{~d} z\right]^{\frac{1}{2}}\left[f_{Q_{r}^{\lambda}}\left(\frac{\left|D \mathbf{u}_{\ell}(z)\right|}{|D \boldsymbol{\ell}|}\right)^{2 \gamma} \mathrm{~d} z\right]^{\frac{1}{2}}  \tag{5.4}\\
& \leqslant c \varphi^{\prime}(|D \boldsymbol{\ell}|)\left[f_{Q_{r}^{\lambda}} \frac{\varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right)}{\varphi(|D \ell|)} \mathrm{d} z\right]^{\frac{1}{2}}\left[f_{Q_{r}^{\lambda}} \frac{\varphi_{\mid D \ell \ell}\left(\left|D \mathbf{u}_{\ell}\right|\right)}{\varphi(|D \ell|)} \mathrm{d} z\right]^{\frac{\gamma}{2}} \\
& \leqslant c \varphi^{\prime}(|D \boldsymbol{\ell}|) \mu^{1+\gamma} .
\end{align*}
$$

Therefore, plugging (5.3) and (5.4) into (5.2) we obtain (5.1).
Now, we derive an excess decay estimate in the non-degenerate regime.
Lemma 5.2. Let $Q_{2 r}^{\lambda}=Q_{2 r}^{\lambda}\left(z_{0}\right) \Subset \Omega_{T}, \beta \in(0,1)$, and $\mathbf{u}$ be a weak solution to (1.1). Suppose that

$$
\begin{equation*}
\frac{\lambda}{2 K} \leqslant\left|(D \mathbf{u})_{2 r}^{\lambda}\right| \leqslant 2 K \lambda \tag{5.5}
\end{equation*}
$$

for some $K>0$. There exist small $\delta_{0}, \theta \in(0,1)$ depending on $n, N, p, q, L, \nu, K, \gamma$ and $\beta$ such that if

$$
\begin{equation*}
f_{Q_{r}^{\lambda}} \varphi_{\mid(D \mathbf{u})_{r}^{\lambda}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{r}^{\lambda}\right|\right) \mathrm{d} z \leqslant \delta_{0} \varphi\left(\left|(D \mathbf{u})_{r}^{\lambda}\right|\right) \tag{5.6}
\end{equation*}
$$

then

$$
\begin{equation*}
f_{Q_{\hat{\theta}}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{\theta r}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta r}^{\lambda}\right|\right) \mathrm{d} z \leqslant \theta^{2 \beta} f_{Q_{r}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{r}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{r}^{\lambda}\right|\right) \mathrm{d} z . \tag{5.7}
\end{equation*}
$$

Proof. For simplicity, we assume that $z_{0}=\left(x_{0}, t_{0}\right)=(0,0)$. We fix the linear function

$$
\ell(x):=(D \mathbf{u})_{r}^{\lambda} x+(\mathbf{u})_{r}^{\lambda}, \quad x \in \mathbb{R}^{n} .
$$

Then we have $D \boldsymbol{\ell}=(D \mathbf{u})_{r}^{\lambda}$ and

$$
f_{Q_{2 r}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z=f_{Q_{2 r}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{r}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{r}^{\lambda}\right|\right) \mathrm{d} z .
$$

We divide the proof into three steps.
Step 1. (Scaling) We first observe from (2.14), (5.5) and (5.6) that

$$
f_{Q_{\hat{r}}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant 2^{n+2} f_{Q_{2 r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant c f_{Q_{2 r}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z+c \varphi\left(\left|D \mathbf{u}_{\ell}\right|\right) \leqslant c \varphi(\lambda) .
$$

Now, we consider the following scaled functions:

$$
\tilde{\mathbf{u}}(x, t):=\frac{1}{\lambda} \mathbf{u}\left(x, t \lambda^{2} / \varphi(\lambda)\right), \quad \tilde{\mathbf{A}}(\mathbf{P}):=\frac{\lambda \mathbf{A}(\lambda \mathbf{P})}{\varphi(\lambda)}, \quad \tilde{\varphi}(\tau):=\frac{\varphi(\lambda \tau)}{\lambda \varphi^{\prime}(\lambda)}, \quad \tilde{\ell}:=\frac{1}{\lambda} \ell .
$$

Then, by a direct computation, we have

$$
\tilde{\varphi}_{\frac{a}{\lambda}}(t)=\frac{\varphi_{a}(\lambda t)}{\lambda \varphi^{\prime}(\lambda)} \quad \text { and } \quad \tilde{\varphi}_{\frac{a}{\lambda}}^{\prime}(t)=\frac{\varphi_{a}^{\prime}(\lambda t)}{\varphi^{\prime}(\lambda)}
$$

whence

$$
\tilde{\varphi}_{|D \tilde{\ell}|}^{\prime}(\tau)=\frac{\varphi_{|D \ell|}^{\prime}(\lambda \tau)}{\varphi^{\prime}(\lambda)}=\frac{\varphi^{\prime}(|D \ell|+\lambda \tau)}{\varphi^{\prime}(\lambda)(|D \ell|+\lambda \tau)}(\lambda \tau) .
$$

In particular, taking into account (5.5),

$$
\tilde{\varphi}_{|D \tilde{\ell}|}^{\prime}(1) \sim \tilde{\varphi}_{|D \tilde{\ell}|}(1) \sim 1 .
$$

Moreover, $\tilde{\mathbf{u}}$ is a weak solution to

$$
\partial_{t} \tilde{\mathbf{u}}-\operatorname{div} \tilde{\mathbf{A}}(D \tilde{\mathbf{u}})=\mathbf{0} \quad \text { in } Q_{r},
$$

where $\tilde{\mathbf{A}}$ satisfies the same properties of $\mathbf{A}$ listed in Assumption (A), with $\tilde{\varphi}$ in place of $\varphi$, and satisfies
(5.8) $\frac{1}{2 K} \leqslant|D \tilde{\ell}|=\left|(D \tilde{\mathbf{u}})_{r}\right| \leqslant 2 K, \quad \frac{1}{c} \leqslant f_{Q_{r}} \tilde{\varphi}(|D \tilde{\mathbf{u}}|) \mathrm{d} z=\frac{1}{\lambda \varphi^{\prime}(\lambda)} f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant c$, and by (5.6)

$$
\begin{equation*}
\mu:=\left(\frac{1}{\varphi(|D \ell|)} f_{Q_{\hat{r}}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\ell}\right|\right) \mathrm{d} z\right)^{\frac{1}{2}} \leqslant \sqrt{\delta_{0}} \leqslant 1 \tag{5.9}
\end{equation*}
$$

where $\delta_{0} \leqslant 1$ will be determined later. Note that the last inequality also yields

$$
\begin{equation*}
f_{Q_{r}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}\right|\right) \mathrm{d} z=\frac{1}{\lambda \varphi^{\prime}(\lambda)} f_{Q_{r}^{\lambda}} \varphi_{|D \ell|}\left(\left|D \mathbf{u}_{\boldsymbol{\ell}}\right|\right) \mathrm{d} z \sim \mu^{2} \leqslant \delta_{0} . \tag{5.10}
\end{equation*}
$$

Moreover, by Corollary 4.8 and the estimate (5.1) we also have that

$$
\begin{equation*}
\left(f_{Q_{r / 2}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell} \mid}\right|\right)^{1+\sigma_{0}} \mathrm{~d} z\right)^{\frac{1}{1+\sigma_{0}}} \leqslant c \mu^{2} \leqslant c \delta_{0} \tag{5.11}
\end{equation*}
$$

for some $\sigma_{0}>0$ and this implies that

$$
\begin{array}{rl}
\left.\frac{1}{\left|Q_{r}\right|} \right\rvert\, \int_{Q_{r}} \tilde{\mathbf{u}}_{\tilde{\ell}} \cdot \boldsymbol{\zeta}_{t}-D \tilde{\mathbf{A}}(D \tilde{\boldsymbol{\ell}})\left\langle D \tilde{\mathbf{u}}_{\tilde{\ell}}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} & z-\int_{B_{r}} \tilde{\mathbf{u}}_{\tilde{\ell}} \cdot \boldsymbol{\zeta} \mathrm{d} x \mid \\
& \leqslant c\left(\left(\sqrt{\delta_{0}}\right)^{\gamma}+\sqrt{\delta_{0}}\right) \mu \sup _{Q_{r}}|D \boldsymbol{\zeta}|
\end{array}
$$

for all $\boldsymbol{\zeta} \in C^{\infty}\left(Q_{r}\right)$ with $\boldsymbol{\zeta}=\mathbf{0}$ on $\partial B_{r} \times\left(-r^{2}, r^{2}\right)$.
Step 2. ( $\mathcal{A}$-caloric approximation) Observe that

$$
\partial_{t} \tilde{\mathbf{u}}_{\ell}=\partial_{t} \tilde{\mathbf{u}}=\operatorname{div} \tilde{\mathbf{A}}(D \tilde{\mathbf{u}})=: \operatorname{div} \mathbf{H} \text { in } Q_{r},
$$

i.e., $\mathbf{H}:=\tilde{\mathbf{A}}(D \tilde{\mathbf{u}})$, in the distributional sense, and writing $\tilde{\varphi}_{|D \tilde{\ell}|}^{*}:=\left(\tilde{\varphi}_{|D \tilde{\ell}|}\right)^{*}$

$$
\begin{equation*}
f_{Q_{r}} \tilde{\varphi}_{|D \tilde{\ell}|}^{*}(|\mathbf{H}|) \mathrm{d} z=f_{Q_{r}} \tilde{\varphi}_{|D \tilde{\ell}|}^{*}(|\tilde{\mathbf{A}}(D \tilde{\mathbf{u}})|) \mathrm{d} z \leqslant c f_{Q_{r}} \tilde{\varphi}_{|D \tilde{\ell}|}(|D \tilde{\mathbf{u}}|) \mathrm{d} z \leqslant c \mu^{2} . \tag{5.12}
\end{equation*}
$$

Set

$$
p_{1}:=\min \left\{p, \frac{q}{q-1}\right\} \quad \text { and } \quad p_{0}:=\frac{1+p_{1}}{2} .
$$

Then we see from the Jensen inequality in Lemma 2.1 with $\psi(t):=\tilde{\varphi}_{|D \tilde{\ell}|}\left(t^{\frac{1}{p_{1}}}\right),(5.10)$ and (5.12) that

$$
\left(f_{Q_{r}}\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}\right|^{p_{1}} \mathrm{~d} z\right)^{\frac{1}{p_{1}}} \leqslant c \tilde{\varphi}_{|D \tilde{\ell}|}^{-1}\left(f_{24} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}\right|\right) \mathrm{d} z\right) \leqslant c \tilde{\varphi}_{|D \tilde{\ell}|}^{-1}\left(\mu^{2}\right)
$$

and, arguing as before with $\psi(t):=\tilde{\varphi}_{|D \tilde{\ell}|}^{*}\left(t^{1 / p_{1}}\right)$,

$$
\left(f_{Q_{r}}|\mathbf{H}|^{p_{1}} \mathrm{~d} z\right)^{\frac{1}{p_{1}}} \leqslant c\left(\tilde{\varphi}_{|D \tilde{\ell}|}^{*}\right)^{-1}\left(f_{Q_{r}} \tilde{\varphi}_{|D \tilde{\ell}|}^{*}(\mathbf{H}) \mathrm{d} z\right) \leqslant c\left(\tilde{\varphi}_{|D \tilde{\ell}|}^{*}\right)^{-1}\left(\mu^{2}\right)
$$

Furthermore, we notice from the first inequality in (5.8) and the fact that $\mu \in(0,1)$ that

$$
\frac{\tilde{\varphi}^{\prime}(|D \tilde{\ell}|+\mu)}{|D \tilde{\ell}|+\mu} \sim 1
$$

and for $\tau_{1} \geqslant 0$ satisfying that $\tilde{\varphi}_{|D \tilde{\ell}|}^{\prime}\left(\tau_{1}\right)=\mu$,

$$
\tau_{1} \lesssim 1 \text { hence } \tau_{1} \sim \frac{\tilde{\varphi}^{\prime}\left(|D \tilde{\ell}|+\tau_{1}\right)}{|D \tilde{\ell}|+\tau_{1}} \tau_{1}=\mu,
$$

which imply

$$
\begin{equation*}
\mu^{2} \sim \tilde{\varphi}_{|D \tilde{\ell}|}(\mu) \quad \text { and } \quad \mu^{2} \sim \tau_{1} \mu=\left(\tilde{\varphi}_{|D \tilde{\ell}|}^{\prime}\right)^{-1}(\mu) \mu=\left(\tilde{\varphi}_{|D \tilde{\ell}|}^{*}\right)^{\prime}(\mu) \mu \sim \tilde{\varphi}_{|D \tilde{e}|}^{*}(\mu) . \tag{5.13}
\end{equation*}
$$

Collecting the previous estimates, we then have

$$
\begin{equation*}
\left(\left.f_{Q_{r}}\left|D \tilde{\mathbf{u}}_{\left.\tilde{\ell}\right|^{p_{1}}} \mathrm{~d} z+f_{Q_{r}}\right| \mathbf{H}\right|^{p_{1}} \mathrm{~d} z\right)^{\frac{1}{p_{1}}} \leqslant c \mu . \tag{5.14}
\end{equation*}
$$

Therefore, by Theorem 3.8 with, in particular, $\mathcal{A}:=\tilde{\mathbf{A}}(D \tilde{\ell}), \psi(\tau):=\tau^{p_{0}}$ and $\sigma:=\frac{p_{1}}{p_{0}}-1$ (i.e., $p_{0}(1+\sigma)=p_{1}$ ), for $\varepsilon \in(0,1)$ to be determined small later, there exists small $\delta_{0}>0$ depending on $n, N, L, \nu, p, q, \gamma$ and $\varepsilon$ such that

$$
\begin{equation*}
f_{Q_{r}}\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}-D \mathbf{h}\right|^{p_{0}} \mathrm{~d} z \leqslant \varepsilon \mu^{p_{0}}, \tag{5.15}
\end{equation*}
$$

where $\mathbf{h}$ is the weak solution to

$$
\left\{\begin{array}{l}
\partial_{t} \mathbf{h}-\operatorname{div}(\mathcal{A} D \mathbf{h})=0 \quad \text { in } Q_{r}, \\
\mathbf{h}=\tilde{\mathbf{u}}_{\tilde{\ell}} \text { on } \partial_{\mathrm{p}} Q_{r} .
\end{array}\right.
$$

We note from (3.1), (5.15), (5.14) and (5.13) that

$$
\begin{equation*}
\left(f_{Q_{r / 2}} \tilde{\varphi}_{|D \tilde{\ell}|}(|D \mathbf{h}|)^{1+\sigma_{0}} \mathrm{~d} z\right)^{\frac{1}{1+\sigma_{0}}} \leqslant c \tilde{\varphi}_{|D \tilde{\ell}|}\left(f_{Q_{r}}|D \mathbf{h}| \mathrm{d} z\right) \leqslant c \tilde{\varphi}_{|D \tilde{\ell}|}(\mu) \leqslant c \mu^{2} . \tag{5.16}
\end{equation*}
$$

Therefore, by Hölder's inequality, the Jensen inequality in Lemma 2.1 with $\psi^{-1}(t):=$ $\tilde{\varphi}_{|D \tilde{\ell}|}(t)^{\frac{1}{q}}$ and the estimates (5.11), (5.15), (5.16) and (5.13), we have that with $\kappa_{0} \in(0,1)$ satisfying $\frac{\kappa_{0}}{q}+\left(1-\kappa_{0}\right)\left(1+\sigma_{0}\right)=1$,

$$
\begin{align*}
& f_{Q_{r / 2}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}-D \mathbf{h}\right|\right) \mathrm{d} z \\
& \leqslant\left(f_{Q_{r / 2}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}-D \mathbf{h}\right|\right)^{\frac{1}{q}} \mathrm{~d} z\right)^{\kappa_{0}}\left(f_{Q_{r_{/ 2}}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}-D \mathbf{h}\right|\right)^{1+\sigma_{0}} \mathrm{~d} z\right)^{1-\kappa_{0}}  \tag{5.17}\\
& \leqslant c \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left[f_{Q_{r / 2}}\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}-D \mathbf{h}\right|^{p_{0}} \mathrm{~d} z\right]^{\frac{1}{p_{0}}}\right)^{\frac{\kappa_{0}}{q}} \mu^{2\left(1-\kappa_{0}\right)(1+\sigma)} \\
& \leqslant c \varepsilon^{\frac{p \kappa_{0}}{p_{0} q}} \tilde{\varphi}_{|D \tilde{\ell}|}(\mu)^{\frac{\kappa_{0}}{q}} \mu^{2\left(1-\kappa_{0}\right)(1+\sigma)} \leqslant c \varepsilon^{\frac{p \kappa_{0}}{p_{0} q}}\left(\mu^{2}\right)^{\frac{\kappa_{0}}{q}+\left(1-\kappa_{0}\right)(1+\sigma)}=c \varepsilon^{\frac{p \kappa_{0}}{p_{0} q}} \mu^{2}
\end{align*}
$$

Moreover, by (3.1) in Lemma 3.1 with $\rho=r / 2$, (5.16) and (5.9), we also have

$$
\sup _{Q_{r / 4}}|D \mathbf{h}| \leqslant c\left(\tilde{\varphi}_{|D \tilde{\ell}|}\right)^{-1}\left(f_{Q_{r / 2}} \tilde{\varphi}_{|D \tilde{e}|}(|D \mathbf{h}|) \mathrm{d} z\right) \leqslant c \mu \leqslant c \sqrt{\delta_{0}} .
$$

Note that we choose $\delta_{0}$ small so that

$$
\begin{equation*}
\sup _{Q_{r / 4}}|D \mathbf{h}| \leqslant c \mu \leqslant \frac{1}{4 K} . \tag{5.18}
\end{equation*}
$$

Step 3. (Decay estimate) Let $\theta \in(0,1 / 8)$ to be determined later and recall function $\mathbf{V}$ corresponding to the $N$-function $\tilde{\varphi}$ defined as in (2.6). We first observe from (5.8) and (5.18) that

$$
\frac{1}{8}\left|(D \tilde{\mathbf{u}})_{r}\right| \leqslant \frac{K}{4} \leqslant\left|(D \tilde{\mathbf{u}})_{r}\right|-\left|(D \mathbf{h})_{\theta r}\right| \leqslant\left|(D \tilde{\mathbf{u}})_{r}+(D \mathbf{h})_{\theta r}\right| \leqslant\left|(D \tilde{\mathbf{u}})_{r}\right|+\frac{1}{4 K} \leqslant \frac{9}{4}\left|(D \tilde{\mathbf{u}})_{r}\right| .
$$

Then, using (2.7), (2.10) and the preceding estimate,

$$
\begin{aligned}
\left.f_{Q_{\theta r}} \tilde{\varphi}_{\left|(D \tilde{\mathbf{u}})_{\theta r}\right|}\left(\left|D \tilde{\mathbf{u}}-(D \tilde{\mathbf{u}})_{\theta r}\right|\right) \mid\right) \mathrm{d} z & \sim f_{Q_{\theta r}}\left|\mathbf{V}(D \tilde{\mathbf{u}})-\mathbf{V}\left((D \tilde{\mathbf{u}})_{\theta r}\right)\right|^{2} \mathrm{~d} z \\
& \sim f_{Q_{\theta r}}\left|\mathbf{V}(D \tilde{\mathbf{u}})-(\mathbf{V}(D \tilde{\mathbf{u}}))_{\theta r}\right|^{2} \mathrm{~d} z \\
& \leqslant f_{Q_{\theta r}}\left|\mathbf{V}(D \tilde{\mathbf{u}})-\mathbf{V}\left((D \tilde{\mathbf{u}})_{r}+(D \mathbf{h})_{\theta r}\right)\right|^{2} \mathrm{~d} z \\
& \sim f_{Q_{\theta r}} \tilde{\varphi}_{\mid(D \tilde{\mathbf{u}})_{r}+(D \mathbf{h})_{\theta r \mid}\left(\left|D \tilde{\mathbf{u}}-(D \tilde{\mathbf{u}})_{r}-(D \mathbf{h})_{\theta r}\right|\right) \mathrm{d} z} \\
& \sim f_{Q_{\theta r}} \tilde{\varphi}_{\mid(D \tilde{\mathbf{u}})_{r \mid}}\left(\left|D \tilde{\mathbf{u}}-(D \tilde{\mathbf{u}})_{r}-(D \mathbf{h})_{\theta r}\right|\right) \mathrm{d} z
\end{aligned}
$$

Moreover, by (5.8) and (5.18) we have

$$
\tilde{\varphi}_{|D \tilde{\ell}|}\left(\theta\left|(D \mathbf{h})_{r / 4}\right|\right) \sim \frac{\varphi^{\prime}\left(\left|(D \tilde{\mathbf{u}})_{r}\right|+\theta\left|(D \mathbf{h})_{r / 4}\right|\right)}{\left|(D \tilde{\mathbf{u}})_{r}\right|+\theta\left|(D \mathbf{h})_{r / 4}\right|} \theta^{2}\left|(D \mathbf{h})_{r / 4}\right|^{2} \sim \theta^{2}\left|(D \mathbf{h})_{r / 4}\right|^{2} \lesssim \theta^{2} \mu^{2}
$$

Using the above two estimates, (3.2) in Lemma 3.1 with $\rho=r / 2$ and (5.17), we obtain

$$
\begin{aligned}
& f_{Q_{\theta r}} \tilde{\varphi}_{\left|(D \tilde{\mathbf{u}})_{\theta r \mid}\right|}\left(\left|D \tilde{\mathbf{u}}-(D \tilde{\mathbf{u}})_{\theta r l}\right|\right) \mathrm{d} z \\
& \leqslant c f_{Q_{\theta r}} \tilde{\varphi}_{\mid(D \tilde{\mathbf{u}})_{r l}}\left(\left|D \tilde{\mathbf{u}}-(D \tilde{\mathbf{u}})_{r}-(D \mathbf{h})_{\theta r}\right|\right) \mathrm{d} z \\
& \left.\leqslant c f_{Q_{\theta r}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}-D \mathbf{h}\right|\right) \mathrm{d} z+c f_{Q_{\theta r}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\mid D \mathbf{h}-(D \mathbf{h})_{\theta r}\right) \mid\right) \mathrm{d} z \\
& \leqslant c \theta^{-(n+2)} f_{Q_{r_{/ 2}}} \tilde{\varphi}_{|D \tilde{\ell}|}\left(\left|D \tilde{\mathbf{u}}_{\tilde{\ell}}-D \mathbf{h}\right|\right) \mathrm{d} z+c \tilde{\varphi}_{|D \tilde{\ell}|}\left(\theta f_{Q_{r / 4}}\left|D \mathbf{h}-(D \mathbf{h})_{r / 4}\right| \mathrm{d} z\right) \\
& \leqslant c \theta^{-(n+2)} \varepsilon^{\frac{p_{0}}{p_{0} q}} \mu^{2}+c \theta^{2} \mu^{2} .
\end{aligned}
$$

Finally, choosing $\theta$ small so that $c \theta^{1-\beta} \leqslant \frac{1}{2}$ and then $\varepsilon$ small so that $c \theta^{-(n+2)} \varepsilon^{\frac{p \kappa_{0}}{p_{0} q}} \leqslant \frac{1}{2} \theta^{\beta+1}$, we obtain

$$
\left.f_{Q_{\theta r}} \tilde{\varphi}_{\left|(D \tilde{\mathbf{u}})_{\theta r \mid}\right|}\left(\left|D \tilde{\mathbf{u}}-(D \tilde{\mathbf{u}})_{\theta r \mid}\right|\right) \mid\right) \mathrm{d} z \leqslant \theta^{1+\beta} \mu^{2}
$$

whence, by scaling back,

$$
f_{Q_{\theta r}} \varphi_{\left|(D \mathbf{u})_{\theta r}^{\lambda_{r}}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta r}^{\lambda}\right|\right) \mathrm{d} z \leqslant \theta^{1+\beta} \lambda \varphi^{\prime}(\lambda) \mu^{2} .
$$

This estimate, together with (5.10), yields (5.7) by choosing $\theta$ sufficiently small depending on $n, N, p, q, L, \nu, K, \gamma$ and $\beta$. This concludes the proof.

From the previous lemma, we obtain decay estimates for $D \mathbf{u}$ in the nondegenerate regime.

Lemma 5.3. Let $\lambda>0, \beta \in(0,1), Q_{2 R}^{\lambda}=Q_{2 R}^{\lambda}\left(z_{0}\right) \Subset \Omega_{T}$ and $\mathbf{u}$ be a weak solution to (1.1). Suppose

$$
\frac{\lambda}{K_{0}} \leqslant\left|(D \mathbf{u})_{2 R}^{\lambda}\right| \leqslant K_{0} \lambda
$$

for some $K_{0}>0$. There exists small $\delta_{1} \in(0,1)$ depending on $n, N, p, q, L, \nu, \beta, \gamma$ and $K_{0}$ such that if

$$
\begin{equation*}
f_{Q_{R}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{R}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}^{\lambda}\right|\right) \mathrm{d} z \leqslant \delta_{1} \varphi\left(\left|(D \mathbf{u})_{R}^{\lambda}\right|\right) \tag{5.19}
\end{equation*}
$$

then the limit

$$
\begin{equation*}
\Gamma_{z_{0}}:=\lim _{r \rightarrow 0^{+}}(D \mathbf{u})_{Q_{r}\left(z_{0}\right)} \tag{5.20}
\end{equation*}
$$

exists with

$$
\begin{equation*}
\frac{\lambda}{2 K_{0}} \leqslant\left|\Gamma_{z_{0}}\right| \leqslant 2 K_{0} \lambda \tag{5.21}
\end{equation*}
$$

and for every $r \in(0, R)$,

$$
\begin{equation*}
f_{Q_{r}^{\lambda}\left(z_{0}\right)} \varphi\left(\left|D \mathbf{u}-\Gamma_{z_{0}}\right|\right) \mathrm{d} z \leqslant c\left(\frac{r}{R}\right)^{\beta_{1}} \varphi(\lambda) \tag{5.22}
\end{equation*}
$$

for some $c=c\left(n, N, p, q, L, \nu, K_{0}, \beta, \gamma\right)>0$ and $\beta_{1}=\beta_{1}(p, q, \beta)>0$.
Proof. For simplicity, we shall omit to write the center $z_{0}$. We recall the parameters $\theta$ and $\delta_{0}$ from Lemma 5.2. However, we notice that for any smaller $\theta$ and $\delta_{0}$ satisfying additional conditions, (5.6) and (5.7) still hold. Then we choose $\delta_{1} \leqslant \delta_{0}$. We divide the proof into two steps.

Step 1. We shall prove by induction that for every $i \in \mathbb{N}$,

$$
\begin{equation*}
f_{Q_{\theta^{i} R}^{\lambda}} \varphi_{\mid(D \mathbf{u})_{\theta^{i} R}^{\lambda}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta^{i} R}^{\lambda}\right|\right) \mathrm{d} z \leqslant \theta^{2 \beta i} f_{Q_{R}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{R}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}^{\lambda}\right|\right) \mathrm{d} z, \tag{5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2}\left|(D \mathbf{u})_{R}^{\lambda}\right| \leqslant\left[1-\frac{1}{4} \sum_{k=0}^{i-1} 2^{-k}\right]\left|(D \mathbf{u})_{R}^{\lambda}\right| \leqslant\left|(D \mathbf{u})_{\theta^{i} R}^{\lambda}\right| \leqslant\left[1+\frac{1}{4} \sum_{k=0}^{i-1} 2^{-k}\right]\left|(D \mathbf{u})_{R}^{\lambda}\right| \leqslant \frac{3}{2}\left|(D \mathbf{u})_{R}^{\lambda}\right| \tag{5.24}
\end{equation*}
$$

Suppose $i=1$. Then (5.7) yields (5.23). In order to prove (5.24), we first observe from (2.14) and (5.19) that

$$
f_{Q_{R}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant c f_{Q_{R}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{R}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}^{\lambda}\right|\right) \mathrm{d} z+c \varphi\left(\left|(D \mathbf{u})_{R}^{\lambda}\right|\right) \leqslant c \varphi\left(\left|(D \mathbf{u})_{R}^{\lambda}\right|\right)
$$

and, applying (2.11) with $\varepsilon=\delta_{0}^{\frac{1}{2}}$,

$$
\begin{aligned}
& f_{Q_{R}^{\lambda}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}^{\lambda}\right|\right) \mathrm{d} z \\
& \leqslant f_{Q_{R}^{\lambda}} \delta_{0}^{\frac{1}{2}}\left[\varphi(|D \mathbf{u}|)+\varphi\left(\left|(D \mathbf{u})_{R}^{\lambda}\right|\right)\right]+c \delta_{0}^{-\frac{1}{2}} \varphi_{\left|(D \mathbf{u})_{R}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}^{\lambda}\right|\right) \mathrm{d} z \leqslant c \delta_{0}^{\frac{1}{2}} \varphi\left(\left|(D \mathbf{u})_{R}^{\lambda}\right|\right) .
\end{aligned}
$$

Hence we have

$$
\begin{aligned}
\left|(D \mathbf{u})_{\theta R}^{\lambda}-(D \mathbf{u})_{R}^{\lambda}\right| & \leqslant \theta^{-\frac{n+2}{p}} \varphi^{-1}\left(f_{Q_{R}^{\lambda}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}^{\lambda}\right|\right) \mathrm{d} z\right) \\
& \leqslant c \theta^{-\frac{n+2}{p}} \varphi^{-1}\left(\delta_{0}^{\frac{1}{2}} \varphi\left(\left|(D \mathbf{u})_{R}^{\lambda}\right|\right)\right) \leqslant c \theta^{-\frac{n+2}{p}} \delta_{0}^{\frac{1}{2 q}}\left|(D \mathbf{u})_{R}^{\lambda}\right| \leqslant \frac{1}{4}\left|(D \mathbf{u})_{R}^{\lambda}\right|
\end{aligned}
$$

after choosing sufficiently small $\delta_{0}=\delta_{0}\left(n, N, p, q, L, \nu, K_{0}, \beta\right)$, which implies (5.24).
Suppose that (5.23) and (5.24) hold for $i=1,2, \ldots, j-1$ for some $j \geqslant 2$. Then, using (5.23), (5.24) with $i=j-1$ and (5.19), and choosing $\theta$ such that $\theta^{2 \beta} \leqslant 2^{-q}$, we have

$$
\begin{align*}
f_{Q_{\theta^{j-1} R}^{\lambda}} \varphi_{\mid(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right) \mathrm{d} z & \leqslant \theta^{2 \beta(j-1)} \delta_{1} \varphi\left(2\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right)  \tag{5.25}\\
& \leqslant \delta_{0} \varphi\left(\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right)
\end{align*}
$$

Since $\frac{K_{0}}{2} \leqslant\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right| \leqslant 2 K_{0}$, applying Lemma 5.2 with $r=\theta^{j-1} R$ we obtain

$$
\begin{aligned}
f_{Q_{\theta^{j} R}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{\theta^{j} R}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta^{j} R}^{\lambda}\right|\right) \mathrm{d} z & \leqslant \theta^{2 \beta} f_{Q_{\theta j-1}^{\lambda}} \varphi_{\mid(D \mathbf{u})_{\theta^{j}-1_{R}}^{\lambda}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right) \mathrm{d} z \\
& \leqslant \theta^{2 \beta j} f_{Q_{R}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{R}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}^{\lambda}\right|\right) \mathrm{d} z
\end{aligned}
$$

which proves (5.23) with $i=j$. We next prove (5.24) with $i=j$. As in the case $i=1$, we have from (5.25) that

$$
f_{Q_{\theta j-1}}^{\lambda} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right) \mathrm{d} z \leqslant c \theta^{\beta(j-1)} \delta_{1}^{\frac{1}{2}} \varphi\left(\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right),
$$

and hence

$$
\begin{aligned}
\left|(D \mathbf{u})_{\theta^{j} R}^{\lambda}-(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right| & \leqslant \theta^{-\frac{n+2}{p}} \varphi^{-1}\left(f_{Q_{\theta^{j-1} R}^{\lambda}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right) \mathrm{d} z\right) \\
& \leqslant c \theta^{-\frac{n+2}{p}} \varphi^{-1}\left(\delta_{1}^{\frac{1}{2}} \theta^{\beta(j-1)} \varphi\left(\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|\right)\right) \\
& \leqslant c \theta^{-\frac{n+2}{p}} \delta_{1}^{\frac{1}{2}} \theta^{\frac{\beta(j-1)}{q}}\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|
\end{aligned}
$$

Therefore, choosing $\theta$ such that $\theta^{\frac{\beta}{q}} \leqslant 2^{-1}$ and $\delta_{1}$ such that $c \theta^{-\frac{n+2}{p}} \delta_{1}^{\frac{1}{2 q}} \leqslant 1 / 4$, we obtain

$$
\begin{equation*}
\left|(D \mathbf{u})_{\theta^{j} R}^{\lambda}-(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right| \leqslant \theta^{\frac{\beta(j-1)}{q}}\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right| \leqslant \frac{1}{4} 2^{-(j-1)}\left|(D \mathbf{u})_{\theta^{j-1} R}^{\lambda}\right|, \tag{5.26}
\end{equation*}
$$

which, together with (5.24) with $i=j-1$, implies (5.24) with $i=j$.
Step 2. We first note that $\left\{(D \mathbf{u})_{\theta^{i} R}^{\lambda}\right\}_{i \in \mathbb{N}}$ is a Cauchy sequence. Indeed, by (5.26) and (5.24), we have that any $i, j \in \mathbb{N}$ with $i<j$

$$
\begin{equation*}
\left|(D \mathbf{u})_{\theta^{j} R}^{\lambda}-(D \mathbf{u})_{\theta^{i} R}^{\lambda}\right| \leqslant \sum_{k=i}^{j-1} \theta^{\frac{\beta k}{q}}\left|(D \mathbf{u})_{\theta^{k} R}^{\lambda}\right| \leqslant \frac{1}{4} \sum_{k=i}^{j-1} 2^{-k}\left|(D \mathbf{u})_{\theta^{k} R}^{\lambda}\right| \leqslant \frac{3}{4} 2^{-i}\left|(D \mathbf{u})_{R}^{\lambda}\right| . \tag{5.27}
\end{equation*}
$$

Therefore, set

$$
\Gamma_{0}:=\lim _{i \rightarrow \infty}(D \mathbf{u})_{\theta^{i} R}^{\lambda} .
$$

Then (5.24) implies (5.21). We shall prove (5.22). Note that by (5.23), (5.19), (5.27) and (5.24),

$$
\begin{aligned}
f_{Q_{\theta^{i} R}^{\lambda}} \varphi\left(\left|D \mathbf{u}-\Gamma_{0}\right|\right) \mathrm{d} z & \leqslant c f_{Q_{\theta^{i} R}^{\lambda}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\theta^{i} R}^{\lambda}\right|\right) \mathrm{d} z+c \varphi\left(\left|(D \mathbf{u})_{\theta^{i} R}^{\lambda}-\Gamma_{0}\right|\right) \\
& \leqslant c \theta^{\beta i} \varphi(\lambda)+c \varphi\left(\sum_{k=i}^{\infty} \theta^{\frac{\beta k}{q}} \lambda\right) \leqslant c \theta^{\frac{p \beta i}{q}} \varphi(\lambda)
\end{aligned}
$$

Therefore, for every $r<\theta R$ with $i \in \mathbb{N}$ satisfying $\theta^{i+1} R \leqslant r \leqslant \theta^{i} R$, we have

$$
f_{Q_{r}^{\lambda}} \varphi\left(\left|D \mathbf{u}-\Gamma_{0}\right|\right) \mathrm{d} z \leqslant \frac{1}{\theta^{n+2}} f_{Q_{\theta i_{R}}^{\lambda}} \varphi\left(\left|D \mathbf{u}-\Gamma_{0}\right|\right) \mathrm{d} z \leqslant c \theta^{\frac{p \beta i}{q}} \varphi(\lambda) \leqslant c\left(\frac{r}{R}\right)^{\frac{p \beta}{q}} \varphi(\lambda),
$$

which implies (5.22).
It remains to prove (5.20). For $0<r \leqslant \min \left\{1,\left(\varphi(\lambda) / \lambda^{2}\right)^{-\frac{1}{2}}\right\} \theta R$, set

$$
\rho:=\max \left\{1,\left(\varphi(\lambda) / \lambda^{2}\right)^{\frac{1}{2}}\right\} r \leqslant \theta R .
$$

Then we have $Q_{r} \subset Q_{\rho}^{\lambda}$ and by (5.22)

$$
\begin{aligned}
\left|(D \mathbf{u})_{Q_{r}}-\Gamma_{0}\right| & \leqslant \frac{\rho^{n+2} \lambda^{2}}{\varphi(\lambda) r^{n+2}} f_{Q_{P}^{\lambda}}\left|D \mathbf{u}-\Gamma_{0}\right| \mathrm{d} z \\
& \leqslant c \frac{\max \left\{1,\left(\varphi(\lambda) / \lambda^{2}\right)^{-\frac{n+2}{2}}\right\}}{\left(\varphi(\lambda) / \lambda^{2}\right)} \varphi^{-1}\left(\left(\frac{\rho}{R}\right)^{\frac{p \beta}{q}} \varphi(\lambda)\right) \\
& \leqslant c \frac{\max \left\{1,\left(\varphi(\lambda) / \lambda^{2}\right)^{-\frac{n+2}{2}}\right\}}{\varphi(\lambda) / \lambda^{2}}\left(\frac{r}{R} \max \left\{1,\left(\varphi(\lambda) / \lambda^{2}\right)^{-\frac{1}{2}}\right\}\right)^{\frac{p \beta}{q^{2}}} \lambda \longrightarrow 0
\end{aligned}
$$

as $r \rightarrow 0$, which implies (5.20). Therefore, the proof is completed.

## 6. Degenerate regime

We consider the degenerate regime, which means that the average of the gradient of solution is relatively smaller than the relevant excess function, see for instance (6.12). In this regime, we apply the $\varphi$-caloric approximation. We start by investigating regularity results for $\varphi$-caloric maps. We refer to [41] for regularity results for $\varphi$-caloric maps.

Let $\mathbf{h}$ be a weak solution to

$$
\begin{equation*}
\partial_{t} \mathbf{h}-\operatorname{div}\left(\frac{\varphi^{\prime}(|D \mathbf{h}|)}{|D \mathbf{h}|} D \mathbf{h}\right)=\mathbf{0} \quad \text { in } \quad Q_{R}^{\lambda} \tag{6.1}
\end{equation*}
$$

Then by [41, Corollary 5.3] with the scaling argument used in the proof of Corollary 4.8, we have

$$
\begin{equation*}
\sup _{Q_{R / 2}^{\perp}} \varphi(|D \mathbf{h}|) \leqslant c \varphi(\lambda) . \tag{6.2}
\end{equation*}
$$

for some $c>0$ depending on $n, N, p, q$ and $\tilde{c}$ if $\mathbf{h}$ satisfies

$$
f_{Q_{R}^{\lambda}} \varphi(|D \mathbf{h}|) \mathrm{d} z \leqslant \tilde{c} \varphi(\lambda)
$$

Moreover, from [41, Section 6], we have the following result concerned with $C^{1, \alpha}$-regularity for $\mathbf{h}$.

Lemma 6.1. Let $\mathbf{h}$ be a weak solution to (6.1) in $Q_{R}^{\lambda}=Q_{R}^{\lambda}\left(z_{0}\right)$ with

$$
\begin{equation*}
\sup _{Q_{R}^{\lambda}}|D \mathbf{h}| \leqslant \lambda \tag{6.3}
\end{equation*}
$$

for some $\lambda>0$. Then there exist $\alpha_{1} \in(0,1)$ depending on $n, N, p, q$, a switching radius $r_{s} \in[0, R]$ and $\lambda_{r}>0$ for each $r \in(0, R]$, such that

$$
\begin{gather*}
\lambda_{r}=\lambda_{r_{s}} \text { if } r \in\left(0, r_{s}\right] \quad \text { and } \quad\left(\frac{r}{R}\right)^{\alpha_{1}} \lambda \leqslant \lambda_{r} \leqslant 2\left(\frac{r}{R}\right)^{\alpha_{1}} \lambda \text { if } r \in\left(r_{s}, R\right],  \tag{6.4}\\
\sup _{Q_{r}}^{\lambda_{r}}|D \mathbf{h}| \leqslant \lambda_{r} \quad \text { for all } r \in(0, R], \tag{6.5}
\end{gather*}
$$

and

$$
\begin{equation*}
f_{Q_{r}^{\lambda_{r}}} \varphi_{\left|(D \mathbf{h})_{r}^{\lambda_{r}}\right|}\left(\left|D \mathbf{h}-(D \mathbf{h})_{r}^{\lambda_{r}}\right|\right) \mathrm{d} z \leqslant c\left(\frac{r}{r_{s}}\right)^{3 / 4} \varphi\left(\lambda_{r}\right) \quad \text { if } r \in\left(0, r_{s}\right] . \tag{6.6}
\end{equation*}
$$

Moreover, we also have

$$
\begin{equation*}
\left|(D \mathbf{h})_{r}^{\lambda_{r}}\right| \geqslant C_{s}^{-1} \lambda_{r} \quad \text { and } \quad \underset{Q_{r}^{\lambda_{r}}}{\operatorname{osc}} D \mathbf{h} \leqslant c\left(\frac{r}{r_{s}}\right)^{3 / 4} \lambda_{r} \quad \text { if } r \in\left(0, r_{s}\right] \tag{6.7}
\end{equation*}
$$

for some $C_{s}>1$ and $c>0$ depending on $n, N, p, q$.
Proof. For each $i=0,1,2, \ldots$, we inductively define

$$
\lambda_{0}:=\lambda, \quad \lambda_{i+1}:=\nu \lambda_{i} \quad \text { and } \quad r_{0}:=R, \quad r_{i+1}=\tilde{\sigma} r_{i},
$$

where $\sigma \in(0,1)$ is from [41, Proposition 6.2], $\nu \in(0,1)$ is from [41, Proposition 6.3] corresponding to the preceding $\sigma$, and

$$
\begin{equation*}
\tilde{\sigma}:=\min \left\{\frac{\sigma p^{\frac{1}{2}} \nu^{\frac{q-2}{2}}}{2 q^{\frac{1}{2}}}, \nu^{\frac{4 q}{3}}\right\}<\frac{\sigma}{2} . \tag{6.8}
\end{equation*}
$$

Note that we may assume that $\nu>1 / 2$. Then we have

$$
\frac{r_{i+1}^{2} \lambda_{i+1}^{2}}{\varphi\left(\lambda_{i+1}\right)} \leqslant \frac{q \tilde{\sigma}^{2} \lambda_{i+1}}{\varphi^{\prime}\left(\lambda_{i+1}\right)} r_{i}^{2} \leqslant \frac{q \tilde{\sigma}^{2} \lambda_{i}}{\varphi^{\prime}\left(\lambda_{i}\right) \nu^{q-2}} r_{i}^{2} \leqslant \frac{q \tilde{\sigma}^{2}}{p \nu^{q-2}} \frac{\lambda_{i}^{2} r_{i}^{2}}{\varphi\left(\lambda_{i}\right)}=\left(\frac{\sigma}{2}\right)^{2} \frac{r_{i}^{2} \lambda_{i}^{2}}{\varphi\left(\lambda_{i}\right)}<\frac{r_{i}^{2} \lambda_{i}^{2}}{\varphi\left(\lambda_{i}\right)},
$$

hence $Q_{r_{i+1}}^{\lambda_{i+1}} \subset Q_{\frac{\sigma}{2} r_{i}}^{\lambda_{i}} \subset Q_{r_{i}}^{\lambda_{i}}$. Moreover, we have

$$
\lambda_{i}=\nu^{i} \lambda_{0}=\tilde{\sigma}^{i \frac{\ln \nu}{\ln \tilde{\sigma}}} \lambda_{0}=\left(\frac{r_{i}}{R}\right)^{\alpha_{1}} \lambda_{0}, \quad \text { where } \alpha_{1}:=\frac{\ln \nu}{\ln \tilde{\sigma}} \leqslant \frac{3}{4 q},
$$

hence for every $r \in\left[r_{i+1}, r_{i}\right]$,

$$
\begin{equation*}
\left(\frac{r}{R}\right)^{\alpha_{1}} \lambda_{0} \leqslant \lambda_{i}=\left(\frac{r_{i+1}}{R}\right)^{\alpha_{1}} \tilde{\sigma}^{-\alpha_{1}} \lambda_{0}=\left(\frac{r_{i+1}}{R}\right)^{\alpha_{1}} \nu^{-1} \lambda_{0} \leqslant 2\left(\frac{r}{R}\right)^{\alpha_{1}} \lambda_{0} . \tag{6.9}
\end{equation*}
$$

Now we consider the inequality

$$
\begin{equation*}
\left|\left\{D \mathbf{h} \leqslant(1-\sigma) \lambda_{i}\right\}\right| \cap Q_{r_{i}}^{\lambda_{i}}|>\sigma| Q_{r_{i}}^{\lambda_{i}} \mid \quad \text { for } i=0,1,2, \ldots \tag{6.10}
\end{equation*}
$$

Then we have the following three cases:
(i) (6.10) does not hold when $i=0$.
(ii) There exists $n_{0} \in \mathbb{N}$ such that (6.10) holds when $i=0,1,2, \ldots, n_{0}-1$, but not when $i=n_{0}$.
(iii) (6.10) holds for every $i$.

If the case (i) holds, then by [41, Proposition 6.2] we have for every $r \in(0, R]$

$$
\underset{Q_{r}^{\lambda}}{\operatorname{osc}} D \mathbf{h} \leqslant c\left(\frac{r}{R}\right)^{\frac{3}{4}} \underset{Q_{R}^{\lambda}}{\operatorname{osc}} D \mathbf{h},
$$

whence, with (6.3),

$$
\begin{aligned}
& f_{Q_{r}^{\lambda_{0}}} \varphi_{\left|(D \mathbf{h})_{r}^{\lambda_{0}}\right|}\left(\left|D \mathbf{h}-(D \mathbf{h})_{r}^{\lambda_{0}}\right|\right) \mathrm{d} z \\
& \leqslant c f_{Q_{r}^{\lambda_{0}}} \varphi^{\prime}\left(\left|(D \mathbf{h})_{r}^{\lambda_{0}}\right|+\left|D \mathbf{h}-(D \mathbf{h})_{r}^{\lambda_{0}}\right|\right)\left|D \mathbf{h}-(D \mathbf{h})_{r}^{\lambda_{0}}\right| \mathrm{d} z \\
& \leqslant c \varphi^{\prime}\left(\lambda_{0}\right)\left(\frac{r}{R}\right)^{\frac{3}{4}} \lambda_{0} \leqslant c \varphi\left(\lambda_{0}\right)\left(\frac{r}{R}\right)^{\frac{3}{4}}
\end{aligned}
$$

which implies the inequalities (6.4), (6.5), (6.6) and the second inequality in (6.7) with $\lambda_{r}=\lambda_{0}=\lambda$ for all $r \in(0, R]$ and $r_{s}=R$.

If the case (ii) holds, then by [41, Proposition 6.2] with $R=r_{i}, i=0, \ldots, n_{0}-1$ and [41, Proposition 6.3] with $R=r_{n_{0}}$, we have that

$$
\begin{equation*}
\sup _{Q_{r_{i}}^{\lambda_{i}}}|D \mathbf{h}| \leqslant \lambda_{i} \quad \text { for all } i=0,1,2, \ldots, n_{0} \tag{6.11}
\end{equation*}
$$

and for every $r \in\left(0, r_{n_{0}}\right]$

$$
\underset{Q_{r}^{\lambda_{0}}}{\operatorname{OSC}} D \mathbf{h} \leqslant c\left(\frac{r}{r_{n_{0}}}\right)^{\frac{3}{4}} \underset{Q_{r_{n_{0}}}^{\lambda_{0}}}{\operatorname{OSc}} D \mathbf{h}
$$

hence

$$
f_{Q_{r}^{\lambda_{0}}} \varphi_{\left|(D \mathbf{h})_{r}^{\lambda_{n_{0}}}\right|}\left(\left|D \mathbf{h}-(D \mathbf{h})_{r}^{\lambda_{n_{0}}}\right|\right) \mathrm{d} z \leqslant c \varphi\left(\lambda_{n_{0}}\right)\left(\frac{r}{r_{n_{0}}}\right)^{3 / 4}
$$

Therefore, choosing

$$
\lambda_{r}= \begin{cases}\lambda_{i} & \text { when } r \in\left(r_{i+1}, r_{i}\right] \text { and } i=0,1, \ldots, n_{0}-1, \quad \text { and } \quad r_{s}=r_{n_{0}} \\ \lambda_{n_{0}} & \text { when } r \in\left(0, r_{n_{i_{0}}}\right]\end{cases}
$$

we have (6.4) (see (6.9)) and (6.5), (6.6) and and the second inequality in (6.7).
If the case (iii) holds, we have (6.11) for all $i=0,1,2, \ldots$, which implies the desired estimates with $r_{s}=0$ and $\lambda_{r}=\lambda_{i}$ for every $r \in\left(r_{i+1}, r_{i}\right]$ and $i=0,1,2, \ldots$.

Finally, we are left to prove the first inequality in (6.7). Note that, since in case (iii) $r_{s}=0$, there is nothing to prove. Then we consider the cases (i) and (ii) where $r_{s}>0$. By [41, Lemma 6.8] with $R=\frac{r_{s}}{2}$, together with [41, Lemma 6.9] with $R=r_{s}$, we have

$$
\left|(D \mathbf{h})_{Q_{\theta j r_{s} / 2}}^{\lambda r_{s}}\right| \geqslant \frac{1}{2} \lambda,
$$

for all $j \in \mathbb{N}_{0}$ and for some sufficiently small $\theta \in(0,1)$ depending on $n, N, p, q$. If $r \in\left(\frac{r_{s}}{2}, r_{s}\right]$ then $\left|(D \mathbf{h})_{Q_{r}^{\lambda_{r}}}\right| \geqslant \frac{1}{2^{n+2}}\left|(D \mathbf{u})_{Q_{r_{s} / 2}^{\lambda_{r}}}\right| \geqslant \lambda / 2^{n+3}$. If $r \in\left(\frac{\theta^{j+1} r_{s}}{2}, \frac{\theta^{j} r_{s}}{2}\right],\left|(D \mathbf{h})_{Q_{r}^{\lambda_{r}}}\right| \geqslant$ $\frac{1}{\theta^{n+2}}\left|(D \mathbf{h})_{Q_{\theta j j^{2}+r_{s}}^{2}}\right| \geqslant \frac{\theta^{n+2}}{2} \lambda$. Thus, we obtain the first inequality in (6.7) with $C_{1}=$ $\max \left\{2^{n+3}, 2 \theta^{\frac{2}{-(n+2)}}\right\}$.
Remark 6.2. We list some remarks about the previous lemma.
(1) The numbers $r_{s}$ and $\lambda_{r}$ may depend on $\mathbf{h}$ and the center $z_{0}$ of $Q_{R}^{\lambda}$.
(2) Recalling the constants $\sigma$ and $\tilde{\sigma}$ in the first part of the proof, one can see that if $r \in(0, \tilde{\sigma} R]$ then $Q_{r}^{\lambda_{r}} \subset Q_{\frac{\sigma}{2} R}^{\lambda}$.

The following lemma will be crucially used in the iteration process in Section 7.
Lemma 6.3. Let $M_{1} \geqslant 1, \lambda \in(0,1]$, $\chi, \chi_{1} \in(0,1]$ and $\alpha_{1} \in\left(0, \frac{3}{4 q}\right)$ be given in Lemma 6.1. There exist large constants $K_{1}, C_{1} \geqslant 1$ depending on $n, N, p, q, \nu, L, \gamma, M_{1}$ and $\alpha_{1}$ such that the following holds: for every $\vartheta \in\left(0, C_{1}^{-1}\right]$ there exists large $K \geqslant 1$ depending on $n, N, p, q, \nu, L, \gamma, M_{1}, \alpha_{1}$ and $\vartheta$ and small $\varepsilon_{1} \in(0,1)$ depending on $n, N, p, q, \nu, L$, $\gamma, M_{1}, \alpha_{1}, \vartheta$ and $\chi$, such that the following holds: if

$$
\left|(D \mathbf{u})_{r}^{\lambda}\right| \leqslant M_{1} \lambda,
$$

$$
\begin{equation*}
\chi \varphi\left(\left|(D \mathbf{u})_{r}^{\lambda}\right|\right) \leqslant f_{Q_{r}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{r}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{r}^{\lambda}\right|\right) \mathrm{d} z \quad \text { or } \quad\left|(D \mathbf{u})_{r}^{\lambda}\right| \leqslant \frac{\lambda}{K} \tag{6.12}
\end{equation*}
$$

and

$$
f_{Q_{r}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{r}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{r}^{\lambda}\right|\right) \mathrm{d} z \leqslant \min \left\{\varphi(\lambda), \varepsilon_{1}\right\},
$$

then there exists

$$
\lambda_{1} \in\left[\vartheta^{\alpha_{1}} \lambda, C_{1} \lambda\right]
$$

such that $Q_{\vartheta r}^{\lambda_{1}} \subset Q_{\frac{\partial}{2} r}^{\lambda}$ with $\sigma \in(0,1)$ from Lemma 6.1,

$$
\begin{equation*}
f_{Q_{\vartheta r}^{\lambda_{1}}} \varphi_{\mid(D \mathbf{u})_{\theta_{r}}^{\lambda_{1}}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta r}^{\lambda_{1}}\right|\right) \mathrm{d} z \leqslant \varphi\left(\lambda_{1}\right) \quad \text { and } \quad\left|(D \mathbf{u})_{2 \vartheta r}^{\lambda_{1}}\right| \leqslant \lambda_{1} . \tag{6.13}
\end{equation*}
$$

Additionally, for each $\alpha \in\left(0, \alpha_{1}\right)$ there exists small $\vartheta_{1} \in\left(0, C_{1}^{-1}\right]$ depending on $n, N, p, q, \nu$, $L, M_{1}, \alpha_{1}, \alpha$ and $\chi_{1}$ such that for every $\vartheta \in\left(0, \vartheta_{1}\right]$ if

$$
\begin{equation*}
\chi_{1} \varphi\left(\left|(D \mathbf{u})_{\vartheta_{r}}^{\lambda_{1}}\right|\right) \leqslant f_{Q_{\vartheta r}^{\lambda_{1}}} \varphi_{\mid(D \mathbf{u}}^{\lambda_{v_{r}}^{\lambda_{1}} \mid}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta_{r}}^{\lambda_{1}}\right|\right) \mathrm{d} z \quad \text { or } \quad\left|(D \mathbf{u})_{\vartheta_{r}}^{\lambda_{1}}\right| \leqslant \frac{\lambda_{1}}{K_{1}}, \tag{6.14}
\end{equation*}
$$

then

$$
\begin{equation*}
\lambda_{1} \leqslant \vartheta^{\alpha} \lambda \tag{6.15}
\end{equation*}
$$

Proof. We first observe that, from all the assumptions and (2.14), we get

$$
\begin{align*}
f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z & \leqslant c\left(f_{Q_{r}^{\lambda}} \varphi_{\left|(D \mathbf{u})_{r}^{\lambda}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{r}^{\lambda}\right|\right) \mathrm{d} z+\varphi\left(\left|(D \mathbf{u})_{r}^{\lambda}\right|\right)\right) \\
& \leqslant\left\{\begin{array}{l}
c\left(1+M_{1}^{q}\right) \varphi(\lambda), \\
c\left\{\left(1+\chi^{-1}\right) \varepsilon_{1}+K^{-q}\right\} .
\end{array}\right. \tag{6.16}
\end{align*}
$$

We divide the proof into two steps.
Step 1. ( $\varphi$-caloric approximation) We show that $\mathbf{u}$ is an almost $\varphi$-caloric mapping. Namely, for every $\zeta \in C_{0}^{\infty}\left(Q_{r}^{\lambda}\right)$

$$
\begin{equation*}
\left|f_{Q_{r}^{\lambda}} \mathbf{u} \cdot \boldsymbol{\zeta}_{t}-\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|}\langle D \mathbf{u}, D \boldsymbol{\zeta}\rangle \mathrm{d} z\right| \leqslant c \varepsilon_{0}\left(f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z+\varphi\left(\|D \boldsymbol{\zeta}\|_{\infty}\right)\right) \tag{6.17}
\end{equation*}
$$

where $\varepsilon_{0}>0$ is a sufficiently small constant determined later. From the weak form of (1.1) we have

$$
\left|f_{Q_{r}^{\lambda}} \mathbf{u} \cdot \boldsymbol{\zeta}_{t}-\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|}\langle D \mathbf{u}, D \boldsymbol{\zeta}\rangle \mathrm{d} z\right|=\left|f_{32}\left\langle\mathbf{A}(D \mathbf{u})-\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} z\right| .
$$

Choose $\delta=\delta\left(\varepsilon_{0}\right)$ such that (2.18) holds for $\varepsilon=\varepsilon_{0}$, and set $E_{1}:=\left\{z \in Q_{r}^{\lambda}:|D \mathbf{u}(z)| \leqslant \delta\right\}$ and $E_{2}=Q_{r}^{\lambda} \backslash E_{1}$. Then one has from the Young inequality (2.2) and (2.3) that

$$
\begin{aligned}
\frac{1}{\left|Q_{r}^{\lambda}\right|}\left|\int_{E_{1}}\left\langle\mathbf{A}(D \mathbf{u})-\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} z\right| & \leqslant \varepsilon_{0} f_{Q_{r}^{\lambda}} \varphi^{\prime}(|D \mathbf{u}|)\|D \boldsymbol{\zeta}\|_{\infty} \mathrm{d} z \\
& \leqslant c \varepsilon_{0}\left(f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z+\varphi\left(\|D \boldsymbol{\zeta}\|_{\infty}\right)\right) .
\end{aligned}
$$

On the other hand, by (2.16), the Young inequality (2.2), (2.5) and (6.16),

$$
\begin{aligned}
& \frac{1}{\left|Q_{r}^{\lambda}\right|}\left|\int_{E_{2}}\left\langle\mathbf{A}(D \mathbf{u})-\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}, D \boldsymbol{\zeta}\right\rangle \mathrm{d} z\right| \\
& \leqslant \frac{1}{\left|Q_{r}^{\lambda}\right|} \int_{E_{2}}\left(|\mathbf{A}(D \mathbf{u})|+\varphi^{\prime}(|D \mathbf{u}|)\right)\|D \zeta\|_{\infty} \mathrm{d} z \\
& \leqslant \frac{c\|D \zeta\|_{\infty}}{\delta\left(\varepsilon_{0}\right)} f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z \\
& \leqslant c \varphi^{*}\left(\frac{1}{\delta\left(\varepsilon_{0}\right) \varepsilon_{0}^{1 / p}} f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z\right)+\varepsilon_{0} \varphi\left(\|D \boldsymbol{\zeta}\|_{\infty}\right) \\
& \leqslant \frac{c}{\delta\left(\varepsilon_{0}\right)^{q} \varepsilon_{0}^{q / p}} \varphi^{*}\left(f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z\right)+\varepsilon_{0} \varphi\left(\|D \boldsymbol{\zeta}\|_{\infty}\right) \\
& \leqslant \frac{c}{\delta\left(\varepsilon_{0}\right)^{q} \varepsilon_{0}^{q / p}} \psi\left(\left(1+\chi^{-1}\right) \varepsilon_{1}+K^{-q}\right) f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z+\varepsilon_{0} \varphi\left(\|D \boldsymbol{\zeta}\|_{\infty}\right)
\end{aligned}
$$

where $\psi(t):=\frac{\varphi^{*}(t)}{t}$. Therefore, choosing $\varepsilon_{1}=\varepsilon_{1}\left(\chi, \varepsilon_{0}\right)$ sufficiently small and $K=K\left(\varepsilon_{0}\right)$ sufficiently large, we obtain (6.17).

Therefore, by Theorem 3.9 applied with $\mathbf{G}:=\mathbf{A}(D \mathbf{u})$ and $\gamma_{1}:=\frac{1}{2}$, we have that for a constant $\varepsilon>0$ to be determined later, there exists $\varepsilon_{0}=\varepsilon_{0}(\varepsilon)$ such that

$$
\begin{equation*}
\left(f_{Q_{r}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})| \mathrm{d} z\right)^{2} \leqslant \varepsilon f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant c \varepsilon \varphi(\lambda) \tag{6.18}
\end{equation*}
$$

where $\mathbf{h}$ is the weak solution to

$$
\left\{\begin{array}{l}
\partial_{t} \mathbf{h}-\operatorname{div}\left(\frac{\varphi^{\prime}(|D \mathbf{h}|)}{|D \mathbf{h}|} D \mathbf{h}\right)=\mathbf{0} \quad \text { in } Q_{r}^{\lambda} \\
\mathbf{h}=\mathbf{u} \quad \text { in } \partial_{\mathrm{p}} Q_{r}^{\lambda}
\end{array}\right.
$$

The existence and uniqueness of the solution $\mathbf{h}$ follows from the theory of monotone operators or by utilizing the Galerkin approximation method, see for instance [38]. Here from higher integrability result in (4.20) with $\boldsymbol{\ell}=\mathbf{0}$ and the Lipschitz estimate for $\mathbf{h}$ in (6.2) we have

$$
\begin{equation*}
\left(f_{Q_{r / 2}^{\lambda}} \varphi(|D \mathbf{u}|)^{1+\sigma} \mathrm{d} z\right)^{\frac{1}{1+\sigma}} \leqslant c \varphi(\lambda) \tag{6.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{Q_{r / 2}^{\lambda}} \varphi(|D \mathbf{h}|) \leqslant c \varphi(\lambda), \tag{6.20}
\end{equation*}
$$

since

$$
f_{Q_{r}^{\lambda}} \varphi(|D \mathbf{h}|) \mathrm{d} z \leqslant c f_{\substack{Q_{r}^{\lambda} \\ 33}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant c \varphi(\lambda)
$$

by a standard energy estimate of the above system. Moreover, with the change of shift formula (2.15) and the triangle inequality, we get

$$
\begin{aligned}
f_{Q_{r / 2}^{\lambda}} \varphi_{|D \mathbf{h}|}^{1+\sigma}(|D \mathbf{u}-D \mathbf{h}|) \mathrm{d} z & \leqslant c\left(c_{\eta} f_{Q_{r / 2}^{\lambda}} \varphi^{1+\sigma}(|D \mathbf{u}-D \mathbf{h}|) \mathrm{d} z+c \eta \varphi^{1+\sigma}(|D \mathbf{h}|)\right) \\
& \leqslant \tilde{c}\left(f_{Q_{r / 2}^{\lambda}} \varphi^{1+\sigma}(|D \mathbf{u}|) \mathrm{d} z+\varphi^{1+\sigma}(|D \mathbf{h}|)\right)
\end{aligned}
$$

whence

$$
\left(f_{Q_{r / 2}^{\lambda}} \varphi_{|D \mathbf{h}|}^{1+\sigma}(|D \mathbf{u}-D \mathbf{h}|) \mathrm{d} z\right)^{\frac{1}{1+\sigma}} \leqslant c\left(\left(f_{Q_{r / 2}^{\lambda}} \varphi^{1+\sigma}(|D \mathbf{u}|) \mathrm{d} z\right)^{\frac{1}{1+\sigma}}+\varphi(|D \mathbf{h}|)\right)
$$

This, together with (6.19) and (6.20), implies

$$
\begin{equation*}
\left(f_{Q_{r / 2}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2(1+\sigma)} \mathrm{d} z\right)^{\frac{1}{1+\sigma}} \leqslant c \varphi(\lambda) \tag{6.21}
\end{equation*}
$$

Therefore, by interpolation, choosing $\tau \in(0,1)$ such that $\frac{1-\tau}{2}+\tau(1+\sigma)=1$; i.e., $\tau=\frac{1}{1+2 \sigma}$, we have, with (6.18), (6.21) and the last inequality in (6.20),

$$
\begin{aligned}
& f_{Q_{r / 2}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z \\
& \leqslant\left(f_{Q_{r / 2}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})| \mathrm{d} z\right)^{1-\tau}\left(f_{Q_{r / 2}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2(1+\sigma)} \mathrm{d} z\right)^{\tau} \\
& \leqslant c \varepsilon^{\frac{1-\tau}{2}} \varphi(\lambda)
\end{aligned}
$$

Moreover, by applying (2.11), with (6.21) and again by (6.20), we also have

$$
\begin{aligned}
& \varphi\left(f_{Q_{r / 2}^{\lambda}}|D \mathbf{u}-D \mathbf{h}| \mathrm{d} z\right) \leqslant f_{Q_{r / 2}^{\lambda}} \varphi(|D \mathbf{u}-D \mathbf{h}|) \mathrm{d} z \\
& \leqslant \varepsilon^{\frac{1-\tau}{4}} f_{Q_{r / 2}^{\lambda}}[\varphi(|D \mathbf{u}|)+\varphi(|D \mathbf{h}|)] \mathrm{d} z+c \varepsilon^{-\frac{1-\tau}{4}} f_{Q_{r / 2}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z \\
& \leqslant c \varepsilon^{\frac{1-\tau}{4}} \varphi(\lambda)
\end{aligned}
$$

hence

$$
\begin{equation*}
f_{Q_{r / 2}^{\lambda}}|D \mathbf{u}-D \mathbf{h}| \mathrm{d} z \leqslant c \varepsilon^{\frac{1-\tau}{4 q}} \lambda \tag{6.23}
\end{equation*}
$$

Step 2. Let $0<\theta \leqslant 1$. Applying Lemma 6.1 with $R=r / 2$ and writing $\lambda_{\theta}:=\lambda_{\theta r}$ for each $\theta \in(0,1]$ and $\theta_{s}:=\frac{2 r_{s}}{r}$, we have that

$$
\begin{gather*}
\lambda_{\theta}=\lambda_{\theta_{s}} \text { if } \theta \in\left(0, \theta_{s}\right] \text { and } \theta^{\alpha_{1}} \lambda \leqslant \lambda_{\theta} \leqslant 2 \theta^{\alpha_{1}} \lambda \text { if } \theta \in\left(\theta_{s}, 1\right],  \tag{6.24}\\
\sup _{Q_{\theta r}^{\lambda_{\theta}}}|D \mathbf{h}| \leqslant \lambda_{\theta} \text { for all } \theta \in(0,1]  \tag{6.25}\\
f_{Q_{\theta r}^{\lambda_{\theta}}} \varphi_{\left|(D \mathbf{h})_{\theta r}\right|}^{\lambda_{\theta} \mid}\left(\left|D \mathbf{h}-(D \mathbf{h})_{\theta r}^{\lambda_{\theta}}\right|\right) \mathrm{d} z \leqslant c\left(\frac{\theta}{\theta_{s}}\right)^{3 / 4} \varphi\left(\lambda_{\theta}\right) \quad \text { if } \theta \in\left(0, \theta_{s}\right] \tag{6.26}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|(D \mathbf{h})_{\theta r}^{\lambda_{\theta}}\right| \geqslant \frac{1}{C_{s}} \lambda_{\theta} \quad \text { and } \quad \underset{\substack{Q_{\theta_{r}}^{\lambda_{\theta}}}}{\operatorname{osc}} D \mathbf{h} \leqslant c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}} \lambda_{\theta} \quad \text { if } \theta \in\left(0, \theta_{s}\right] . \tag{6.27}
\end{equation*}
$$

Moreover, we have from Remark 6.2 (2) that $Q_{\theta r}^{\lambda_{\theta}} \subset Q_{\frac{\sigma_{2}^{2}}{\lambda} r}^{\lambda}$.
For $0<\theta \leqslant \tilde{\sigma}$ with $\tilde{\sigma} \in(0,1)$ as in (6.8) and a large constant $C_{0}>1$ to be determined later, set

$$
C_{1}:=\max \left\{2 C_{0}, 2 C_{0}^{\frac{2-p}{2}} \tilde{\sigma}^{-1}\right\} .
$$

For $\vartheta \in\left(0, C_{1}^{-1}\right]$ we set

$$
\begin{equation*}
\theta:=2 C_{0}^{\frac{2-p}{2}} \vartheta \in(0, \tilde{\sigma}] \text { and then } \lambda_{1}:=C_{0} \lambda_{\theta} . \tag{6.28}
\end{equation*}
$$

Note that $Q_{2{ }_{\vartheta} r}^{\lambda_{1}} \subset Q_{\theta r}^{\lambda_{\theta}} \subset Q_{\frac{\sigma}{2} r}^{\lambda}$ since $\frac{(2 \vartheta)^{2} \lambda_{1}^{2}}{\varphi\left(\lambda_{1}\right)} \leqslant \frac{4 C_{0}^{2-p} \vartheta^{2} \lambda_{\theta}^{2}}{\varphi\left(\lambda_{\theta}\right)}=\frac{\theta^{2} \lambda_{\theta}^{2}}{\varphi\left(\lambda_{\theta}\right)}$ and that by (6.24)

$$
\vartheta^{\alpha_{1}} \lambda \leqslant \theta^{\alpha_{1}} \lambda \leqslant \lambda_{\theta} \leqslant \lambda_{1} \leqslant 2 \theta^{\alpha_{1}} C_{0} \lambda \leqslant 2 C_{0} \lambda \leqslant C_{1} \lambda .
$$

We then prove (6.13) for $\vartheta \in\left(0, C_{1}^{-1}\right]$ with choosing $\varepsilon$ and $C_{0}$. Note that using (2.7), (2.10) and (6.24), we have

$$
\begin{aligned}
& f_{Q_{\vartheta r}^{\lambda_{1}}} \varphi_{\mid(D \mathbf{u})_{\vartheta r}^{\lambda_{1}}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta r}^{\lambda_{1}}\right|\right) \mathrm{d} z \leqslant c f_{Q_{\vartheta r}^{\lambda_{1}}}\left|\mathbf{V}(D \mathbf{u})-\mathbf{V}\left((D \mathbf{u})_{\vartheta_{r}}^{\lambda_{1}}\right)\right|^{2} \mathrm{~d} z \\
& \leqslant c f_{Q_{\vartheta r}^{\lambda_{1}}}\left|\mathbf{V}(D \mathbf{u})-(\mathbf{V}(D \mathbf{u}))_{\vartheta_{r}}^{\lambda_{1}}\right|^{2} \mathrm{~d} z \leqslant c f_{Q_{\vartheta r}^{\lambda_{1}}}\left|\mathbf{V}(D \mathbf{u})-(\mathbf{V}(D \mathbf{h}))_{\vartheta r}^{\lambda_{1}}\right|^{2} \mathrm{~d} z \\
& \leqslant c f_{Q_{\vartheta r}^{\lambda_{1}}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z+c f_{Q_{\vartheta r}^{\lambda_{1}}}\left|\mathbf{V}(D \mathbf{h})-(\mathbf{V}(D \mathbf{h}))_{\vartheta_{r}}^{\lambda_{1}}\right|^{2} \mathrm{~d} z \\
& \leqslant c \frac{\varphi\left(\lambda_{1}\right) \lambda_{\theta}^{2} \vartheta^{n+2}}{\varphi\left(\lambda_{\theta}\right) \lambda_{1}^{2} \theta^{n+2}} \theta^{-(n+2)-(q-2) \alpha_{1}} f_{Q_{r}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z+c \sup _{Q_{\theta \theta}^{\lambda_{\theta}}} \varphi(|D \mathbf{h}|) .
\end{aligned}
$$

For the second term on the right hand side, by (6.25) and (6.28), we have

$$
\sup _{Q_{\theta_{r}}^{\lambda_{\theta}}} \varphi(|D \mathbf{h}|) \leqslant \varphi\left(C_{0}^{-1} \lambda_{1}\right) \leqslant C_{0}^{-p} \varphi\left(\lambda_{1}\right) .
$$

As for the first term on the right hand side, by (6.28) and (6.22), we have

$$
\begin{aligned}
& \frac{\varphi\left(\lambda_{1}\right) \lambda_{\theta}^{2} \vartheta^{n+2}}{\varphi\left(\lambda_{\theta}\right) \lambda_{1}^{2} \theta^{n+2}} \theta^{-(n+2)-(q-2) \alpha_{1}} f_{Q_{r}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z \\
& \leqslant c C_{0}^{q-2+\frac{(2-p)\left(2 n+4+(q-2) \alpha_{1}\right)}{2}} \vartheta^{-(n+2)-(q-2) \alpha_{1}} f_{Q_{r}^{\lambda}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z \\
& \leqslant c C_{0}^{q-2+\frac{(2-p)\left(2 n+4+(q-2) \alpha_{1}\right)}{2}-p} \vartheta^{-(n+2)-(q-1) \alpha_{1}} \varepsilon^{\frac{1-\tau}{2}} \varphi\left(\lambda_{1}\right) .
\end{aligned}
$$

Therefore, choosing $C_{0}$ large and then $\varepsilon=\varepsilon(\vartheta)$ small, we obtain the first estimate in (6.13). Moreover, in a similar way with Jensen's inequality, we also have

$$
\begin{aligned}
\varphi\left(\left|(D \mathbf{u})_{2 \vartheta r}^{\lambda_{1}}\right|\right) & \leqslant f_{Q_{2 \vartheta r}^{\lambda_{1}}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant c f_{Q_{2 \vartheta r}^{\lambda_{1}}}|\mathbf{V}(D \mathbf{u})|^{2} \mathrm{~d} z \\
& \leqslant c f_{Q_{2 \vartheta r}^{\lambda_{1}}}|\mathbf{V}(D \mathbf{u})-\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z+c f_{Q_{2 \vartheta r}}|\mathbf{V}(D \mathbf{h})|^{2} \mathrm{~d} z \\
& \leqslant c C_{0}^{q-2+\frac{(2-p)\left(2 n+4+(q-2) \alpha_{1}\right)}{2}-p} \vartheta^{-(n+2)-(q-1) \alpha_{1}} \varepsilon^{\frac{1-\tau}{2}} \varphi\left(\lambda_{1}\right)+c C_{0}^{-p} \varphi\left(\lambda_{1}\right) \leqslant \varphi\left(\lambda_{1}\right),
\end{aligned}
$$

provided that $C_{0}$ is large enough and then $\varepsilon=\varepsilon(\vartheta)$ is small enough, which together with the monotonicity of $\varphi$ implies the second estimate in (6.13).

We next prove (6.15) under the condition (6.14), by choosing $\vartheta$ sufficiently small. Recall the definition of $\theta$ and we distinguish between two cases. If $\theta \in\left[\theta_{s}, 1\right)$, by (6.24) and (6.28), we have that for each $\alpha \in\left(0, \alpha_{1}\right)$

$$
\lambda_{1}=C_{0} \lambda_{\theta} \leqslant 2 C_{0} \theta^{\alpha_{1}} \lambda=2 C_{0}\left(2 C_{0}^{\frac{2-p}{2}}\right)^{\alpha_{1}} \vartheta^{\alpha_{1}-\alpha} \vartheta^{\alpha} \lambda \leqslant \vartheta^{\alpha} \lambda,
$$

where we chose $\vartheta$ small to satisfy the last inequality. Therefore, we obtain (6.15) without considering (6.14). On the other hand, let $\theta \in\left(0, \theta_{s}\right)$. Note that, as $\vartheta<\theta<\theta_{s}$, there hold $\lambda_{\theta_{s}}=\lambda_{\theta}=\lambda_{\vartheta}$ and $Q_{\vartheta r}^{\lambda_{1}} \cup Q_{\vartheta r}^{\lambda_{\theta}} \subset Q_{\theta r}^{\lambda_{\theta}}$. Hence, by (2.11) and (6.23)

$$
\begin{aligned}
& \left|(D \mathbf{u})_{{ }^{\lambda_{1}}}^{\lambda_{1}}-(D \mathbf{h})_{\theta r}^{\lambda_{\theta}}\right| \leqslant c f_{Q_{\theta r}^{\lambda_{\theta}}}\left|D \mathbf{u}-(D \mathbf{h})_{\theta r}^{\lambda_{\theta}}\right| \mathrm{d} z \\
& \leqslant c f_{Q_{\theta r}^{\lambda_{\theta}}}|D \mathbf{u}-D \mathbf{h}| \mathrm{d} z+c f_{Q_{\theta r}^{\lambda_{\theta}}}\left|D \mathbf{h}-(D \mathbf{h})_{\theta r}^{\lambda_{\theta}}\right| \mathrm{d} z \\
& \leqslant c \theta^{-n-2-\alpha_{1}(q-2)} f_{Q_{r / 2}^{\lambda}}|D \mathbf{u}-D \mathbf{h}| \mathrm{d} z+c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}} \lambda_{\theta} \\
& \leqslant c \vartheta^{-n-2-\alpha_{1}(q-2)} \varepsilon^{\frac{1-\tau}{4 q}} \lambda+c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}} \lambda_{\theta} \\
& \leqslant c \vartheta^{-\kappa_{1}} \varepsilon^{\kappa_{2}} \lambda_{1}+c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}} \lambda_{1},
\end{aligned}
$$

where $\kappa_{1}=-n-2-\alpha_{1}(q-2)-\alpha_{1}$ and $\kappa_{2}=\frac{1-\tau}{4 q}$. Then using (6.27) and choosing $\varepsilon=\varepsilon(\vartheta)$ sufficiently small we have

$$
\begin{aligned}
\left|(D \mathbf{u})_{\vartheta r}^{\lambda_{1}}\right| & \geqslant\left|(D \mathbf{h})_{\theta r}^{\lambda_{\theta}}\right|-\left|(D \mathbf{u})_{\vartheta r}^{\lambda_{1}}-(D \mathbf{h})_{\theta r}^{\lambda_{\theta}}\right| \\
& \geqslant\left(C_{0}^{-1} C_{s}^{-1}-c \vartheta^{-\kappa_{1}} \varepsilon^{\kappa_{2}}-c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}}\right) \lambda_{1} \\
& \geqslant\left(\frac{1}{2 C_{0} C_{s}}-c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}}\right) \lambda_{1} .
\end{aligned}
$$

Moreover, if the first condition in (6.14) holds, then by (2.7) and (6.26) we have

$$
\begin{aligned}
\left|(D \mathbf{u})_{\vartheta_{r} r}^{\lambda_{1}}\right| & \leqslant \chi_{1}^{-1} f_{Q_{\vartheta r}^{\lambda_{1}}} \varphi_{\left|(D \mathbf{u})_{\theta_{r} \mid}^{\lambda_{1}}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta_{r}}^{\lambda_{1}}\right|\right) \mathrm{d} z \leqslant c \chi_{1}^{-1} f_{Q_{\vartheta r}^{\lambda_{1}}}\left|\mathbf{V}(D \mathbf{u})-(\mathbf{V}(D \mathbf{u}))_{\vartheta_{r}}^{\lambda_{1}}\right|^{2} \mathrm{~d} z \\
& \leqslant c \chi_{1}^{-1} f_{Q_{\theta r}^{\lambda_{\theta}}}\left|\mathbf{V}(D \mathbf{u})-(\mathbf{V}(D \mathbf{u}))_{\theta r}^{\lambda_{\theta}}\right|^{2} \mathrm{~d} z \leqslant c \chi_{1}^{-1}\left(\frac{\theta}{\theta_{s}}\right)^{3 / 4} \varphi\left(\lambda_{\theta}\right)
\end{aligned}
$$

which implies that

$$
\left(\frac{1}{2 C_{0} C_{s}}-c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}}\right) \lambda_{1} \leqslant c \chi_{1}^{-q}\left(\frac{\theta}{\theta_{s}}\right)^{\frac{3}{4 q}} \lambda_{\theta} \leqslant c \chi_{1}^{-q}\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}} \lambda_{1}
$$

hence

$$
\begin{equation*}
\theta_{s}^{\alpha_{1}} \leqslant c \chi_{1}^{-q} \theta^{\alpha_{1}} . \tag{6.29}
\end{equation*}
$$

If the second condition in (6.14) holds, then choosing $K_{1} \geqslant 4 C_{0} C_{s}$,

$$
\left(\frac{1}{2 C_{0} C_{s}}-c\left(\frac{\theta}{\theta_{s}}\right)^{\alpha_{1}}\right)_{36} \lambda_{1} \leqslant \frac{\lambda_{1}}{K_{1}} \leqslant \frac{\lambda_{1}}{4 C_{0} C_{s}},
$$

which implies (6.29) again. Consequently, we have

$$
\lambda_{1}=C_{0} \lambda_{\theta}=2 C_{0} \theta_{s}^{\alpha_{1}} \lambda \leqslant c \chi_{1}^{-q} \theta^{\alpha_{1}} \lambda \leqslant c \chi_{1}^{-q} \vartheta^{\alpha_{1}-\alpha} \vartheta^{\alpha} \lambda \leqslant \vartheta^{\alpha} \lambda
$$

Therefore, choosing $\vartheta_{1}$ sufficiently small depending on $\chi_{1}$, we get

$$
\lambda_{1} \leqslant \vartheta_{1}^{\alpha} \lambda
$$

whenever $\vartheta \in\left(0, \vartheta_{1}\right]$.

## 7. Iteration and Proof of Theorem 1.1

With the following result we will combine the degenerate and the nondegenerate regimes by an inductive iteration scheme. Roughly speaking, as long as on an iteration scale the degenerate case holds, we shall apply on this scale Lemma 6.3. On the other hand, when on an iteration scale the nondegenerate regime occurs we can apply Lemma 5.3 which provides a suitable excess decay estimate. Either this happens at a certain scale $\vartheta^{m} R, m<\infty$, or we go on by iterating the excess improvement from the degenerate case on each scale (i.e, $m=\infty$ ), thus obtaining the desired excess decay estimate.

Lemma 7.1. Let $\mathbf{u}$ be a weak solution to (1.1), $M_{0} \geqslant 1$ and $\alpha \in\left(0, \alpha_{1}\right)$. There exist small $\vartheta, \varepsilon_{2} \in(0,1)$ and large $K_{2} \geqslant 1$ depending on $n, N, p, q, \nu, L, \alpha_{1}$ and $M_{0}$ such that the following holds: suppose $Q_{2 R}\left(z_{0}\right) \Subset \Omega_{T}$,

$$
\begin{equation*}
\left|(D \mathbf{u})_{Q_{2 R}\left(z_{0}\right)}\right| \leqslant M_{0} \tag{7.1}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{Q_{R}\left(z_{0}\right)} \varphi_{\mid(D \mathbf{u})_{Q_{R}\left(z_{0}\right)}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}\left(z_{0}\right)}\right|\right) \mathrm{d} z \leqslant \varepsilon_{2} \tag{7.2}
\end{equation*}
$$

Then the limit

$$
\Gamma_{z_{0}}:=\lim _{r \rightarrow 0^{+}}(D \mathbf{u})_{Q_{r}\left(z_{0}\right)}
$$

exists and there exist $m \in \mathbb{N}_{0} \cup\{\infty\}$ and positive numbers $\lambda_{j}$ with $j \in\{0,1,2, \ldots, m\}$ such that $\lambda_{0}=1$,

$$
\begin{equation*}
\vartheta^{\alpha_{1}} \lambda_{j-1} \leqslant \lambda_{j} \leqslant \vartheta^{\alpha} \lambda_{j-1} \quad \text { for } 1 \leqslant j<m, \quad \vartheta^{\alpha_{1}} \lambda_{m-1} \leqslant \lambda_{m} \leqslant C_{1} \lambda_{m-1} \quad \text { for } 0<m<\infty \tag{7.3}
\end{equation*}
$$

$$
\begin{equation*}
Q_{\vartheta_{j} R}^{\lambda_{j}}\left(z_{0}\right) \subset Q_{\sigma_{1} \vartheta^{j-1} R}^{\lambda_{j-1}}\left(z_{0}\right) \quad \text { for } 1 \leqslant j \leqslant m \text { with } j<\infty \tag{7.4}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\lambda_{m}}{2 K_{2}} \leqslant\left|\Gamma_{z_{0}}\right| \leqslant 2 K_{2} \lambda_{m} \text { if } m<\infty \quad \text { and } \Gamma_{z_{0}}=\mathbf{0} \text { if } m=\infty  \tag{7.5}\\
& f_{Q_{\vartheta j_{R}}\left(z_{0}\right)} \varphi\left(\left|D \mathbf{u}-\Gamma_{z_{0}}\right|\right) \mathrm{d} z \leqslant c \varphi\left(\lambda_{j}\right) \quad \text { for } 0 \leqslant j \leqslant m \text { with } j<\infty \tag{7.6}
\end{align*}
$$

and, if $m<\infty$,

$$
\begin{equation*}
f_{Q_{r}^{\lambda_{m}\left(z_{0}\right)}} \varphi\left(\left|D \mathbf{u}-\Gamma_{z_{0}}\right|\right) \mathrm{d} z \leqslant c\left(\frac{r}{\vartheta^{m} R}\right)^{\alpha_{2}} \varphi\left(\lambda_{m}\right) \quad \text { for all } 0<r \leqslant \vartheta^{m} R \tag{7.7}
\end{equation*}
$$

Proof. Step 1. (Choice of parameters) Without loss of generality, we may assume that $z_{0}=0$. We start by fixing the parameters. Let $M_{1}:=2^{n+2} M_{0}$. First, we fix $K_{1}$ and $C_{1}$ as in Lemma 6.3, and then choose $\delta_{1}=\delta_{1}\left(K_{1}\right)$ in Lemma 5.3 with $K_{0}=\max \left\{M_{1}, 2^{n+2} K_{1}\right\}$, and set $\chi_{1}:=\delta_{1}\left(K_{1}\right)$ in Lemma 6.3. Then we next determine $\vartheta_{1}$ as in Lemma 6.3, and then $K$ as in Lemma 6.3 with $\vartheta \leqslant \vartheta_{1}$. Then choose $\delta_{1}=\delta_{1}(K)$ in Lemma 5.3 with
$K_{0}=\max \left\{M_{1}, 2^{n+2} K\right\}$, and set $\chi:=\delta_{1}(K)$ in Lemma 6.3. We then determine $\varepsilon_{1}$ as in Lemma 6.3. Note that there exists $j_{*} \in \mathbb{N}$ such that

$$
\begin{equation*}
\vartheta^{\alpha p\left(j_{*}+1\right)} \leqslant \varepsilon_{1} . \tag{7.8}
\end{equation*}
$$

With this $j_{*}$, we determine

$$
\begin{equation*}
\varepsilon_{2}=C_{2}^{-1} \vartheta^{(n+4-p)\left(j_{*}+1\right)} \varepsilon_{1}, \tag{7.9}
\end{equation*}
$$

where $C_{2}>1$ is a large constant to be determined in (7.14). Finally, set

$$
K_{2}=\max \left\{M_{1}, 2^{n+2} K_{1}, 2^{n+2} K\right\} .
$$

We next choose $\lambda_{j}$ inductively. Set $\lambda_{0}=1$. For some $j \in \mathbb{N}_{0}$ and $\lambda_{j} \in(0,1]$, we consider the following condition:

$$
\begin{equation*}
\chi\left|(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}\right| \leqslant f_{Q_{\vartheta j} \lambda_{j}} \varphi_{\mid(D \mathbf{u})_{\vartheta_{j}{ }_{R}}^{\lambda_{j}}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta j R}^{\lambda_{j}}\right|\right) \mathrm{d} z \quad \text { or } \quad\left|(D \mathbf{u})_{\vartheta_{j} R}^{\lambda_{j}}\right| \leqslant \frac{\lambda_{j}}{K} . \tag{7.10}
\end{equation*}
$$

If this condition holds, then by Lemma 6.3 with $\lambda_{j}=\lambda$ there exists $\lambda_{j+1} \in\left[\vartheta^{\alpha_{1}} \lambda_{j}, C_{1} \lambda_{j}\right]$ such that $Q_{\vartheta j+1}^{\lambda_{j+1}} \subset Q_{\frac{\sigma_{2}}{2} \vartheta j R}^{\lambda_{j}}$,

$$
\begin{equation*}
f_{Q_{\vartheta j+1}}^{\lambda_{j+1}} \varphi_{\left|(D \mathbf{u})_{\vartheta j+1} / \lambda_{j+1}^{\lambda_{j}}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta j+1 R}^{\lambda_{j+1}}\right|\right) \mathrm{d} z \leqslant \varphi\left(\lambda_{j+1}\right) \quad \text { and } \quad\left|(D \mathbf{u})_{2 \vartheta j+1}^{\lambda_{j+1}}\right| \leqslant \lambda_{j+1} \tag{7.11}
\end{equation*}
$$

Then we have two cases:

$$
\begin{equation*}
\chi_{1}\left|(D \mathbf{u})_{\vartheta^{j+1} R}^{\lambda_{j+1}}\right| \leqslant f_{Q_{\vartheta j+1}}^{\lambda_{j+1}} \varphi_{\left|(D \mathbf{u})_{\vartheta j+1} \lambda_{j+1}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta j+1 R}^{\lambda_{j+1}}\right|\right) \mathrm{d} z \quad \text { or } \quad\left|(D \mathbf{u})_{\vartheta j+1}^{\lambda_{j+1}}\right| \leqslant \frac{\lambda_{j+1}}{K_{1}}, \tag{7.12}
\end{equation*}
$$

and the other case. Set $\widetilde{\mathbb{N}}:=\left\{j \in \mathbb{N}_{0}:(7.10)\right.$ with $j$ does not holds. $\}$ and $m_{1} \in \mathbb{N}_{0} \cup\{\infty\}$ such that

$$
\left\{\begin{array}{l}
m_{1}=\min \widetilde{\mathbb{N}} \quad \text { if } \widetilde{\mathbb{N}} \neq \emptyset \\
m_{1}=\infty \quad \text { if } \widetilde{\mathbb{N}}=\emptyset
\end{array}\right.
$$

Step 2. (Nondegenerate decay) If $m_{1}=0$, then the lemma with $m=0$ follows directly from Lemma 5.3 with $R=r, K_{0}=2^{n+2} \max \left\{M_{1}, K_{1}\right\}$ and $\delta_{1}=\delta_{1}(K)$.

We next suppose $m_{1} \in \mathbb{N} \cup\{\infty\}$. If there exists $m_{0} \in \mathbb{N}$ with $m_{0} \leqslant m_{1}+1$ such that (7.12) holds for all $j<m_{0}-1$ but not $j=m_{0}-1$ then we choose $m=m_{0}$. On the other hand, if $m_{1} \in \mathbb{N}$ and (7.12) holds for all $j \leqslant m_{1}-1$, then we choose $m=m_{1}$. We note that if all the assumptions of Lemma 6.3, with $\theta^{j} r$ in place of $r$, hold and $\lambda_{j} \leqslant \vartheta^{\alpha j}$, then $\lambda_{j+1} \leqslant \vartheta^{\alpha(j+1)}$,

$$
\begin{equation*}
f_{Q_{\vartheta j+1}^{\lambda_{j+1}}} \varphi_{\left|(D \mathbf{u})_{\vartheta j+1} \lambda_{R}^{\lambda_{j+1}}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta j+1}^{\lambda_{j+1}}\right|\right) \mathrm{d} z \leqslant \varphi\left(\lambda_{j+1}\right) \leqslant \varphi\left(\vartheta^{\alpha(j+1)}\right) \leqslant \vartheta^{\alpha p(j+1)} \tag{7.13}
\end{equation*}
$$

and

$$
\left|(D \mathbf{u})_{\vartheta j+1}^{\lambda_{j+1}}\right| \leqslant 2^{n+2}\left|(D \mathbf{u})_{2 \vartheta j+1}^{\lambda_{j+1}}\right| \leqslant 2^{n+2} \lambda_{j+1} \leqslant M_{1} \lambda_{j+1} .
$$

Moreover if $j \geqslant j_{*}$, the estimate (7.13) together with (7.8) implies

$$
f_{Q_{\vartheta j+1}}^{\lambda_{j+1}} \varphi_{\left|(D \mathbf{u})_{\vartheta j+1}^{\lambda_{R}}\right|}^{\lambda_{j+1}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta^{j+1} R}^{\lambda_{j+1}}\right|\right) \mathrm{d} z \leqslant \varepsilon_{1},
$$

while if $j<j_{*}$, then by (7.9), taking into account (2.7) and (2.10),

$$
\begin{align*}
& f_{Q_{\vartheta j+1}^{\lambda_{j+1}}} \varphi_{\mid(D \mathbf{u})_{\vartheta j+1}^{\lambda_{R}+1}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta^{j+1} R}^{\lambda_{j+1}}\right|\right) \mathrm{d} z \\
& \leqslant c f_{Q_{\vartheta j+1}^{\lambda_{j+1}}} \mid \mathbf{V}(D \mathbf{u})-\left(\left.\mathbf{V}(D \mathbf{u})_{\vartheta^{j+1} R}^{\lambda_{j+1}}\right|^{2} \mathrm{~d} z\right. \\
& \leqslant c \vartheta^{-(n+4-p)(j+1)} f_{Q_{R}}\left|\mathbf{V}(D \mathbf{u})-(\mathbf{V}(D \mathbf{u}))_{R}\right|^{2} \mathrm{~d} z  \tag{7.14}\\
& \leqslant c \vartheta^{-(n+4-p)\left(j_{*}+1\right)} f_{Q_{R}} \varphi_{\left|(D \mathbf{u})_{R}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{R}\right|\right) \mathrm{d} z \\
& \leqslant C_{2} \vartheta^{-(n+4-p)\left(j_{*}+1\right)} \varepsilon_{2} \leqslant \varepsilon_{1} .
\end{align*}
$$

Therefore, we can inductively apply Lemma 6.3 with $r=\theta^{j} R$ for $j=0,1, \ldots, m-1$.
Moreover, by the second inequality in (7.11) with $j=m-1$ and the reverse inequality of the second one in (7.10) when $m=m_{1}$, or (7.12) when $m<m_{1}$, we have either

$$
\lambda_{m} \geqslant\left|(D \mathbf{u})_{2 \vartheta^{m} R}^{\lambda_{m}}\right| \geqslant \frac{1}{2^{n+2}}\left|(D \mathbf{u})_{\vartheta^{m} R}^{\lambda_{m}}\right| \geqslant \frac{1}{2^{n+2} K} \lambda_{m} \geqslant \frac{1}{K} \lambda_{m}
$$

or

$$
\lambda_{m} \geqslant\left|(D \mathbf{u})_{2 \vartheta^{m} R}^{\lambda_{m}}\right| \geqslant \frac{1}{2^{n+2}}\left|(D \mathbf{u})_{\vartheta^{m} R}^{\lambda_{m}}\right| \geqslant \frac{1}{2^{n+2} K} \lambda_{m} \geqslant \frac{1}{K_{1}} \lambda_{m} .
$$

Therefore, applying Lemma 5.3 with $R=\vartheta^{m} r, K_{0}=\max \left\{M_{1}, K\right\}$ and $\delta_{1}=\delta_{1}(K)$ when $m=m_{1}$, or with $R=\vartheta^{m} r, K_{0}=\max \left\{M_{1}, K_{1}\right\}$ and $\delta_{1}=\delta_{1}\left(K_{1}\right)$ when $m<m_{1}$, we can get all the estimates except (7.6).

Thus, we are left to prove (7.6) for $j \leqslant m-1$. Note that the case $j=m$ follows from (7.7). We first observe that if $j \leqslant m-1$, we have (7.11) which, together with (2.14), implies

$$
\begin{equation*}
f_{Q_{\vartheta j_{R}}^{\lambda_{j}}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}\right|\right) \mathrm{d} z \leqslant f_{Q_{\vartheta j_{R}}^{\lambda_{j}}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}\right|+\left|(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}\right|\right) \mathrm{d} z \leqslant c \varphi\left(\lambda_{j}\right), \tag{7.15}
\end{equation*}
$$

whenever $1 \leqslant j \leqslant m$. Moreover, by the same argument, we also have (7.15) when $j=0$ from (7.1) and (7.2). From this estimate we have that

$$
\begin{aligned}
f_{Q_{\vartheta j j_{R}}^{\lambda_{j}}\left(z_{0}\right)} \varphi\left(\left|D \mathbf{u}-\Gamma_{0}\right|\right) \mathrm{d} z & \leqslant c f_{Q_{\vartheta j_{R}}^{\lambda_{j}}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta j i}^{\lambda_{j}}\right|\right) \mathrm{d} z+c \varphi\left(\left|(D \mathbf{u})_{\vartheta j_{j}}^{\lambda_{j}}-\Gamma_{0}\right|\right) \\
& \leqslant c \varphi\left(\lambda_{j}\right)+\underset{39}{c \varphi\left(\left|(D \mathbf{u})_{\vartheta j R}^{\lambda_{j}}-\Gamma_{0}\right|\right) .}
\end{aligned}
$$

Moreover, by (7.15) and (7.3),

$$
\begin{aligned}
& \left|(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}-\Gamma_{0}\right| \leqslant \sum_{k=j}^{m-1}\left|(D \mathbf{u})_{\vartheta^{k} R}^{\lambda_{k}}-(D \mathbf{u})_{\vartheta^{k+1} R}^{\lambda_{k+1}}\right|+\left|(D \mathbf{u})_{\vartheta^{m} R}^{\lambda_{m}}-\Gamma_{0}\right| \\
& \leqslant \sum_{k=j}^{m-1} \varphi^{-1}\left(\frac{\left|Q_{\vartheta^{k} R}^{\lambda_{k}}\right|}{\left|Q_{\vartheta^{k+1} R}^{\lambda_{k+1}}\right|} f_{Q_{\vartheta^{k} R}^{\lambda_{k}}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta^{k} R}^{\lambda_{k}}\right|\right) \mathrm{d} z\right)+\varphi^{-1}\left(f_{Q_{\vartheta^{m} R}^{\lambda_{m}}} \varphi\left(\left|D \mathbf{u}-\Gamma_{0}\right|\right) \mathrm{d} z\right) \\
& \leqslant \sum_{k=j}^{m-1} \varphi^{-1}\left(\vartheta^{-(n+2)} \frac{\varphi\left(\lambda_{k+1}\right) \lambda_{k}^{2}}{\varphi\left(\lambda_{k}\right) \lambda_{k+1}^{2}} \varphi\left(\lambda_{k}\right)\right)+c \lambda_{m} \\
& \leqslant \sum_{k=j}^{m-1} \varphi^{-1}\left(\vartheta^{-\left(n+2+2 \alpha_{1}+q\right)} \varphi\left(\lambda_{k}\right)\right)+c \lambda_{m} \\
& \leqslant c \sum_{k=j}^{m} \lambda_{k} \leqslant c \lambda_{j} \sum_{k=j}^{m} \vartheta^{\alpha(k-j)} \leqslant c \lambda_{j} .
\end{aligned}
$$

Therefore, combining the preceding two estimates, we obtain (7.6).
Step 3. (Degenerate decay) Suppose $m_{1}=\infty$ and (7.12) holds for all $j \in \mathbb{N}$. Then we choose $m=\infty$ and by Lemma 6.3 with $r=\theta^{j} R$, we have the first inequality in (7.3) and (7.4). We next prove the remaining results, namely, the second condition in (7.5) and (7.6) with $\Gamma_{0}=\mathbf{0}$. Observe that applying Lemma 6.3 inductively, we have that for all $j \in \mathbb{N}_{0}$,

$$
\begin{equation*}
f_{Q_{\vartheta j^{j} R}^{\lambda_{j}}} \varphi_{\left|(D \mathbf{u})_{\vartheta_{j} R}^{\lambda_{j}}\right|}\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}\right|\right) \mathrm{d} z \leqslant \varphi\left(\lambda_{j}\right) \quad \text { and } \quad\left|(D \mathbf{u})_{2 \vartheta^{j} R}^{\lambda_{j}}\right| \leqslant \lambda_{j} \leqslant \vartheta^{\alpha j}, \tag{7.16}
\end{equation*}
$$

hence

$$
\lim _{j \rightarrow \infty}(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}=\mathbf{0} .
$$

Fix any $r \in(0, R)$. Since

$$
Q_{\vartheta j R}^{\lambda_{j}} \subset Q_{\tilde{\sigma}_{1}^{j} R}^{\lambda_{0}}=Q_{\sigma_{1}^{j} R}, \quad j \in \mathbb{N}_{0}
$$

by (7.4), there exists $j \in \mathbb{N}_{0}$ such that

$$
Q_{r} \subset Q_{\vartheta j R}^{\lambda_{j}} \quad \text { and } \quad Q_{r} \not \subset Q_{\vartheta j+1}^{\lambda_{j+1}},
$$

which implies that

$$
\min \left\{\vartheta^{j+1} R, \frac{\vartheta^{j+1} R}{\sqrt{\varphi\left(\lambda_{j+1}\right) / \lambda_{j+1}^{2}}}\right\}<r \leqslant \min \left\{\vartheta^{j} R, \frac{\vartheta^{j} R}{\sqrt{\varphi\left(\lambda_{j}\right) / \lambda_{j+1}^{2}}}\right\} .
$$

By (7.16) and (7.15) and the inequality $\frac{2 n}{n+2}<p<2$, we have

$$
\begin{aligned}
\left|(D \mathbf{u})_{r}\right| & \leqslant f_{Q_{r}}\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta_{j} R}^{\lambda_{j}}\right| \mathrm{d} z+\left|(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}\right| \\
& \leqslant \varphi^{-1}\left(\frac{\left|Q_{\vartheta j}\right|}{\left|Q_{r}\right|} f_{Q_{\vartheta j_{R}}^{\lambda_{j}}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta_{j} R}^{\lambda_{j}}\right|\right) \mathrm{d} z\right)+\left|(D \mathbf{u})_{\vartheta_{j} R}^{\lambda_{j}}\right| \\
& \leqslant c \varphi^{-1}\left(\frac{\left(\vartheta^{j} R\right)^{n+2}}{r^{n+2}} \lambda_{j}^{2}\right)+\lambda_{j} \\
& \leqslant c \varphi^{-1}\left(\vartheta^{-(n+2)} \max \left\{1,\left(\varphi\left(\lambda_{j+1}\right) / \lambda_{j+1}^{2}\right)^{\frac{n+2}{2}}\right\} \lambda_{j}^{2}\right)+\lambda_{j} \\
& \leqslant c \varphi^{-1}\left(\max \left\{\lambda_{j}^{2}, \lambda_{j}^{2}\left(\varphi\left(\lambda_{j}\right) / \lambda_{j+1}^{2}\right)^{\frac{n+2}{2}}\right\}\right)+\lambda_{j} \\
& \leqslant c \varphi^{-1}\left(\max \left\{\lambda_{j}^{2}, \lambda_{j}^{\frac{n+2}{2} p-n}\right\}\right)+\lambda_{j} \leqslant c \lambda_{j}^{\frac{1}{g}\left(\frac{n+2}{2} p-n\right)}
\end{aligned}
$$

Moreover, since

$$
\frac{r}{R} \geqslant \vartheta^{j+1} \min \left\{1,\left(\varphi\left(\lambda_{j+1}\right) / \lambda_{j+1}^{2}\right)^{-1 / 2}\right\} \geqslant \vartheta^{j+1} \lambda_{j+1}^{\frac{2-p}{2}} \geqslant c \lambda_{j}^{\frac{1}{\alpha_{1}}+\frac{2-p}{2}}
$$

by (7.3) we have

$$
\left|(D \mathbf{u})_{r}\right| \leqslant c\left(\frac{r}{R}\right)^{\frac{1}{q}\left(\frac{n+2}{2} p-n\right) /\left(\frac{1}{\alpha_{1}}+\frac{2-p}{2}\right)} \longrightarrow 0 \quad \text { as } \quad r \rightarrow 0
$$

hence

$$
\lim _{r \rightarrow 0^{+}}(D \mathbf{u})_{r}=\mathbf{0}=: \Gamma_{0} .
$$

Finally, by (7.15) and the second inequality in (7.16) we have

$$
f_{Q_{\vartheta j_{R}}^{\lambda_{j}}} \varphi(|D \mathbf{u}|) \mathrm{d} z \leqslant c f_{Q_{\vartheta j^{j} R}^{\lambda_{j}}} \varphi\left(\left|D \mathbf{u}-(D \mathbf{u})_{\vartheta_{j} R}^{\lambda_{j}}\right|\right) \mathrm{d} z+c \varphi\left(\left|(D \mathbf{u})_{\vartheta^{j} R}^{\lambda_{j}}\right|\right) \leqslant c \varphi\left(\lambda_{j}\right),
$$

which proves (7.6) with $m=\infty$.
Now we prove the partial Hölder continuity result for $D \mathbf{u}$.
Proof of Theorem 1.1. By the parabolic Lebesgue differentiation theorem, we may assume that $D \mathbf{u}(z)=\lim _{r \rightarrow 0^{+}}(D \mathbf{u})_{Q_{r}(z)}$ if the limit exists. Fix $z_{0} \in \Omega_{T} \backslash\left(\Sigma_{1} \cup \Sigma_{2}\right)$, where $\Sigma_{1}$ and $\Sigma_{2}$ are defined in (1.3) and (1.4), respectively. Hence we have

$$
\begin{gathered}
\liminf _{r \rightarrow 0^{+}} f_{Q_{r}\left(z_{0}\right)} \varphi_{\mid(D \mathbf{u})_{Q_{r}\left(z_{0}\right) \mid}\left(\left|D \mathbf{u}-(D \mathbf{u})_{Q_{r}\left(z_{0}\right)}\right|\right) \mathrm{d} z=0} \begin{array}{c}
\limsup _{r \rightarrow 0^{+}}\left|(D \mathbf{u})_{Q_{r}\left(z_{0}\right)}\right|<\infty
\end{array} .
\end{gathered}
$$

From these results and the absolute continuity of the integral, one can find $R>0$ such that $Q_{2 R}\left(z_{0}\right) \Subset \Omega_{T}$ and for every $\tilde{z} \in Q_{R}\left(z_{0}\right)$,

$$
f_{Q_{R}(\tilde{z})} \varphi_{\mid(D \mathbf{u})_{Q_{R}(\bar{z} \mid}}\left(\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}(\tilde{z} \mid}\right|\right) \mathrm{d} z \leqslant \varepsilon_{2}
$$

with $\varepsilon_{2}$ as in (7.9), and

$$
\left|(D \mathbf{u})_{Q_{R}(\tilde{z})}\right| \leqslant M_{0},
$$

for some $M_{0}<\infty$. Then, in view of Lemma 7.1, we have that for each $\tilde{z} \in Q_{R}\left(z_{0}\right)$,

$$
\Gamma_{\tilde{z}}:=\lim _{r \rightarrow 0^{+}}(D \mathbf{u})_{Q_{r}(\tilde{z})}
$$

exists and there exist $m_{\tilde{z}} \in \mathbb{N}_{0} \cup\{\infty\}$ and positive numbers $\lambda_{\tilde{z}, j}$ with $j \in\left\{0,1, \ldots, m_{\tilde{z}}\right\}$ such that

$$
\left\{\begin{array}{l}
\lambda_{\tilde{z}, 0}=1,  \tag{7.17}\\
\vartheta^{\alpha_{1}} \lambda_{\tilde{z}, j-1} \leqslant \lambda_{\tilde{z}, j} \leqslant \vartheta^{\alpha} \lambda_{\tilde{z}, j-1} \text { for } 1 \leqslant j<m_{\tilde{z}}, \\
\vartheta^{\alpha_{1}} \lambda_{\tilde{z}, m_{\tilde{z}}-1} \leqslant \lambda_{\tilde{z}, m_{\tilde{z}}} \leqslant C_{1} \lambda_{\tilde{z}, m_{\tilde{z}}-1} \text { for } 0<m_{\tilde{z}}<\infty, \\
\frac{\lambda_{\tilde{z}, m_{\tilde{z}}}^{2 K_{2}} \leqslant\left|\Gamma_{\tilde{z}}\right| \leqslant 2 K_{2} \lambda_{\tilde{z}, m_{\tilde{z}}},}{}
\end{array}\right.
$$

$$
\begin{equation*}
f_{Q_{\vartheta j j_{R}}^{\lambda_{\tilde{z}}, j}(\tilde{z})} \varphi\left(\left|D \mathbf{u}-\Gamma_{\tilde{z}}\right|\right) \mathrm{d} z \leqslant c \varphi\left(\lambda_{\tilde{z}, j}\right) \quad \text { for } 0 \leqslant j \leqslant m_{\tilde{z}} \text { with } j<\infty, \tag{7.18}
\end{equation*}
$$

and, if $m_{\tilde{z}}<\infty$,

$$
\begin{equation*}
f_{Q_{r}^{\lambda_{\tilde{z}}, m_{\tilde{z}}(\tilde{z})}} \varphi\left(\left|D \mathbf{u}-\Gamma_{\tilde{z}}\right|\right) \mathrm{d} z \leqslant c\left(\frac{r}{\vartheta^{m_{\tilde{z}}} R}\right)^{\alpha_{2}} \varphi\left(\lambda_{\tilde{z}, m_{\tilde{z}}}\right) \quad \text { for all } 0<r \leqslant \vartheta^{m_{\tilde{z}}} R . \tag{7.19}
\end{equation*}
$$

We shall prove that the mapping $z \mapsto \Gamma_{z}=D \mathbf{u}(z)$ from $Q_{R / 2}\left(z_{0}\right)$ to $\mathbb{R}^{N n}$ is Hölder continuous with respect to the parabolic distance in $Q_{R / 2}\left(z_{0}\right) \subset \mathbb{R}^{n+1}$ and the Euclidean distance in $\mathbb{R}^{N n}$. For $\tilde{z} \in Q_{R / 2}\left(z_{0}\right)$ and $r \in(0, R)$, we first suppose $Q_{r}(\tilde{z}) \subset Q_{\vartheta^{m} z_{\tilde{z}}}^{\lambda_{\bar{z}}, m_{\tilde{z}}}(\tilde{z})$. Note that in this case $m_{\tilde{z}}<\infty$. Then define $\rho>0$ as

$$
\rho:=\max \left\{1, \sqrt{\varphi\left(\lambda_{m_{\bar{z}}}\right) / \lambda_{m_{\tilde{z}}}^{2}}\right\} r,
$$

so that $Q_{r}(\tilde{z}) \subset Q_{\rho}^{\lambda_{\bar{z}, m_{\tilde{z}}}}(\tilde{z})$. Hence by (7.19), the inequality $\frac{2 n}{n+2}<p<2$ and (7.17), we have

$$
\begin{aligned}
f_{Q_{r}(\tilde{z})} \varphi\left(\left|D \mathbf{u}-\Gamma_{\tilde{z}}\right|\right) \mathrm{d} z & \leqslant \frac{\mid Q_{\rho}^{\lambda_{\tilde{z}, m_{\tilde{z}}}(\tilde{z}) \mid}}{\left|Q_{r}(\tilde{z})\right|} f_{Q_{\rho}^{\lambda_{\tilde{z}}, m_{\tilde{z}}}(\tilde{z})} \varphi\left(\left|D \mathbf{u}-\Gamma_{\tilde{z}}\right|\right) \mathrm{d} z \\
& \leqslant c \frac{\rho^{n+2} \lambda_{\tilde{z}, m_{\tilde{z}}}^{2}}{r^{n+2} \varphi\left(\lambda_{\tilde{z}, m_{\tilde{z}}}\right)}\left(\frac{\rho}{\vartheta^{m_{\tilde{z}}} R}\right)^{\alpha_{2}} \varphi\left(\lambda_{\tilde{z}, m_{\tilde{z}}}\right) \\
& =c\left(\frac{\rho}{\vartheta_{\tilde{z}} R}\right)^{\alpha_{2}} \lambda_{\tilde{z}, m_{\tilde{z}}}^{2} \max \left\{1,\left(\varphi\left(\lambda_{\tilde{z}, m_{\tilde{z}}}\right) / \lambda_{\tilde{z}, m_{\tilde{z}}}^{2}\right)^{\frac{n+2}{2}}\right\} \\
& \leqslant c\left(\frac{\rho}{\vartheta^{m_{\tilde{z}}} R}\right)^{\alpha_{3}} \max \left\{\lambda_{\tilde{z}, m_{\tilde{z}}}^{2}, \lambda_{\tilde{z}, m_{\tilde{z}}}^{\frac{n+2}{2} p-n}\right\} \\
& \leqslant c\left(\frac{\max \left\{1, \sqrt{\varphi\left(\lambda_{m_{\tilde{z}}}\right) / \lambda_{m_{\tilde{z}}}^{2}}\right\} r}{\left.\lambda_{\tilde{z}, m_{\tilde{z}}}^{1 / \alpha}\right)^{\alpha_{3}} \lambda_{\tilde{z}, m_{\tilde{z}}}^{\frac{n+2}{2} p-n}}\right. \\
& \leqslant c\left(\frac{r}{R}\right)^{\alpha_{3}} \lambda_{\tilde{z}, m_{\tilde{z}}}^{-\left(\frac{2-p}{2}+\frac{1}{\alpha}\right) \alpha_{3}+\alpha\left(\frac{n+2}{2} p-n\right)} \leqslant c\left(\frac{r}{R}\right)^{\alpha_{3}}
\end{aligned}
$$

where

$$
0<\alpha_{3} \leqslant \min \left\{\alpha_{2}, \frac{1}{2} \frac{\alpha\left(\frac{n+2}{2} p-n\right)}{\frac{2-p}{2}+\frac{1}{\alpha}}\right\} .
$$

We next suppose $Q_{r}(\tilde{z}) \not \subset Q_{\vartheta^{m_{\tilde{z}}} R}^{\lambda_{\tilde{z}}, m_{\tilde{z}}}(\tilde{z})$. Then there exists $0 \leqslant j<m_{\tilde{z}}$ such that

$$
Q_{r}(\tilde{z}) \not \subset Q_{\vartheta^{l+1} R}^{\lambda_{z}, l+1}(\tilde{z}) \quad \text { and } \quad Q_{r}\left(z_{0}\right) \subset Q_{\vartheta^{l}{ }_{R}}^{\lambda_{\tilde{z}}, l}(\tilde{z}),
$$

which implies

$$
\begin{equation*}
\vartheta^{j+1} R<\max \left\{1, \sqrt{\varphi\left(\lambda_{\tilde{z}, j+1}\right) / \lambda_{\tilde{z}, j+1}^{2}}\right\} r \quad \text { and } \quad \vartheta^{j} R \geqslant \max \left\{1, \sqrt{\varphi\left(\lambda_{\tilde{z}, j}\right) / \lambda_{\tilde{z}, j+1}^{2}}\right\} r . \tag{7.20}
\end{equation*}
$$

Then by (7.18), the first inequality in (7.20), the inequality $\frac{2 n}{n+2}<p<2$ and (7.17), we have

$$
\begin{aligned}
f_{Q_{r}(\tilde{z})} \varphi\left(\left|D \mathbf{u}-\Gamma_{\tilde{z}}\right|\right) \mathrm{d} z & \leqslant \frac{\left|Q_{\vartheta j R}^{\lambda_{\tilde{z}, j}}(\tilde{z})\right|}{\left|Q_{r}(\tilde{z})\right|} f_{Q_{\vartheta j, j}^{\lambda_{\tilde{z}, j}}(\tilde{z})} \varphi\left(\left|D \mathbf{u}-\Gamma_{\tilde{z}}\right|\right) \mathrm{d} z \\
& \leqslant c \frac{\left(\vartheta^{j} R\right)^{n+2} \lambda_{\tilde{z}, j}^{2}}{r^{n+2} \varphi\left(\lambda_{\tilde{z}, j}\right)} \varphi\left(\lambda_{\tilde{z}, j}\right) \\
& \leqslant c \lambda_{\tilde{z}, j}^{2} \max \left\{1,\left(\varphi\left(\lambda_{\tilde{z}, j+1}\right) / \lambda_{\tilde{z}, j+1}^{2}\right)^{\frac{n+2}{2}}\right\} \leqslant \lambda_{\tilde{z}, j+1}^{\frac{n+2}{2} p-n} .
\end{aligned}
$$

Moreover, by the first inequality in (7.20) again we have

$$
\frac{r}{R}>\frac{\vartheta^{j+1}}{\max \left\{1, \sqrt{\left.\varphi\left(\lambda_{\tilde{z}, j+1}\right) / \lambda_{\tilde{z}, j+1}^{2}\right\}}\right.} \geqslant c \lambda_{\tilde{z}, j+1}^{\frac{1}{\alpha}} \min \left\{1, \lambda_{\tilde{z}, j+1}^{1-\frac{p}{2}}\right\} \geqslant c \lambda_{\tilde{z}, j+1}^{1+\frac{1}{\alpha}-\frac{p}{2}} .
$$

Therefore, combining the above results, we have that

$$
f_{Q_{r}(\tilde{z})} \varphi\left(\left|D \mathbf{u}-\Gamma_{\tilde{z}}\right|\right) \mathrm{d} z \leqslant c\left(\frac{r}{R}\right)^{\alpha_{3}}
$$

for some small $\alpha_{3} \in(0,1)$.
Now, let $z_{1}, z_{2} \in Q_{R / 2}\left(z_{0}\right)$ be any two points with $z_{1} \neq z_{2}$ and $r:=d_{p}\left(z_{1}, z_{2}\right)$, where

$$
d_{p}\left(z_{1}, z_{2}\right):=\max \left\{\left|x_{1}-x_{2}\right|, \sqrt{\left|t_{1}-t_{2}\right|}\right\}
$$

Set $Q:=Q_{r}\left(z_{1}\right) \cap Q_{r}\left(z_{2}\right)$. Note that $c(n)\left|Q_{r}\right| \leqslant|Q| \leqslant\left|Q_{r}\right|$. Therefore,

$$
\begin{aligned}
\left|\Gamma_{z_{1}}-\Gamma_{z_{2}}\right| & \leqslant f_{Q}\left|D \mathbf{u}-\Gamma_{z_{1}}\right| \mathrm{d} z+f_{Q}\left|D \mathbf{u}-\Gamma_{z_{1}}\right| \mathrm{d} z \\
& \leqslant c f_{Q_{r}\left(z_{1}\right)}\left|D \mathbf{u}-\Gamma_{z_{1}}\right| \mathrm{d} z+c f_{Q_{r}\left(z_{2}\right)}\left|D \mathbf{u}-\Gamma_{z_{1}}\right| \mathrm{d} z \\
& \leqslant c \varphi^{-1}\left(\left(\frac{r}{R}\right)^{\alpha_{3}}\right) \leqslant c\left(\frac{r}{R}\right)^{\alpha_{3} / q}=c\left(\frac{d_{p}\left(z_{1}, z_{2}\right)}{R}\right)^{\alpha_{3} / q}
\end{aligned}
$$

which implies the Hölder continuity of $z \mapsto \Gamma_{z}=D \mathbf{u}(z)$ with respect to the parabolic metric on $Q_{R / 2}\left(z_{0}\right)$ with Hölder exponent $\alpha_{3} / q$. Since $z_{0} \in \Omega_{T} \backslash\left(\Sigma_{1} \cup \Sigma_{2}\right)$ was an arbitrary point and both $\Sigma_{1}$ and $\Sigma_{2}$ are $\mathcal{L}^{n+1}$-null sets, the proof is complete.
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