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#### Abstract

We introduce a new space of generalized functions of bounded deformation $G B D_{F}$, made of functions $u$ whose one-dimensional slices $u(\gamma) \cdot \dot{\gamma}$ have bounded variation in a generalized sense for all curves $\gamma$ solution of the second order ODE $\ddot{\gamma}=F(\gamma, \dot{\gamma})$ for a fixed field $F$. For $u \in G B D_{F}$ we study the structure of the jump set in connection with its slices and prove the existence of a curvilinear approximate symmetric gradient. With a particular choice of $F$ in terms of the Christoffel symbols of a Riemannian manifold $M$, we are able to define and recover similar properties for a space of 1-forms on M which have generalized bounded deformation in a suitable sense.


## 1. Introduction

In the last decades the study of Free Discontinuity functionals has lead to the development of different notions of functions with bounded variation. We recall here the original $B V$ and $B D$ spaces [7, 8, 44] and the unifying approach [9, 39] of functions of bounded $\mathcal{A}$-variation $B V^{\mathcal{A}}$. In a more applied framework, the spaces $G B V$ and $G B D$ have been introduced in $[8,20]$ to supply to the lack of integrability of the field $u$ and of the jump $[u]$ with respect to the $(n-1)$-dimensional Hausdorff measure $\mathcal{H}^{n-1}$ restricted to the jump set $J_{u}$. The spaces $G B D$ and $G S B D$, in particular, have found applications in the study of functionals of the form

$$
\begin{equation*}
\int_{\Omega}|e(u)|^{2} \mathrm{~d} x+\mathcal{H}^{n-1}\left(J_{u}\right) \tag{1.1}
\end{equation*}
$$

where $e(u)$ denotes the approximate symmetric gradient of $u$. In this respect, we mention results on compactness and lower semicontinuity [5, 12, 16, 15, 27, 30, 43], Ambrosio-Tortorelli approximations [11, 13, 14, 23, 33], dimension reduction, homogenization, atomistic derivation, and nonlocal approximations $[1,3,6,10,26,28,31,38$, 40, 41, 42], linearization in elasticity [2, 24, 25], and modeling of fracture, epitaxially strained films, and stress-driven rearragnement instabilities [19, 22, 29, 34].

The common feature of the above mentioned works is that the underlying ambient space is of euclidean type. Nevertheless, there are number of interesting applications in which the reference configuration is represented by a Riemannian manifold (M, g). For instance, when deriving model of brittle fractures on linearly elastic shells embedded in $\mathbb{R}^{3}$ via dimension reduction, the limiting energy and function spaces have to take into account the geometry of the shell. This was noticed, e.g., in $[1,36]$ where the limit displacements are expressed in curvilinear coordinates, hinging on the fact that one still has a control of the full gradient displacements. However, in the linear elastic case, the lack of a control on the full gradient requires the definition of an intrinsic $B D$-like space which is sensible of the geometry of the reference manifold. Indeed, the classical approach to study the structure of $B D$-functions in $\mathbb{R}^{n}$ relies on slicing

[^0]techniques, where the vector fields are restricted to and projected onto lines, which are the geodesics of $\mathbb{R}^{n}$. The equivalent procedure on M consists in replacing lines with the geodesics given by the metric g. Furthermore, following the approach in [17], differently from the euclidean case in which displacements are modelled as vector fields, it is more convenient to use the representation as one-forms $\omega$ on M. This leads us to a local description of $\omega$ in terms of a vector field $u$ in $\mathbb{R}^{n}$ whose entries are its contravariant components. If $\omega$ is smooth, its symmetric gradient writes in curvilinear coordinates as the matrix [17, Section 1.2]
\[

$$
\begin{equation*}
(E(u))_{i j}=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)-\sum_{\ell=1}^{n} \Gamma_{i j}^{\ell} u_{\ell} \quad i, j=1, \ldots, n \tag{1.2}
\end{equation*}
$$

\]

where $\partial_{i}$ denotes the derivative with respect to $x_{i}$ and $\Gamma_{i j}^{\ell}$ are the Christoffel symbols. Moreover if $\gamma$ is a geodesic of M expressed in coordinates, for $t \in \mathbb{R}$ it holds true

$$
\begin{align*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \tau}\right|_{\tau=t} u(\gamma(\tau)) \cdot \dot{\gamma}(\tau) & =\nabla u(\gamma(t)) \dot{\gamma}(t) \cdot \dot{\gamma}(t)-\sum_{\ell, i, j=1}^{n} \Gamma_{i j}^{\ell}(\gamma(t)) u_{\ell}(\gamma(t)) \dot{\gamma}_{i}(t) \dot{\gamma}_{j}(t)  \tag{1.3}\\
& =E u(\gamma(t)) \dot{\gamma}(t) \cdot \dot{\gamma}(t)
\end{align*}
$$

where the first equality follows from the geodesics equation $\ddot{\gamma}_{\ell}=-\sum_{i, j=1}^{n} \Gamma_{i j}^{\ell}(\gamma) \dot{\gamma}_{i} \dot{\gamma}_{j}$.
Motivated by (1.3) and [20], we consider a space of functions whose one-dimensional slices $t \mapsto u(\gamma(t)) \cdot \dot{\gamma}(t)$ have bounded variation when computed on solutions $\gamma$ of suitable second order ODEs. More precisely, we fix a smooth field $F: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ which is a quadratic form in the second variable (cf. (F.1)) and a class of curvilinear projections $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ from $\Omega$ to $\xi^{\perp}$ satisfying the transversality condition of Definition 2.9 (see also [32, Definition 2.4]) and whose level sets $P_{\xi}^{-1}(y)$ are the images of the map $t \mapsto \varphi_{\xi}(y+t \xi)$ solution of $\ddot{\gamma}=F(\gamma, \dot{\gamma})$. Moreover, for $E \subseteq \Omega, u: \Omega \rightarrow \mathbb{R}^{n}, \xi \in \mathbb{S}^{n-1}$, and $y \in \xi^{\perp}$ we define the slices

$$
\begin{align*}
E_{y}^{\xi} & :=\left\{t \in \mathbb{R}: \varphi_{\xi}(y+t \xi) \in E\right\}, \\
\hat{u}_{y}^{\xi}(t) & :=u\left(\varphi_{\xi}(y+t \xi)\right) \cdot \dot{\varphi}_{\xi}(y+t \xi) \quad \text { for } t \in \Omega_{y}^{\xi} \tag{1.4}
\end{align*}
$$

Then, we say that a measurable function $u: \Omega \rightarrow \mathbb{R}^{n}$ belongs to $G B D_{F}(\Omega)$ if there exists a positive bounded Radon measure $\lambda$ on $\Omega$ such that for every $\xi \in \mathbb{S}^{n-1}$, for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$ we have that $\hat{u}_{y}^{\xi} \in B V_{\text {loc }}\left(\Omega_{y}^{\xi}\right)$ and

$$
\begin{equation*}
\int_{\xi^{\perp}}\left|\mathrm{D}\left(\tau\left(\hat{u}_{y}^{\xi}\right)\right)\right|\left(\Omega_{y}^{\xi}\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq\left\|\dot{\varphi}_{\xi}\right\|_{\infty} \operatorname{Lip}\left(P_{\xi}\right)^{n-1} \lambda(\Omega) \tag{1.5}
\end{equation*}
$$

whenever $\tau \in C^{1}(\mathbb{R})$ is such that $-\frac{1}{2} \leq \tau \leq \frac{1}{2}$ and $0 \leq \tau^{\prime} \leq 1$. We refer to Section 4 for the precise definition. We remark that if $F=0$ and the family $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ is the family of orthogonal projections $\pi_{\xi}: \mathbb{R}^{n} \rightarrow \xi^{\perp}$, the space $G B D_{F}(\Omega)$ coincides with the space $G B D(\Omega)$ introduced in [20].

By means of the space $G B D_{F}(\Omega)$, with the choice

$$
\begin{equation*}
F_{\ell}(x, \zeta)=-\sum_{i, j=1}^{n} \Gamma_{i j}^{\ell}(x) \zeta_{i} \zeta_{j} \quad \text { for } \ell=1, \ldots, n, x \in \Omega, \text { and } \zeta \in \mathbb{R}^{n} \tag{1.6}
\end{equation*}
$$

it is possible to define an intrinsic space of measurable one-forms on $M$ having generalised bounded deformation, which we denote by $G B D(\mathrm{M})$. We refer for all details to Sections 3 and 4.4.

In this paper we mainly focus on the structure of the jump set in relation with one dimensional slices (1.4) and on the existence of an approximate symmetric gradient.

In this regard we make use of the recent result [21] ensuring that the jump set of any measurable function is countably $(n-1)$-rectifiable. However, it is of fundamental importance to establish a precise relation between the slices of the jump set and the jump sets of the slices. In this regard, the non-linear nature of our setting leads to a crucial point, which is the lack of symmetry required to exploit the parallelogram law [7] (see also [20, Formula 7.1] and [9, Proposition 4.4]) and the possibility to perform codimension-one slicing on which the $B D$ and $B V^{\mathcal{A}}$ theories hinge. In order to overcome this difficulty we have to make a stronger assumption on the field $F$. Namely, we suppose $F$ to satisfy a condition which we call Rigid Interpolation (RI). Such a condition requires a (local) control on the $L^{\infty}$-norm of the curvilinear symmetric gradient, seen as an operator acting on smooth vector fields, in terms of a discrete seminorm defined on the vertices of $n$-dimensional simplexes of $\mathbb{R}^{n}$ (see (4.3)). Appealing to the general slicing criterion developed in [4] we combine Lemma 6.8 to guarantee that, given a family of curvilinear projections $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$, the jump set of $u \in G B D_{F}(\Omega)$ can be sliced by means of the jump sets of the one dimensional restrictions $\hat{u}_{y}^{\xi}$ (see Theorem 6.6). In addition, since the choice of the field $F$ dictated by (1.6) does satisfy the Rigid Interpolation property, the above mentioned result obtained in the $G B D_{F^{-}}$ context can be easily transferred to the Riemannian case $G B D(\mathrm{M})$ (see Theorem 6.16).

Eventually, we prove in Theorem 6.9 that every $u \in G B D_{F}(\Omega)$ admits a.e. in $\Omega$ an approximate symmetric gradient $\tilde{e}(u) \in \mathbb{M}_{\text {sym }}^{n}$, where $\mathbb{M}_{\text {sym }}^{n}$ denotes the space of symmetric matrices of order $n$. In this setting, we notice that $\tilde{e}(u)$ is not integrable in $\Omega$. Nevertheless, we may define a "curvilinear" approximate symmetric gradient $e(u): \Omega \rightarrow \mathbb{M}_{\text {sym }}^{n}$ as

$$
e(u)(x) \zeta \cdot \zeta:=\tilde{e}(u)(x) \zeta \cdot \zeta-u(x) \cdot F(x, \zeta) \quad \text { for a.e. } x \in \Omega \text { and every } \zeta \in \mathbb{R}^{n} .
$$

Then, it turns out that $e(u) \in L^{1}\left(\Omega ; \mathbb{M}_{\text {sym }}^{n}\right)$, which is consistent with (1.2). Furthermore, $e(u)$ can be reconstructed by means of the approximate gradients of the one-dimensional slices: for $\mathcal{H}^{n-1}$-a.e. $\xi \in \mathbb{S}^{n-1}$ it holds

$$
\nabla \hat{u}_{y}^{\xi}(t)=(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi) \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp} \text {, for a.e. } t \in \Omega_{y}^{\xi} \text {. }
$$

In regards to the Riemmanian case, the existence of a curvilinear approximate symmetric gradient in the $G B D_{F}$-context can be used to prove that every one form $\omega \in G B D(\mathrm{M})$ admits an approximate symmetric gradient $e(\omega)(p)$ in the sense of (2.3) for a.e. $p \in \mathrm{M}$. We refer to Theorem 6.17 for the relevant properties of $e(\omega)$.

Outlook. In this paper we have introduced a new notion of functions with generalized bounded deformation by working on one-dimensional slices that are solutions of a second order ODE driven by a smooth field $F$. In particular, we have shown that, with a suitable choice of $F$, this leads to the definition of a space of functions with generalized bounded deformation on a Riemannian manifold M. Possible applications of such space may be found in the modeling of brittle fracture in Riemannian setting (see, e.g., $[1,17,35])$. For instance, Griffith's energy (1.1) on M is well defined in terms of the space $G B D(\mathrm{M})$ and writes in the following form

$$
\int_{\mathrm{M}}|e(\omega)|^{2} d \mathcal{H}^{n}+\mathcal{H}^{n-1}\left(J_{\omega}\right),
$$

where $J_{\omega}$ denotes the jump set of $\omega$ (see Definition 2.5).
In the setting of dimension reduction problems for thin structures, such as the shallow shell $[18,37] S_{\rho}:=\left\{\left(x^{\prime}, \rho \theta\left(x^{\prime}\right)\right): x^{\prime} \in U\right\}$ for $\rho>0, U \subseteq \mathbb{R}^{2}$ open bounded set with Lipschitz boundary, and $\theta \in C^{\infty}(U)$, one is led to study the $\Gamma$-limit as $\rho \rightarrow 0$ of
the energy functional

$$
\begin{equation*}
\int_{U \times(-1,1)} \mathbb{C}_{\rho} e_{\rho}(u) \cdot e_{\rho}(u) \mathrm{d} x+\int_{J_{u}} \phi_{\rho}\left(\nu_{u}\right) \mathrm{d} \mathcal{H}^{n-1} . \tag{1.7}
\end{equation*}
$$

In (1.7), $\mathbb{C}_{\rho}$ is a suitably rescaled elasticity tensor, $\phi_{\rho}$ is a positive definite quadratic form smoothly dependent on $\rho$ and $\theta$, and $e_{\rho}$ is of the form

$$
\begin{aligned}
e_{\alpha \beta, \rho}(u) & =\frac{1}{2}\left(\partial_{\alpha} u_{\beta}+\partial_{\beta} u_{\alpha}\right)-u_{p} \Gamma_{\alpha \beta}^{p}(\rho), \\
e_{\alpha 3, \rho}(u) & =\frac{1}{\rho}\left(\frac{1}{2}\left(\partial_{3} u_{\alpha}+\partial_{\alpha} u_{3}\right)-u_{\sigma} \Gamma_{\alpha 3}^{\sigma}(\rho)\right), \\
e_{33, \rho}(u) & =\frac{1}{\rho^{2}} \partial_{3} u_{3},
\end{aligned}
$$

where the (rescaled) Christoffel symbols $\Gamma_{i j}^{p}(\rho)$ behave as

$$
\begin{aligned}
\Gamma_{\alpha \beta}^{\sigma}(\rho) & =O\left(\rho^{2}\right) \\
\Gamma_{\alpha \beta}^{3}(\rho) & =-\frac{\partial_{\alpha \beta}^{2} \theta}{\sqrt{1+\rho^{2}|\nabla \theta|^{2}}}+O(\rho), \\
\Gamma_{\alpha 3}^{\sigma}(\rho) & =O\left(\rho^{2}\right) .
\end{aligned}
$$

As $\rho \rightarrow 0$ we obtain the formal limit

$$
\int_{U \times(-1,1)} \hat{\mathbb{C}} e(u) \cdot \mathrm{E}(u) \mathrm{d} x+\int_{J_{u}} \phi\left(\nu_{u}\right) \mathrm{d} \mathcal{H}^{n-1},
$$

where $\hat{\mathbb{C}}$ and $\phi$ are limit of $\mathbb{C}_{\rho}$ and of $\phi_{\rho}$, respectively, while the displacement $u$ belongs to the space $\operatorname{GSBD}_{F}(U \times(-1,1))$ for the choice

$$
F_{1}(x, \zeta)=F_{2}(x, \zeta)=0, \quad F_{3}(x, \zeta)=-\nabla^{2} \theta \zeta \cdot \zeta \quad \text { for } x \in U \times(-1,1) \text { and } \zeta \in \mathbb{R}^{3} .
$$

Problems such as compactness and lower-semicontinuity in $G B D(\mathrm{M})$ and in $G B D_{F}(\Omega)$, the rigorous computation of the $\Gamma$-limit of (1.7), as well as the applications to more general reduction problems for brittle linearly elastic shells will be the subjects of future investigations.

Plan of the paper. In Sections 3 and 4 we give the main assumptions of the paper and present the notions of the space $G B D(\mathrm{M})$ of functions of generalized bounded deformation on a Riemannian manifold M and of $G B D_{F}(\Omega)$, respectively. In particular, we show in Section 4.4 that the two spaces are equivalent on every chart $(U, \psi)$ of $M$. Section 5 contains a number of technical results that will be used in Section 6 in the study of the structure of $G B D_{F}(\Omega)$ and of $G B D(\mathrm{M})$.

## 2. Preliminaries and notation

2.1. Basic notation. For $n, k \in \mathbb{N}$, we denote by $\mathcal{L}^{n}$ and by $\mathcal{H}^{k}$ the Lebesgue and the $k$-dimensional Hausdorff measure in $\mathbb{R}^{n}$, respectively. The symbol $\mathbb{M}^{n \times n}$ stands for the space of square matrices of order $n$ with real coefficients, while $\mathbb{M}_{s y m}^{n \times n}$ denotes its subspace of symmetric matrices. The set $\left\{e_{i}\right\}_{i=1}^{n}$ denotes the canonical basis of $\mathbb{R}^{n}$ and $|\cdot|$ is the Euclidean norm on $\mathbb{R}^{n}$. For every $\xi \in \mathbb{R}^{n}$, the map $\pi_{\xi}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the orthogonal projection over the hyperplane orthogonal to $\xi$, which will be indicated by $\xi^{\perp}$. For $x \in \mathbb{R}^{n}$ and $\rho>0, \mathrm{~B}_{\rho}(x)$ stands for the open ball of radius $\rho$ and center $x$ in $\mathbb{R}^{n}$. For every $A \subseteq \mathbb{R}^{n} \times \mathbb{S}^{n-1}$, every $\xi \in \mathbb{S}^{n-1}$, and every $x \in \mathbb{R}^{n}$ we will denote

$$
A_{\xi}:=\left\{\left(x \in \mathbb{R}^{n}:(x, \xi) \in A\right\} \quad A_{x}:=\left\{\xi \in \mathbb{S}^{n-1}:(x, \xi) \in A\right\}\right.
$$

We report the definitions of countably rectifiable set in $\mathbb{R}^{n}$.
Definition 2.1 (Countably rectifiable set). We say that a set $R \subseteq \Omega$ is countably $(n-1)$-rectifiable if and only if $R$ equals a countable union of images of Lipschitz maps $\left(f_{i}\right)_{i}$ from some bounded sets $E_{i} \subset \mathbb{R}^{n-1}$ to $\Omega$.

Given $U_{j}$ a sequence of open subsets of $\mathbb{R}^{n}, \Omega$ open subset of $\mathbb{R}^{n}$, and $f_{j} \in C^{\infty}\left(U_{j} ; \mathbb{R}^{k}\right)$, we say that $f_{j} \rightarrow f$ in $C_{l o c}^{\infty}\left(\Omega ; \mathbb{R}^{k}\right)$ if $f \in C^{\infty}\left(\Omega ; \mathbb{R}^{k}\right), U_{j} \nearrow \Omega$, and $f_{j} \rightarrow f$ in $C^{\infty}\left(W ; \mathbb{R}^{k}\right)$ for every $W \Subset \Omega$. We recall the definition of jump set of a measurable function.

Definition 2.2. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ and let $u: \Omega \rightarrow \mathbb{R}^{m}$ be measurable. We say that $x \in \Omega$ belongs to $J_{u}$ if and only if there exists $\left(u^{+}(x), u^{-}(x), \nu(x)\right) \in$ $\mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{S}^{n-1}$ such that

$$
\underset{\substack{\operatorname{ap}-\\ z \rightarrow x \\(z-x) \cdot \nu(x)>0}}{ } u(z)=u^{ \pm}(x) .
$$

We further recall the definition of approximate symmetric gradient of a measurable function.

Definition 2.3 (Approximate symmetric gradient). A measurable function $u: \Omega \rightarrow \mathbb{R}^{n}$ admits an approximate symmetric gradient at $x \in \Omega$ if there exists $\tilde{e}(u)(x) \in \mathbb{M}_{\text {sym }}^{n \times n}$ such that

$$
\begin{equation*}
\operatorname{ap}_{z \rightarrow x} \frac{|(u(z)-u(x)) \cdot(z-x)-\tilde{e}(u)(x)(z-x) \cdot(z-x)|}{|z-x|^{2}}=0 . \tag{2.1}
\end{equation*}
$$

Notice that the approximate symmetric gradient, if it exists, is unique by formula (2.1).

Given a metric space $\left(X, d_{X}\right), \mathcal{M}_{b}(X)$ (resp. $\left.\mathcal{M}_{b}^{+}(X)\right)$ is the space of bounded Radon measures on $X$ (resp. bounded and positive Radon measures on $X$ ). Given $\left(Y, d_{Y}\right)$ another metric space, a Borel map $f: X \rightarrow Y$, and a measure $\mu \in \mathcal{M}_{b}(X)$, the pushforward measure of $\mu$ through $f$ is denoted by $f_{\sharp}(\mu) \in \mathcal{M}_{b}(Y)$. The set of all Borel subset of $X$ is indicated by $\mathcal{B}(X)$. For a Lipschitz function $f: X \rightarrow Y$, we denote by $\operatorname{Lip}(f ; X)$ the least Lipschitz constant of $f$ on $X$, defined as

$$
\operatorname{Lip}(f, X):=\inf _{x, y \in X, x \neq y} \frac{d_{Y}(f(x), f(y))}{d_{X}(x, y)}
$$

We will drop the dependence on the set whenever it is clear from the context.
We recall the definition of $(n-1)$-rectifiable measure in $\mathbb{R}^{n}$.
Definition 2.4 (Rectifiable measure). Let $\Omega \subseteq \mathbb{R}^{n}$ and let $\mu$ be a measure on $\Omega$. We say that $\mu$ is $(n-1)$-rectifiable if there exist an $(n-1)$-rectifiable set $R$ and a real-valued measurable function $\theta$ such that

$$
\mu=\theta \mathcal{H}^{n-1}\llcorner R
$$

For $U \in \mathcal{B}\left(\mathbb{R}^{n}\right)$, for every $p \in[1,+\infty]$ the symbol $L^{p}\left(U ; \mathbb{R}^{k}\right)$ stands for the space of $p$-summable functions from $U$ with values in $\mathbb{R}^{k}$. The usual $L^{p}$-norm is denoted by $\|\cdot\|_{L^{p}(U)}$. We will drop the set $U$ in the notation of the norm when there is no chance of misunderstanding.

Given ( $\mathrm{M}, g$ ) an $n$-dimensional Riemannian manifold, we denote by $\exp _{p}$ the exponential map centered at $p \in \mathrm{M}$. For $q \in \mathrm{M}$, we further denote by $d \exp _{p}[q]$ the differential of the exponential map $\exp _{p}$ in the point $q$, which maps $\mathrm{T}_{p} \mathrm{M}$ in $\mathrm{T}_{q} \mathrm{M}$. The symbol $\langle\cdot, \cdot\rangle_{p}$ stands for the usual duality pairing between $\mathrm{T}_{p}^{*} \mathrm{M}$ and $\mathrm{T}_{p} \mathrm{M}$, while $(\cdot, \cdot)_{p}$ indicates the Riemannian scalar product in $\mathrm{T}_{p} \mathrm{M}$. The norm of a vector $v \in \mathrm{~T}_{p} \mathrm{M}$ is denoted by $|v|_{p}=\sqrt{(v, v)_{p}}$. We will indicate by $\operatorname{inj}_{p}>0$ the injectivity radius of $\exp _{p}$,
that is, the smallest $r>0$ such that $\exp _{p}$ is injective on the set $\left\{v \in \mathrm{~T}_{p} \mathrm{M}:|v|_{p}<\rho\right\}$ for every $\rho \in(0, r)$. For every $p \in \mathrm{M}$ and every quadratic form $Q \in \mathrm{~T}_{p} \mathrm{M} \otimes \mathrm{T}_{p} \mathrm{M}$ we define

$$
\|Q\|_{\mathrm{T}_{p} \mathrm{M} \otimes \mathrm{~T}_{p} \mathrm{M}}:=\sup _{v \in \mathrm{~T}_{p} \mathrm{M}} \frac{Q(v)}{|v|_{p}^{2}} .
$$

2.2. Jump set of one-forms. Let ( $\mathrm{M}, g$ ) be an $n$-dimensional Riemannian manifold. We define the jump set of a measurable one-form $\omega \in \mathcal{D}^{1}(\mathrm{M})$ as follows.
Definition 2.5. Let $\omega \in \mathcal{D}^{1}(\mathrm{M})$ measurable. We say that a point $p \in \mathrm{M}$ belongs to the jump set $J_{\omega}$ of $\omega$ if and only if there exists $\nu_{\omega} \in \mathrm{T}_{p} \mathrm{M}$ with $\left|\nu_{\omega}\right|_{p}=1$ and $\omega^{ \pm}(p) \in \mathrm{T}_{p}^{*} \mathrm{M}$ with $\omega^{+}(p) \neq \omega^{-}(p)$ such that

$$
\begin{equation*}
\underset{\substack{q \rightarrow p \\ q \in H^{ \pm}(p)}}{\operatorname{ap}-\lim _{p}}\left\langle\omega(q), d \exp _{p}[q](v)\right\rangle_{q}=\left\langle\omega^{ \pm}(p), v\right\rangle_{p} \quad \text { for every } v \in \mathrm{~T}_{p} \mathrm{M}, \tag{2.2}
\end{equation*}
$$

where $H^{ \pm}(p) \cap \mathbb{B}_{r}(p)=\exp _{p}\left(\left\{v \in \mathrm{~T}_{p} \mathrm{M}:|v|_{p}<r\right.\right.$ and $\left.\left.\pm\left(v, \nu_{\omega}(p)\right)_{p}>0\right\}\right)$ for every $0<r<\operatorname{inj}_{p}$.
2.3. Approximate symmetric gradient of one-forms. Assume that ( $\mathrm{M}, g$ ) is an $n$-dimensional Riemannian manifold and consider a measurable one-form $\omega \in \mathcal{D}^{1}(\mathrm{M})$. We want to define the approximate symmetric gradient of $\omega$ at a point $p \in \mathrm{M}$ as a quadratic form acting on the tangent space $\mathrm{T}_{p} \mathrm{M}$, and satisfying a suitable first order expansion in a measure theoretical sense. Inspired by the euclidean notion of approximate symmetric gradient for measurable vector fields [20], we give the following definition.

Definition 2.6 (Approximate symmetric gradient of one-forms). Let $\omega \in \mathcal{D}^{1}(\mathrm{M})$ be measurable. Then we say that $\omega$ admits an approximate symmetric gradient at $p \in \mathrm{M}$ if there exists a quadratic form $e(\omega)(p) \in \mathrm{T}_{p} \mathrm{M} \otimes \mathrm{T}_{p} \mathrm{M}$ such that

$$
\begin{equation*}
\underset{q \rightarrow p}{\operatorname{ap}-\lim _{p}} \frac{\left|\left\langle\omega(q), d \exp _{p}[q]\left(v_{q}\right)\right\rangle_{q}-\left\langle\omega(p), v_{q}\right\rangle_{p}-e(\omega)(p)\left(v_{q}\right)\right|}{\mathrm{d}_{\mathrm{M}}(q, p)^{2}}=0, \tag{2.3}
\end{equation*}
$$

where $v_{q} \in \mathrm{~T}_{p} \mathrm{M}$ is the unique vector satisfying $\exp _{p}\left(v_{q}\right)=q$, namely, $v_{q}=\exp _{p}^{-1}(q)$.
Remark 2.7. The approximate limit in (2.3) is well defined since $\exp _{p}^{-1}$ is a well defined map for every $q \in \mathbb{B}_{r}(p)$ for every $0<r<\operatorname{inj}_{p}$.

Remark 2.8 (Uniqueness of approximate symmetric gradient). The approximate symmetric gradient $e(\omega)(p)$ of a measurable one-form $\omega$ at $p$ is unique whenever it exists. This can be easily checked by a contradiction argument. Indeed, assuming the existence of two different approximate symmetric gradients $e^{1}(\omega)(p)$ and $e^{2}(\omega)(p)$ we obtain the validity of

$$
\begin{equation*}
\lim _{q \rightarrow p} \frac{\left|e^{1}(\omega)(p)\left(v_{q}\right)-e^{2}(\omega)(p)\left(v_{q}\right)\right|}{\mathrm{d}_{\mathrm{M}}(q, p)^{2}}=0 . \tag{2.4}
\end{equation*}
$$

The approximate limit in (2.4) can be rewritten as

$$
\lim _{v \rightarrow 0} \frac{\left|e^{1}(\omega)(p)(v)-e^{2}(\omega)(p)(v)\right|}{\mathrm{d}_{\mathrm{M}}\left(\exp _{p}(v), p\right)^{2}}=\lim _{v \rightarrow 0} \frac{\left|e^{1}(\omega)(p)(v)-e^{2}(\omega)(p)(v)\right|}{|v|_{p}^{2}}=0
$$

which clearly implies $e^{1}(\omega)(p)=e^{2}(\omega)(p)$ as element of $\mathrm{T}_{p} \mathrm{M} \otimes \mathrm{T}_{p} \mathrm{M}$.
2.4. A rectifiability criterion for a class of integralgeometric measures. The notion of transversal family of maps will play a fundamental role along this section. The following definition is an adaptation of [32, Definition 2.4] (see also [4, Definition 2.3]).
Definition 2.9 (Transversality). Let $\Omega \subseteq \mathbb{R}^{n}$ be open and let $S_{i}:=\left\{\xi \in \mathbb{S}^{n-1}\right.$ : $\left.\left|\xi \cdot e_{i}\right| \geq 1 / \sqrt{n}\right\}$ for $i=1, \ldots, n$. We say that a family of Lipschitz maps $P_{\xi}: \Omega \rightarrow \xi^{\perp}$ for $\xi \in \mathbb{S}^{n-1}$ is a transversal family of maps on $\Omega$ if for every $i=1, \ldots, n$ the maps

$$
\begin{aligned}
P_{\xi}^{i}(x) & :=\pi_{e_{i}} \circ P_{\xi}(x) \quad \text { for } \xi \in S_{i}, x \in \Omega \\
T_{x x^{\prime}}^{i}(\xi) & :=\frac{P_{\xi}^{i}(x)-P_{\xi}^{i}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \quad \text { for } \xi \in S_{i}, x, x^{\prime} \in \Omega \text { with } x \neq x^{\prime}
\end{aligned}
$$

satisfy the following properties:
(H.1) For every $x \in \Omega$ the map $\xi \mapsto P_{\xi}^{i}(x)$ belongs to $C^{2}\left(S_{i} ; \mathbb{R}^{n-1}\right)$ and

$$
\sup _{(\xi, x) \in S_{i} \times \Omega}\left|D_{\xi}^{j} P_{\xi}^{i}(x)\right|<\infty, \quad \text { for } j=1,2
$$

(H.2) There exists a constant $C^{\prime}>0$ such that for every $\xi \in S_{i}$ and $x, x^{\prime} \in \Omega$ with $x \neq x^{\prime}$

$$
\left|T_{x x^{\prime}}^{i}(\xi)\right| \leq C^{\prime} \quad \text { implies } \quad\left|\mathrm{J}_{\xi} T_{x x^{\prime}}^{i}(\xi)\right| \geq C^{\prime}
$$

(H.3) There exists a constant $C^{\prime \prime}>0$ such that

$$
\left|D_{\xi}^{j} T_{x x^{\prime}}^{i}(\xi)\right| \leq C^{\prime \prime}, \text { for } j=1,2
$$

for $\xi \in S_{i}$ and $x, x^{\prime} \in \Omega$ with $x \neq x^{\prime}$.

## 3. The space $G B D$ on a Riemannian manifold

In this section we define the space of generalized functions of bounded deformation on a Riemannian manifold ( $\mathrm{M}, g$ ) of dimension $n$. To this aim, we first introduce the notions of parametrized maps and curvilinear projections on $M$, following the ideas of [4] in the Euclidean setting (see also Section 5).

Definition 3.1 (Parametrized maps on M). Let $V \subseteq$ M open and $\xi \in \mathbb{S}^{n-1}$. We say that a map $P: V \rightarrow \xi^{\perp}$ is a parametrized map on $V$ if there exist $\rho, \tau>0$ and a smooth Lipschitz map $\varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\} \rightarrow$ M such that the following conditions hold:
(1) $V \subseteq \operatorname{Im}(\varphi)$;
(2) $\varphi^{-\overline{1}}\llcorner V$ is a bi-Lipschitz diffeomorphism with its image;
(3) $P(\varphi(y+t \xi))=y$ for every $(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)$ such that $y+t \xi \in$ $\varphi^{-1}(V)$.

Remark 3.2. Conditions (2) and (3) of parametrized map imply
(4) $\varphi\left(P(p)+\left(\varphi^{-1}(p) \cdot \xi\right) \xi\right)=p$ for every $p \in V$.

We will more compactly denote by $t_{p}^{\xi}$ the real number $\varphi^{-1}(p) \cdot \xi$ for every $p \in V$ and every $\xi \in \mathbb{S}^{n-1}$. Whenever $\xi$ is fixed and there is no chance of misunderstanding, we drop the index $\xi$ and write $t_{p}$ instead of $t_{p}^{\xi}$.

Remark 3.3. Let ( $\mathrm{M}, g$ ) be a Riemannian manifold of dimension $n$, let $V \subseteq \mathrm{M}$ open, and let $P: V \rightarrow \xi^{\perp}$ be a parametrized map on $V$ with parametrization $\varphi:\{y+t \xi$ : $\left.(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\} \rightarrow \mathrm{M}$. Then, for every chart $(U, \psi)$ on M with $U \subseteq V$
we have that $\bar{P}:=P \circ \psi^{-1}: \psi(U) \rightarrow \xi^{\perp}$ is a parametrized map on $\psi(U) \subseteq \mathbb{R}^{n}$ with parametrization

$$
\bar{\varphi}:=\psi \circ \varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\} \rightarrow \mathbb{R}^{n}
$$

Definition 3.4 (Velocity field on M ). Let $V \subseteq \mathrm{M}$ open, $\xi \in \mathbb{S}^{n-1}$, let $P: V \rightarrow \xi^{\perp}$ be a parametrized map on $V$ with parametrizationi $\varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times\right.$ $(-\tau, \tau)\} \rightarrow \mathrm{M}$. For $(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)$, we denote by $\dot{\varphi}(y+t \xi) \in \mathrm{T}_{\varphi(y+t \xi)} \mathrm{M}$ the velocity field of the curve $t \mapsto \varphi(y+t \xi)$.
Definition 3.5 (Curvilinear projections on M ). Let $V \subseteq \mathrm{M}$ open and $\xi \in \mathbb{S}^{n-1}$. We say that a map $P: V \rightarrow \xi^{\perp}$ is a curvilinear projection on $V$ if the following conditions hold:
(1) $P$ is parametrized on $V$ with parametrization $\varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times\right.$ $(-\tau, \tau)\} \rightarrow \mathrm{M}$
(2) the parametrization $\varphi$ is such that for every $y \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right]$ the curve $t \mapsto$ $\varphi(y+t \xi)$ is a geodesic on M.

Remark 3.6. For $P: V \rightarrow \xi^{\perp}$ and $\varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\} \rightarrow \mathrm{M}$ as in Definition 3.5, we define

$$
\|\dot{\varphi}\|_{L^{\infty}, \mathrm{M}}:=\sup _{(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)}|\dot{\varphi}(y+t \xi)|_{\varphi(y+t \xi)}
$$

Notice that in the notation of $\|\dot{\varphi}\|_{L^{\infty}, \mathrm{M}}$ we will never drop the index M .
Given $V \subseteq \mathrm{M}$ open, a parametrized map $P: V \rightarrow \xi^{\perp}$, and $\omega \in \mathcal{D}^{1}(V)$ measurable, we define the slices of $u$ w.r.t. $P$.

Definition 3.7 (Slices on M ). Let ( $\mathrm{M}, g$ ) be a Riemannian manifold of dimension $n$, let $V \subseteq \mathrm{M}$ open, $\xi \in \mathbb{S}^{n-1}$, and let $P: V \rightarrow \xi^{\perp}$ be a curvilinear projection on $V$ with parametrization $\varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\}$. For every $B \in \mathcal{B}(V)$ we define

$$
B_{y}^{\xi}:=\{t \in(-\tau, \tau): \varphi(y+t \xi) \in B\} \quad \text { for } y \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right]
$$

For every $\omega \in \mathcal{D}^{1}(V)$ we define

$$
\hat{\omega}_{y}^{\xi}(t):=\langle\omega(\varphi(y+t \xi)), \dot{\varphi}(y+t \xi)\rangle_{\varphi(y+t \xi)} \quad \text { for } t \in V_{y}^{\xi}
$$

In addition for every $u \in \Gamma(V)$ we define

$$
\hat{u}_{y}^{\xi}(t):=(u(\varphi(y+t \xi)), \dot{\varphi}(y+t \xi))_{\varphi(y+t \xi)} \quad \text { for } t \in V_{y}^{\xi}
$$

Definition 3.8. Let $(\mathrm{M}, g)$ be a Riemannian manifold of dimension $n$. We say that $u \in \mathcal{D}^{1}(\mathrm{M})$ has generalized bounded deformation on M , and we write $\omega \in G B D(\mathrm{M})$, if there exists $\lambda \in \mathcal{M}_{b}^{+}(\mathrm{M})$ such that for every $V \subseteq \mathrm{M}$ open, every $\xi \in \mathbb{S}^{n-1}$, and every curvilinear projection $P: V \rightarrow \xi^{\perp}$ on $V$, the following facts hold:
(1) for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$ the map $\hat{\omega}_{y}^{\xi}$ belongs to $B V_{l o c}\left(V_{y}^{\xi}\right)$;
(2) for every $B \in \mathcal{B}(M)$ we have that

$$
\int_{\xi^{\perp}}\left(| | \mathrm{D} \hat{\omega}_{y}^{\xi} \mid\left(B_{y}^{\xi} \backslash J_{\hat{\omega}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap J_{\hat{\omega}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq\|\dot{\varphi}\|_{L^{\infty}, \mathrm{M}}^{2} \operatorname{Lip}(P ; V)^{n-1} \lambda(B)
$$

Remark 3.9. Since in Definition 3.8 the map $t \mapsto \varphi(y+t \xi)$ is a geodesic on M. Thus, for $y \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right]$ the speed modulus $|\dot{\varphi}(y+t \xi)|_{\varphi(y+t \xi)}$ is constant as a function of $t$. Hence, the $L^{\infty}$-norm in item (2) of the definition is computed as a supremum w.r.t. $y$.

In order to study the structure of the space $G B D(\mathrm{M})$, we show in the next section that, locally on charts of M , it is equivalent to the space $G B D_{F}(\Omega)$ for a suitable open subset $\Omega$ of $\mathbb{R}^{n}$ and field $F: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$.

## 4. The space $G B D_{F}(\Omega)$

We start by recalling the definition of $G B D_{F}(\Omega)$ for an open set $\Omega \subseteq \mathbb{R}^{n}$ and a field $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$. First, we list the assumptions on $F$ (see also $[4$, Sections 3.1 and 6.1]).
4.1. Assumptions on the field $F$. We will always assume that $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ fulfills
(F.1) $F$ is a quadratic form in the second variable, that is, for every $x \in \mathbb{R}^{n}$ and every $v_{1}, v_{2} \in \mathbb{R}^{n}$

$$
\begin{equation*}
F\left(x, v_{1}+v_{2}\right)+F\left(x, v_{1}-v_{2}\right)=2 F\left(x, v_{1}\right)+2 F\left(x, v_{2}\right) \tag{4.1}
\end{equation*}
$$

In Section 6.1 we will require an additional property on $F$, namely the so-called Rigid Interpolation property (cf. [4, Section 6.1])), which needs some further notation. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the canonical basis of $\mathbb{R}^{n}$. Thanks to (4.1) we associate to $F$ a map $F^{q}: \mathbb{R}^{n} \rightarrow \operatorname{Lin}\left(\mathbb{R}^{n} \otimes \mathbb{R}^{n} \otimes \mathbb{R}^{n} ; \mathbb{R}\right)$ as follows:

$$
F^{q}(x)\left(v_{1} \otimes v_{2} \otimes v_{3}\right):=\frac{v_{3}}{2} \cdot\left(F\left(x, v_{1}+v_{2}\right)-F\left(x, v_{1}\right)-F\left(x, v_{2}\right)\right) \quad v_{1}, v_{2}, v_{3} \in \mathbb{R}^{n}
$$

It is worth noting that, under our hypothesis (F.1), for every $v_{3} \in \mathbb{R}^{n}$ the map $\left(v_{1}, v_{2}\right) \mapsto F^{q}(x)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)$ is symmetric and hence can be represented as an element of $\mathbb{M}_{s y m}^{n \times n}$. For this reason we can write

$$
F^{q}(x)\left(v_{1} \otimes v_{2} \otimes v_{3}\right)=\left(v_{3} \cdot F^{q}(x)\right) v_{1} \cdot v_{2} \quad \text { for } v_{1}, v_{2}, v_{3} \in \mathbb{R}^{n}
$$

for a suitable $\left(v_{3} \cdot F^{q}(x)\right) \in \mathbb{M}_{s y m}^{n \times n}$ depending on $v_{3}$. Given $r>0$ and a point $x \in \mathbb{R}^{n}$ we define $F_{r, x}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ as $F_{r, x}(z, v):=r F(x+r z, v)$ and analogously $F_{r, x}^{q}: \mathbb{R}^{n} \rightarrow$ $\operatorname{Lin}\left(\mathbb{R}^{n} \otimes \mathbb{R}^{n} \otimes \mathbb{R}^{n} ; \mathbb{R}\right)$ as $F_{r, x}^{q}(z):=r F^{q}(x+r z)$.

For $z \in \mathrm{~B}_{1}(0)$, we set $\mathcal{S}_{0, z}:=\left\{z+e_{0}, \ldots, z+e_{n}\right\}$, where $e_{0}:=0$. For $r>0$ and $0 \leq i<j \leq n$ we define $t \mapsto \ell_{z, r, i j}(t)$ as the curve $\gamma(\cdot)$ (whenever it is well defined) satisfying

$$
\left\{\begin{array}{l}
\ddot{\gamma}(t)=F_{r, x}(\gamma(t), \dot{\gamma}(t)), t \in\left[0, t_{i j}\right], \text { for some } t_{i j}>0 \\
\gamma(0)=z+e_{i}, \quad \gamma\left(t_{i j}\right)=z+e_{j} \\
|\dot{\gamma}(0)|=1
\end{array}\right.
$$

Remark 4.1. Notice that, as shown in [4, Lemma 3.13 and Remark 6.1], for $r>0$ sufficiently small the curve $t \mapsto \ell_{z, r, i j}(t)$ is well-defined for every $z \in \mathrm{~B}_{1}(0)$ and every $0 \leq i<j \leq n$.

We denote by $\mathcal{S}_{r, 1, z}$ the 1-dimensional geodesic skeleton of $\mathcal{S}_{0, z}$, i.e.,

$$
\mathcal{S}_{r, 1, z}:=\left\{h \in \mathbb{R}^{n}: h=\ell_{z, r, i j}(t) \text { for some } t \in\left[0, t_{i j}\right] \text { and } i \neq j\right\}
$$

For $0 \leq i<j \leq n$ we further set

$$
\xi_{r, i j}(z):=\dot{\ell}_{z, r, i j}(0) \quad \text { and } \quad \xi_{r, j i}(z):=\dot{\ell}_{z, r, i j}\left(t_{i j}\right)
$$

We consider the semi-norm $E_{r, z}: \mathbb{R}^{n+1} \times \mathbb{R}^{n} \rightarrow[0,+\infty)$ defined as

$$
E_{r, z}(w):=\sum_{0 \leq i<j \leq n}\left|w^{j} \cdot \xi_{r, j i}(z)-w^{i} \cdot \xi_{r, i j}(z)\right| \quad \text { for } w \in \mathbb{R}^{(n+1) \times n}
$$

where $w^{i}$ denotes the $i$-th column of the matrix $w$. Eventually, we denote by $\mathcal{S}_{n, z}$ the convex hull of $\mathcal{S}_{0, z}$. Observing that every $z$ belonging to $\left\{z \in \mathrm{~B}_{1}(0): z \cdot e_{i}<0, i=\right.$ $1, \ldots, n\}$ satisfies $\mathcal{S}_{n, z} \subset \mathrm{~B}_{1}(0)$ and that

$$
\mathcal{L}^{n}\left(\left\{z \in \mathrm{~B}_{1}(0): z \cdot e_{i}<0, i=1, \ldots, n\right\}\right)=\frac{\omega_{n}}{2^{n}}
$$

we infer the existence of a dimensional constant $0<\rho(n) \leq 1$ such that $2^{n+1} \mathcal{L}^{n}(Q(n)) \geq$ $\omega_{n}$ whenever

$$
Q(n):=\left\{z \in \mathrm{~B}_{1}(0): \mathrm{B}_{\rho(n)}(0) \subset \dot{\mathcal{S}}_{n, z} \subset \mathcal{S}_{n, z} \subset \mathrm{~B}_{1}(0)\right\}
$$

With the above notation at hand, the Rigid Interpolation property reads as follows:
(RI) Given $x \in \mathbb{R}^{n}$ there exists a radius $r_{x}>0$ such that for every $z \in Q(n)$, every $w \in \mathbb{R}^{(n+1) \times n}$, and every $0<r \leq r_{x}$, we find a smooth map $a_{r}: \mathrm{B}_{1}(0) \rightarrow \mathbb{R}^{n}$ such that

$$
\begin{align*}
& a_{r}(h)=w^{i} \quad \text { for every } h \in \mathcal{S}_{0, z}  \tag{4.2}\\
& \left\|\tilde{e}\left(a_{r}\right)-a_{r} \cdot F_{r, x}^{q}\right\|_{L^{\infty}\left(\mathcal{S}_{n, z} ; \mathbb{M}_{s y m}^{n \times n}\right)} \leq c(n) E_{r, z}(w), \tag{4.3}
\end{align*}
$$

where $c(n)>0$ is a dimensional constant and where $\tilde{e}\left(a_{r}\right)$ denotes the symmetric gradient of $a_{r}$.
4.2. Curvilinear projections on $\Omega$. In this section we recall the definitions of (families of) curvilinear projections on $\Omega$ w.r.t. a field $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfying (F.1). (cf. Definitions 4.5 and 4.6 and [4, Section 3.1]). We refer to Section 5 for some technical properties of a specific family of curvilinear projections, which will be used in Section 6.2.

Definition 4.2 (Velocity field). Let $\Omega$ be a bounded open subset of $\mathbb{R}^{n}, \xi \in \mathbb{S}^{n-1}$, and let $P: \Omega \rightarrow \xi^{\perp}$ be a map parametrized by $\varphi$ on $\Omega$. For every $x \in \Omega$ we define the velocity field

$$
\xi_{\varphi}(x):=\dot{\varphi}\left(P(x)+t_{x} \xi\right)
$$

Definition 4.3 (Curvilinear projections on $\Omega$ w.r.t. $F([4$, Definition 3.5])). Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ and $\xi \in \mathbb{S}^{n-1}$. We say that a smooth Lipschitz map $P: \Omega \rightarrow \xi^{\perp}$ is a curvilinear projection (with respect to $F$ ) on $\Omega$ if the following holds:
(1) $P$ is parametrized on $\Omega$ by $\varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\} \rightarrow \mathbb{R}^{n}$;
(2) For every $(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)$ we have

$$
\ddot{\varphi}(y+t \xi)=F(\varphi(y+t \xi), \dot{\varphi}(y+t \xi))
$$

Remark 4.4. Let (M, $g$ ) be a Riemannian manifold of dimension $n$, let $V \subseteq \mathrm{M}$ open, and let $P: V \rightarrow \xi^{\perp}$ be a curvilinear projection on $V$ with parametrization $\varphi:\{y+t \xi:$ $\left.(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\} \rightarrow \mathrm{M}$. Similar to Remark 3.3, we notice for every chart $(U, \psi)$ on M with $U \subseteq V$ we have that, setting $\bar{P}:=P \circ \psi^{-1}$ and $\bar{\varphi}:=\psi \circ \varphi$, the map $\bar{P}$ is a curvilinear projection on $\psi(U)$ with respect to the field $F$

$$
\begin{equation*}
F(x, v):=-\left(\sum_{i, j=1}^{n} \Gamma_{i j}^{1}(x) v_{i} v_{j}, \ldots, \sum_{i, j=1}^{n} \Gamma_{i j}^{n}(x) v_{i} v_{j}\right) \quad(x, v) \in \psi(U) \times \mathbb{R}^{n} \tag{4.4}
\end{equation*}
$$

where $\Gamma_{i j}^{\ell}$ denote the Christoffel symbols on M induced by the chart $(U, \psi)$. Indeed, for every $y \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right]$ the curve $t \mapsto \bar{\varphi}(y+t \xi)$ solves the $\mathrm{ODE} \ddot{\bar{\varphi}}=F(\bar{\varphi}, \dot{\bar{\varphi}})$, since $t \mapsto \varphi(y+t \xi)$ is a geodesic on M .

We notice that the viceversa is also true: for every open subset $\Omega$ of $\psi(U)$ and every curvilinear projection $\bar{P}: \Omega \rightarrow \xi^{\perp}$ on $\Omega$ with respect to the field $F$ and with parametrization $\bar{\varphi}$, we have that $P:=\bar{P} \circ \psi: \psi^{-1}(\Omega) \rightarrow \xi^{\perp}$ is a curvilinear projection on $\psi^{-1}(\Omega) \subseteq \mathrm{M}$ with parametrization $\varphi:=\psi^{-1} \circ \bar{\varphi}$.
Definition 4.5 (Parametrized family on $\Omega([4$, Definition 3.6])). Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. We say that a family $P_{\xi}: \Omega \rightarrow \xi^{\perp}$ for $\xi \in \mathbb{S}^{n-1}$ is parametrized on $\Omega$ if and only if there exist $\rho, \tau>0$, an open subset $A$ of $\mathbb{R}^{n} \times \mathbb{S}^{n-1}$, and a smooth Lipschitz $\operatorname{map} \varphi: A \rightarrow \mathbb{R}^{n}$ such that
(1) for every $\xi \in \mathbb{S}^{n-1}$ we have $A_{\xi}=\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\}$;
(2) for every $\xi \in \mathbb{S}^{n-1}, P_{\xi}$ is parametrized on $\Omega$ by the $\operatorname{map} \varphi_{\xi}:=\varphi(\cdot, \xi): A_{\xi} \rightarrow \mathbb{R}^{n}$.

We also give the definition of family of curvilinear projections.
Definition 4.6 (Family of curvilinear projections on $\Omega$ ([4, Definition 3.7])). Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. We say that a family of maps $P_{\xi}: \Omega \rightarrow \xi^{\perp}$ for $\xi \in \mathbb{S}^{n-1}$ is a family of curvilinear projections on $\Omega$ if the following conditions hold:
(1) the family $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ is parametrized by $\varphi: A \rightarrow \mathbb{R}^{n}$;
(2) for every $\xi \in \mathbb{S}^{n-1}, P_{\xi}$ is a curvilinear projection on $\Omega$ with parametrization $\varphi_{\xi}=\varphi(\cdot, \xi) ;$
(3) $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ is a transversal family of maps on $\Omega$;
(4) for every $x \in \Omega$, the $\operatorname{map} \xi \mapsto \xi_{\varphi}(x) /\left|\xi_{\varphi}(x)\right|$ is a diffeomorphism from $\mathbb{S}^{n-1}$ onto itself.
We conclude by recalling the definition of slices of a measurable function $u: \Omega \rightarrow \mathbb{R}^{n}$ w.r.t. a curvilinear projection $P: \Omega \rightarrow \xi^{\perp}$ on $\Omega$.

Definition 4.7 (Slices). Let $\Omega$ be an open subset of $\mathbb{R}^{n}, \xi \in \mathbb{S}^{n-1}$ and let $P: \Omega \rightarrow \xi^{\perp}$ be a curvilinear projection on $\Omega$ parametrized by $\varphi:\left\{y+t \xi:(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times\right.$ $(-\tau, \tau)\} \rightarrow \mathbb{R}^{n}$. For every measurable function $u: \Omega \rightarrow \mathbb{R}^{m}$, we define $u_{\xi}: \Omega \rightarrow \mathbb{R}$ by

$$
u_{\xi}(x):=\hat{u}_{P(x)}^{\xi}\left(t_{x}\right)=\hat{u}_{P(x)}^{\xi}\left(\varphi^{-1}(x) \cdot \xi\right)
$$

and we notice the following identity

$$
\begin{equation*}
u_{\xi}(\varphi(y+t \xi))=\hat{u}_{y}^{\xi}(t) \quad \text { for } \xi \in \mathbb{S}^{n-1} \text { and }(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau) \tag{4.5}
\end{equation*}
$$

For a measurable function $v: \Omega \rightarrow \mathbb{R}^{m}$ we also set $v_{y}^{\xi}(t):=v(\varphi(y+t \xi))$ for $t \in \Omega_{y}^{\xi}$. Eventually, in order to simplify the notation, if $\varphi$ is the identity we use the notation

$$
\begin{aligned}
& \widetilde{B}_{y}^{\xi}:=\{t \in \mathbb{R}: y+t \xi \in B\} \\
& \widetilde{u}_{y}^{\xi}(t):=u(y+t \xi) \cdot \xi \quad \text { for } t \in \widetilde{\Omega}_{y}^{\xi}
\end{aligned}
$$

4.3. Definition of $G B D_{F}(\Omega)$. We recall here the definition of the space $G B D_{F}(\Omega)$ introduced in [4, Definition 6.4].
Definition 4.8 (The space $\left.G B D_{F}(\Omega)\right)$. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. We say that a measurable function $u: \Omega \rightarrow \mathbb{R}^{n}$ belongs to $G B D_{F}(\Omega)$ if there exists $\lambda \in \mathcal{M}_{b}^{+}(\Omega)$ such that for every $U \subseteq \Omega$, every $\xi \in \mathbb{S}^{n-1}$, and every curvilinear projection $P: U \rightarrow \xi^{\perp}$ on $U$ the following facts hold:
(1) $\hat{u}_{y}^{\xi} \in B V_{l o c}\left(U_{y}^{\xi}\right)$ for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$;
(2) for every Borel subset $B \in \mathcal{B}(U)$

$$
\int_{\xi^{\perp}}\left(\left|\mathrm{D} \hat{u}_{y}^{\xi}\right|\left(B_{y}^{\xi} \backslash J_{\hat{u}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap J_{\hat{u}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq\left\|\dot{\varphi}_{\xi}\right\|_{L^{\infty}}^{2} \operatorname{Lip}\left(P_{\xi} ; U\right)^{n-1} \lambda(B) .
$$

Remark 4.9. Notice that the integral in (2) is justified by [4, Proposition 6.3].
We recall here a general fact about measurable functions that was proven in [20, Theorem 3.5]. To this end, we introduce the following notation.

Definition 4.10. We denote by $\mathcal{T}$ the family of all functions $\tau \in C^{1}(\mathbb{R})$ such that $-\frac{1}{2} \leq \tau \leq \frac{1}{2}$ and $0 \leq \tau^{\prime} \leq 1$.

As usual, for a function $v \in L_{l o c}^{1}(U)$ and for $\xi \in \mathbb{S}^{n-1}$ we denote by $D_{\xi} v$ the distributional derivative of $v$ in direction $\xi$.
Theorem 4.11. Let $v: U \rightarrow \mathbb{R}$ be measurable, $\xi \in \mathbb{S}^{n-1}$, and $\theta \in \mathcal{M}_{b}^{+}(U)$. Then, the following facts are equivalent:
(i) for every $\tau \in \mathcal{T}, D_{\xi}(\tau(v))$ belongs to $\mathcal{M}_{b}(U)$ and

$$
\left|D_{\xi}(\tau(v))\right|(B) \leq \theta(B) \quad \text { for every } B \in \mathcal{B}(U)
$$

(ii) for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$ the function $\widetilde{v}_{y}^{\xi}$ belongs to $B V_{\text {loc }}\left(\widetilde{U}_{y}^{\xi}\right)$ and

$$
\int_{\xi^{\perp}}\left(\left|D \widetilde{v}_{y}^{\xi}\right|\left(\widetilde{B}_{y}^{\xi} \backslash J_{\widetilde{v}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(\widetilde{B}_{y}^{\xi} \cap J_{\widetilde{v}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq \theta(B)
$$

for every $B \in \mathcal{B}(U)$.
As a consequence of Theorem 4.11 we can show the equivalent property in our parametrized setting.

Corollary 4.12. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ and $u: \Omega \rightarrow \mathbb{R}^{n}$ measurable. Then, $u \in G B D_{F}(\Omega)$ if and only if there exists $\lambda \in \mathcal{M}_{b}^{+}(\Omega)$ such that for every $U \subseteq \Omega$, every $\xi \in \mathbb{S}^{n-1}$, every curvilinear projection $P_{\xi}$ on $U$, every $\tau \in \mathcal{T}$, and every $B \in \mathcal{B}(U)$ it holds

$$
\left(\varphi_{\xi}\right)_{\sharp}\left|D_{\xi}\left(\tau\left(\left(u \cdot \xi_{\varphi}\right) \circ \varphi_{\xi}\right)\right)\right|(B) \leq\left\|\dot{\varphi}_{\xi}\right\|_{L^{\infty}}^{2} \operatorname{Lip}\left(P_{\xi} ; U\right)^{n-1} \lambda(B) .
$$

Proof. We may apply Theorem 4.11 to the function $v=\left(u \cdot \xi_{\varphi}\right) \circ \varphi_{\xi}: \varphi_{\xi}^{-1}(U) \rightarrow$ $\mathbb{R}$ and $\theta=\left\|\dot{\varphi}_{\xi}\right\|_{L^{\infty}}^{2} \operatorname{Lip}\left(P_{\xi} ; U\right)^{n-1}\left(\varphi_{\xi}^{-1}\right)_{\sharp} \lambda$ and use the fact that $\varphi_{\xi}$ is a bi-Lipschitz diffeomorphism with its image. Indeed, it is enough to notice that for every $C \in$ $\mathcal{B}\left(\varphi_{\xi}^{-1}(U)\right)$, we have $B:=\varphi_{\xi}(C) \in \mathcal{B}(U)$ and $B_{y}^{\xi}=\widetilde{C}_{y}^{\xi}$ for $y \in \xi^{\perp}$. Moreover, $\widetilde{v}_{y}^{\xi}(t)=\hat{u}_{y}^{\xi}(t)$ for a.e. $t \in B_{y}^{\xi}$.

Similar to [20, Definition 3.7], we now define the measures $\mu_{y}^{\xi}$ and $\mu_{u}^{\xi}$.
Definition 4.13. Let $\Omega$ be an open subset of $\mathbb{R}^{n}, U \subseteq \Omega$ open, $\xi \in \mathbb{S}^{n-1}$, let $P_{\xi}: U \rightarrow$ $\xi^{\perp}$ be a curvilinear projection on $U$, and $u \in G B D_{F}(\Omega)$. For $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$ we define the measure $\mu_{y}^{\xi} \in \mathcal{M}_{b}^{+}\left(U_{y}^{\xi}\right)$ as

$$
\mu_{y}^{\xi}(B):=\left|\mathrm{D} \hat{u}_{y}^{\xi}\right|\left(B_{y}^{\xi} \backslash J_{\hat{u}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap J_{\hat{u}_{y}^{\xi}}^{1}\right)
$$

for $B \in \mathcal{B}\left(U_{y}^{\xi}\right)$. We also define $\mu_{u}^{\xi} \in \mathcal{M}_{b}^{+}(U)$ as

$$
\mu_{u}^{\xi}(B):=\int_{\xi^{\perp}}\left(\left|\mathrm{D} \hat{u}_{y}^{\xi}\right|\left(B_{y}^{\xi} \backslash J_{\hat{u}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap J_{\hat{u}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y)
$$

for every $B \in \mathcal{B}(U)$.

Remark 4.14. We notice that the measures $\mu_{y}^{\xi}$ and $\mu_{u}^{\xi}$ depend on the choice of the curvilinear projection $P_{\xi}$. For simplicity, we have decided to not explicitly indicate such dependence in our notation.

In the following proposition we state the lower semicontinuity of $\mu_{u}^{\xi}(U)$ w.r.t. $\xi \in$ $\mathbb{S}^{n-1}$. It is worth noting that such a lower semicontinuity will be only used to extend some structure properties holding for a.e. $\xi$ to the entire of $\mathbb{S}^{n-1}$. Even if this fact can be deduced from [20], for convenience of the reader we present here its proof.
Proposition 4.15. Let $\Omega$ be an open subset of $\mathbb{R}^{n}, U \subseteq \Omega$ open, let $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ be a family of curvilinear projections on $U$, let $u \in G B D_{F}(\Omega)$, and let $\left(\mu_{u}^{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ be the family of measures introduced in Definition 4.13. Then, for every $\xi_{j}, \xi \in \mathbb{S}^{n-1}$ such that $\xi_{j} \rightarrow \xi$ we have that

$$
\begin{equation*}
\mu_{u}^{\xi}(U) \leq \liminf _{j \rightarrow \infty} \mu_{u}^{\xi_{j}}(U) \tag{4.6}
\end{equation*}
$$

Proof. We prove that given $U \subseteq \Omega$ open the value $\mu_{u}^{\xi}(U)$ can be obtained as

$$
\mu_{u}^{\xi}(U)=\sup _{k \in \mathbb{N}} \sup \sum_{i=1}^{k}\left|D_{\xi}\left(\tau_{i}\left(\left(u \cdot \xi_{\varphi}\right) \circ \varphi_{\xi}\right)\right)\right|\left(\varphi_{\xi}^{-1}\left(U_{i}\right)\right)
$$

where the second supremum is taken over all the families $\tau_{1}, \ldots \tau_{k} \in \mathcal{T}$ and all the families of pairwise disjoint open subsets $U_{1}, \ldots U_{k}$ of $U$. To this purpose, let $\varphi_{\xi}$ be the parametrization of $P_{\xi}$ over $U$, as given in Definition 4.6. Denoting $v:=\left(u \cdot \xi_{\varphi}\right) \circ \varphi_{\xi}$, by [20, Theorem 3.8] we have that for every open set $V \subseteq \varphi_{\xi}^{-1}(U)$ it holds

$$
\int_{\xi^{\perp}}\left(\left|\mathrm{D} \widetilde{v}_{y}^{\xi}\right|\left(\widetilde{V}_{y}^{\xi} \backslash J_{\widetilde{v}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(\widetilde{V}_{y}^{\xi} \cap J_{\widetilde{v}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y)=\sup _{k \in \mathbb{N}} \sup \sum_{i=1}^{k}\left|D_{\xi}\left(\tau_{i}(v)\right)\right|\left(V_{i}\right),
$$

where the second supremum is taken over all the families $\tau_{1}, \ldots \tau_{k} \in \mathcal{T}$ and all the families of pairwise disjoint open subsets $V_{1}, \ldots V_{k}$ of $V$. Using the fact that $\varphi_{\xi}$ is a bi-Lipschitz diffeomorphism with its image, we have that for $V=\varphi_{\xi}^{-1}(U)$ with $U \subseteq \Omega$ open it holds $\widetilde{V}_{y}^{\xi}=U_{y}^{\xi}$ for every $\xi \in \mathbb{S}^{n-1}$ and every $y \in \xi^{\perp}$. Moreover, $\widetilde{v}_{y}^{\xi}(t)=\hat{u}_{y}^{\xi}(t)$ for a.e. $t \in U_{y}^{\xi}$.

Now we observe that for every $\psi \in C_{c}^{1}\left(\varphi_{\xi}^{-1}(U)\right)$ and for $j \in \mathbb{N}$ large enough we have that $\psi \in C_{c}^{1}\left(\varphi_{\xi_{j}}^{-1}(U)\right)$. Thus, for every $\tau \in \mathcal{T}$ we have

$$
\int_{\varphi_{\xi}^{-1}(U)} \tau\left(\left(u \cdot \xi_{\varphi}\right)\left(\varphi_{\xi}(z)\right) \nabla \psi(z) \cdot \xi \mathrm{d} z=\lim _{j \rightarrow \infty} \int_{\varphi_{\xi_{j}}^{-1}(U)} \tau\left(u \cdot \xi_{j, \varphi}\right)\left(\varphi_{\xi_{j}}(z)\right) \nabla \psi(z) \cdot \xi_{j} \mathrm{~d} z\right.
$$

This, together with Definition 4.6 of curvilinear projection, implies (4.6).
4.4. Equivalence of $G B D(\mathrm{M})$ and $G B D_{F}(\Omega)$. Let $(\mathrm{M}, g)$ be a Riemannian manifold of dimension $n$. We now show that, when restricted to a chart $(U, \psi)$ on M with $U \Subset \mathrm{M}$, the spaces $G B D(U)$ and $G B D_{F}(\psi(U))$ are equivalent, with the field $F$ defined in (4.4). We recall that properties (F.1) and (RI) for such $F$ have been proven in [4, Section 6.4]. The above equivalence implies that the structure of the space $G B D(\mathrm{M})$ can be deduced from the structure of $G B D_{F}(\Omega)$, that will be discussed in the next sections. Using the classical notation for manifolds we write $\omega \in \mathcal{D}^{1}(\mathrm{M})$ in coordinates on a chart $(U, \psi)$ as

$$
\omega(p)=\sum_{i=1}^{n} \omega_{i}(p) g^{i}(p) \quad \text { for } p \in U
$$

where $\omega_{i}: U \rightarrow \mathbb{R}$ is measurable and for every $i=1, \ldots, n$ and every $f \in C^{\infty}(\mathrm{M})$ we have $g_{i} \in \Gamma(\mathrm{TM})$

$$
g_{i}(f)(p):=\frac{\partial\left(f \circ \psi^{-1}\right)}{\partial x_{i}}(\psi(p)) \quad \text { for } p \in U
$$

and $g^{i} \in \mathcal{D}^{1}(\mathrm{M})$ is such that $\left\langle g^{i}(p), g_{j}(p)\right\rangle=\delta_{i j}$. We also define the function $u: \psi(U) \rightarrow$ $\mathbb{R}^{n}$ as

$$
\begin{equation*}
u(x):=\sum_{i=1}^{n} \omega_{i}\left(\psi^{-1}(x)\right) e_{i} \quad \text { for } x \in \psi(U) \tag{4.7}
\end{equation*}
$$

where $\left\{e_{i}\right\}_{i=1}^{n}$ denotes the canonical basis of $\mathbb{R}^{n}$.
Proposition 4.16. Let $(\mathrm{M}, g)$ be a Riemannian manifold of dimension $n$, let $\omega \in$ $G B D(\mathrm{M})$, and let $(U, \psi)$ be a chart on M with $U \Subset \mathrm{M}$. Then, the function $u: \psi(U) \rightarrow$ $\mathbb{R}^{n}$ defined in (4.7) belongs to $G B D_{F}(\psi(U))$ for $F$ as in (4.4). In particular, if $\lambda \in$ $\mathcal{M}_{b}^{+}(\mathrm{M})$ can be used in (2) of Definition 3.8 for $\omega$, then

$$
\begin{equation*}
\bar{\lambda}:=\left[\operatorname{Lip}\left(\psi^{-1} ; \psi(U)\right)^{2} \operatorname{Lip}(\psi ; U)^{n-1}\right] \psi_{\sharp} \lambda \quad \in \mathcal{M}_{b}^{+}(\psi(U)) \tag{4.8}
\end{equation*}
$$

can be used in (2) of Definition 4.8 for $u$.
Proof. Let $\omega \in \mathcal{D}^{1}(\mathrm{M})$, let $V \subseteq \mathrm{M}$ open, let $P: V \rightarrow \xi^{\perp}$ be a curvilinear projection on $V$ with parametrization $\varphi:\left\{y+t \xi:(t, \xi) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)\right\} \rightarrow \mathrm{M}$, and let $(U, \psi)$ be a chart on M with $U \Subset V$. We set $\bar{P}:=P \circ \psi^{-1}$ and $\bar{\varphi}:=\psi \circ \varphi$. Thanks to Remark 4.4, $\bar{P}$ is a curvilinear projection on $\psi(U)$ with respect to $F$ defined in (4.4) with parametrization $\bar{\varphi}$. We write $\dot{\varphi}$ in coordinates as

$$
\begin{align*}
\dot{\varphi}(y+t \xi) & =\sum_{i=1}^{n}\left[\frac{\partial(\psi \circ \varphi(y+t \xi))}{\partial t}\right]_{i} g_{i}(\varphi(y+t \xi))  \tag{4.9}\\
& =\sum_{i=1}^{n}\left[\frac{\partial \bar{\varphi}(y+t \xi)}{\partial t}\right]_{i} g_{i}(\varphi(y+t \xi))=\sum_{i=1}^{n} \dot{\bar{\varphi}}_{i}(y+t \xi) g_{i}(\varphi(y+t \xi))
\end{align*}
$$

Hence, for $(y, t) \in\left[\xi^{\perp} \cap \mathrm{B}_{\rho}(0)\right] \times(-\tau, \tau)$ we have that

$$
\begin{aligned}
\hat{\omega}_{y}^{\xi}(t) & =\left\langle\omega(\varphi(y+t \xi), \dot{\varphi}(y+t \xi)\rangle_{\varphi(y+t \xi)}\right. \\
& =\left\langle\sum_{i=1}^{n} \omega_{i}(\varphi(y+t \xi)) g^{i}(\varphi(y+t \xi)), \sum_{i=1}^{n} \dot{\bar{\varphi}}_{i}(y+t \xi) g_{i}(\varphi(y+t \xi))\right\rangle_{\varphi(y+t \xi)} \\
& =\sum_{i=1}^{n} \omega_{i}(\varphi(y+t \xi)) \dot{\bar{\varphi}}_{i}(y+t \xi)=\sum_{i=1}^{n} u_{i}(\bar{\varphi}(y+t \xi)) \dot{\bar{\varphi}}_{i}(y+t \xi)=\hat{u}_{y}^{\xi}(t)
\end{aligned}
$$

This implies that for every $B \in \mathcal{B}(\psi(U))$ it holds true

$$
\begin{align*}
\int_{\xi^{\perp}} & \left(\left|\left|\mathrm{D} \hat{u}_{y}^{\xi}\right|\left(B_{y}^{\xi} \backslash J_{\hat{u}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap J_{\hat{u}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y)\right.  \tag{4.10}\\
& =\int_{\xi^{\perp}}\left(\left|\mathrm{D} \hat{\omega}_{y}^{\xi}\right|\left(\psi^{-1}(B)_{y}^{\xi} \backslash J_{\hat{\omega}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(\psi^{-1}(B)_{y}^{\xi} \cap J_{\hat{\omega}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y) \\
& \leq\|\dot{\varphi}\|_{L^{\infty}, \mathrm{M}}^{2} \operatorname{Lip}(P ; U)^{n-1} \lambda\left(\psi^{-1}(B)\right)
\end{align*}
$$

By definition of $\bar{P}$ we have that

$$
\begin{equation*}
\operatorname{Lip}(P ; U) \leq \operatorname{Lip}(\psi ; U) \operatorname{Lip}(\bar{P} ; \psi(U)) \tag{4.11}
\end{equation*}
$$

Since M is a Riemannian manifold and $U \Subset V$, by (4.9) we have that for $p \in U$

$$
\begin{aligned}
|\dot{\varphi}|_{p} & =\sum_{i, j=1}^{n}\left[\frac{\partial(\psi \circ \varphi(P(p)+t \xi))}{\partial t}\left(t_{p}\right)\right]_{i}\left[\frac{\partial(\psi \circ \varphi(P(p)+t \xi))}{\partial t}\left(t_{p}\right)\right]_{j} \\
& g_{i}\left(\varphi\left(P(p)+t_{p} \xi\right)\right) \cdot g_{j}\left(\varphi\left(P(p)+t_{p} \xi\right)\right) \\
= & \sum_{i, j=1}^{n} \dot{\bar{\varphi}}_{i}\left(P(p)+t_{p} \xi\right) \dot{\bar{\varphi}}_{j}\left(P(p)+t_{p} \xi\right) g_{i}\left(\varphi\left(P(p)+t_{p} \xi\right)\right) \cdot g_{j}\left(\varphi\left(P(p)+t_{p} \xi\right)\right),
\end{aligned}
$$

where we have denoted by $t_{p}$ the unique $t \in(-\tau, \tau)$ such that $p=\varphi\left(P(p)+t_{p} \xi\right)$. Hence, we deduce that

$$
\begin{equation*}
\|\dot{\varphi}\|_{L^{\infty}, \mathrm{M}} \leq \operatorname{Lip}\left(\psi^{-1} ; \psi(U)\right)^{2}\|\dot{\bar{\varphi}}\|_{L^{\infty}(\psi(U))} \tag{4.12}
\end{equation*}
$$

Setting $\bar{\lambda}$ as in (4.8), we deduce from (4.10)-(4.12) that for every $B \in \mathcal{B}(\psi(U))$ it holds

$$
\begin{align*}
\int_{\xi^{\perp}}\left(| | \mathrm{D} \hat{u}_{y}^{\xi} \mid\left(B_{y}^{\xi} \backslash J_{\hat{u}_{y}^{\xi}}^{1}\right)\right. & \left.+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap J_{\hat{u}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y)  \tag{4.13}\\
& \leq\|\dot{\bar{\varphi}}\|_{L^{\infty}(\psi(U))}^{2} \operatorname{Lip}(\bar{P} ; \psi(U))^{n-1} \bar{\lambda}(B)
\end{align*}
$$

By the first equality in (4.10) and by Remark 4.4 we can show that (4.13) actually holds for every curvilinear projection $\widetilde{P}: \Omega \rightarrow \xi^{\perp}$ on some open subset $\Omega$ of $\psi(U)$ with respect to the field $F$ in (4.4). This implies that $u \in G B D_{F}(U)$.

Remark 4.17. For later use, we notice that for every $\epsilon>0$ we may further assume, up to rescaling $\psi$ and taking $U \Subset V$ small enough (depending on $\epsilon$ )), that

$$
\operatorname{Lip}(\psi ; U)<1+\epsilon, \quad \operatorname{Lip}\left(\psi^{-1} ; \psi(U)\right)<1+\epsilon
$$

which in turn implies that $\bar{\lambda} \leq(1+\epsilon)^{n+1} \psi_{\sharp} \lambda$, with the notation used in (4.8).

## 5. A Particular family of curvilinear projections and its properties

We recall here the construction of a local family of curvilinear projections discussed in [5, Section 3.3].
Definition 5.1. Let $x_{0} \in \mathbb{R}^{n}$ and $\rho_{0}>0$. For every $\xi \in \mathrm{B}_{2}(0)$ and every $y \in \xi^{\perp} \cap \mathrm{B}_{\rho_{0}}(0)$ we consider the solution $t \mapsto u_{\xi, y}(t)$ to the ODE system

$$
\left\{\begin{array}{l}
\ddot{u}(t)=F(u(t), \dot{u}(t)) \quad t \in \mathbb{R} \\
u(0)=y+x_{0} \\
\dot{u}(0)=\xi
\end{array}\right.
$$

which is well-defined for $t \in(-\tau, \tau)$, for a suitable $\tau>0$ depending only on $x_{0}$ and $\rho_{0}$, but not on $\xi$ and $y$. Then, we define $\varphi_{\xi, x_{0}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ as follows: for every $x \in \mathbb{R}^{n}$, if $x=y+t \xi$ with $y \in \xi^{\perp} \cap \mathrm{B}_{\rho_{0}}(0)$ and $t \in(-\tau, \tau)$, we set $\varphi_{\xi, x_{0}}(x):=u_{\xi, y}(t)$.

We further define $\varphi_{x_{0}}: \mathbb{R}^{n} \times \mathbb{S}^{n-1} \rightarrow \mathbb{R}^{n}$ as $\varphi_{x_{0}}(x, \xi):=\varphi_{\xi, x_{0}}(x)$ for $x \in \mathbb{R}^{n}$ and $\xi \in \mathbb{S}^{n-1}$.

In [4, Corollary 3.21] it has been shown that for every $x_{0} \in \Omega$ there exists $R_{x_{0}}>0$ such that for every $\xi \in \mathrm{B}_{2}(0)$ the map $\varphi_{\xi, x_{0}}^{-1}\left\lfloor\mathrm{~B}_{R_{x_{0}}}\left(x_{0}\right)\right.$ is a diffeomorphism with its image. This justifies the following definition.
Definition 5.2. Let $x_{0} \in \Omega, \xi \in \mathrm{~B}_{2}(0)$ and $R_{x_{0}}>0$ be as above. We define the map $P_{\xi, x_{0}}: \mathrm{B}_{R_{x_{0}}}\left(x_{0}\right) \rightarrow \xi^{\perp}$ as

$$
P_{\xi, x_{0}}:=\pi_{\xi} \circ \varphi_{\xi, x_{0}}^{-1}
$$

where $\pi_{\xi}: \mathbb{R}^{n} \rightarrow \xi^{\perp}$ denotes the orthogonal projection onto the orthogonal to $\xi$.

In [4, Theorem 3.25] the following result has been proven.
Theorem 5.3. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy condition (F.1). Then, for every $x_{0} \in \Omega$ there exists $R_{0}>0$ such that the family of maps $\left\{P_{\xi, x_{0}}: \mathrm{B}_{R_{0}}\left(x_{0}\right) \rightarrow \xi^{\perp}: \xi \in\right.$ $\left.\mathbb{S}^{n-1}\right\}$ is a family of curvilinear projections on $\mathrm{B}_{R_{0}}\left(x_{0}\right)$.

We further recall the definitions of $\varphi_{\xi, x_{0}, r}$, of $P_{\xi, x_{0}, r}$, and of the exponential map in $\mathbb{R}^{n}$ induced by $F$ (see also [ 4 , Definitions 3.11, 3.19, and 3.22]).

Definition 5.4. Let $x_{0} \in \mathbb{R}^{n}$ and $R_{0}>0$ be as in Theorem 5.3, and let $r>0$. For every $\xi \in \mathrm{B}_{2}(0)$ we define

$$
\begin{aligned}
\varphi_{\xi, x_{0}, r}(x) & :=r^{-1}\left(\varphi_{\xi, x_{0}}(r x)-x_{0}\right) \quad \text { for } x \in \mathrm{~B}_{\frac{R_{0}}{r}}(0), \\
P_{\xi, x_{0}, r} & :=\pi_{\xi} \circ \varphi_{\xi, x_{0}, r}^{-1} .
\end{aligned}
$$

In [4, Lemmas 3.20 and 3.24] we have proven the following.
Lemma 5.5. Let $x_{0} \in \mathbb{R}^{n}$ and let $\varphi_{\xi, x_{0}, r}$ and $P_{\xi, x_{0}, r}$ be as in Definition 5.4. Then,

$$
\begin{array}{ll}
\varphi_{\xi, x_{0}, r} \rightarrow i d & \text { in } C_{\text {loc }}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right), \\
P_{\xi, x_{0}, r} \rightarrow \pi_{\xi} & \text { in } C_{l o c}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right),
\end{array}
$$

and the convergences are uniform w.r.t. $\xi \in \mathbb{S}^{n-1}$.
Definition 5.6. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1). For every $x_{0} \in \mathbb{R}^{n}$ we define, where it exists, the exponential map $\exp _{x_{0}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ as $\exp _{x_{0}}(\xi):=v_{\xi, x_{0}}(1)$, where $t \mapsto v_{\xi, x_{0}}(t)$ solves

$$
\left\{\begin{array}{l}
\ddot{u}(t)=F(u(t), \dot{u}(t)), \quad t \in \mathbb{R}  \tag{5.1}\\
u(0)=x_{0} \\
\dot{u}(0)=\xi
\end{array}\right.
$$

Remark 5.7. Points on a manifold M are always denoted by $p$ and $q$, while points in $\mathbb{R}^{n}$ will be denoted by $x$ or $x_{0}$. Hence, there is no confusion in the definition of the two exponential maps $\exp _{p}: \mathrm{T}_{p} \mathrm{M} \rightarrow \mathrm{M}$ and $\exp _{x_{0}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$.

In the next definition we introduce the concept of injectivity radius.
Definition 5.8. For every $x_{0} \in \mathbb{R}^{n}$ we define the injectivity radius $\operatorname{inj}_{x_{0}} \in[0,+\infty)$ as the supremum of all $r>0$ for which $\exp _{x_{0}}\left\llcorner\mathrm{~B}_{\bar{r}}(0)\right.$ is well defined and $\exp _{x_{0}}^{-1}\left\llcorner\mathrm{~B}_{\bar{r}}\left(x_{0}\right)\right.$ is a diffeomorphism with its image.

The well-posedness of $\exp _{x_{0}}$ in a small ball $\mathrm{B}_{r}(0)$ has been justified in [4, Lemma 3.13]. We recall here the statement, together with the asymptotic behavior of the exponential map.

Lemma 5.9. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1). For every $x_{0} \in \Omega$ we have $\operatorname{inj}_{x_{0}}>0$. Moreover, for $x \in \mathrm{~B}_{1}(0)$ and $r>0$ we have

$$
\begin{align*}
& \frac{\exp _{x_{0}}^{-1}\left(x_{0}+r x\right)}{r|x|}-\frac{x}{|x|}=o(r|x|)  \tag{5.2}\\
& \frac{\exp _{x_{0}}^{-1}\left(x_{0}+r x\right)}{\left|\exp _{x_{0}}^{-1}\left(x_{0}+r x\right)\right|}=\frac{x}{|x|}+o(r|x|) . \tag{5.3}
\end{align*}
$$

Proof. By the 2-homogeneity of $F(x, \cdot)$ we get that

$$
\begin{equation*}
v_{s \xi, x_{0}}(t)=v_{\xi, x_{0}}(s t) \quad \text { for } s, t \in[0,+\infty), \xi \in \mathbb{R}^{n} \tag{5.4}
\end{equation*}
$$

Hence, by the local well-posedness of ODEs we have that there exists $r>0$ such that $\exp _{x_{0}}$ is well-defined on $\mathrm{B}_{r}(0)$.

For every $i \in\{1, \ldots, n\}$ we have that

$$
D \exp _{x_{0}}(0) e_{i}=\lim _{t \rightarrow 0^{+}} \frac{v_{t e_{i}, x_{0}}(1)-v_{0, x_{0}}(1)}{t}=\lim _{t \rightarrow 0^{+}} \frac{v_{e_{i}, x_{0}}(t)-v_{e_{i}, x_{0}}(0)}{t}=\dot{v}_{e_{i}, x_{0}}(0)=e_{i}
$$

Thus, the differential of $\exp _{x_{0}}$ at 0 is the identity. Applying the implicit function theorem, we find a sufficiently small $\tilde{r}>0$ such that $\exp _{x_{0}}^{-1}\left\llcorner\mathrm{~B}_{\tilde{r}}\left(x_{0}\right)\right.$ is a diffeomorphism with its image. We conclude by setting $\bar{r}:=\min \{r, \tilde{r}\}$.

Since $\exp _{x_{0}}$ is $C^{\infty}$-regular and its differential at 0 is the identity, we get (5.2). As a consequence, for every $x \in \mathrm{~B}_{1}(0)$ and $r>0$

$$
\frac{\exp _{x_{0}}^{-1}\left(x_{0}+r x\right)}{\left|\exp _{x_{0}}^{-1}\left(x_{0}+r x\right)\right|}-\frac{x}{|x|}=\left(\frac{x}{|x|}+o(r|x|)\right)(1+o(r|x|))-\frac{x}{|x|}=o(r|x|)
$$

which is exactly (5.3).
We introduce an auxiliary map $\phi_{x_{0}}$ for $x_{0} \in \Omega$.
Definition 5.10. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1), let $x_{0} \in \Omega$, let $\left(P_{\xi, x_{0}}\right)_{\xi \in \mathbb{S}^{n-1}}$ be the family introduced in Definition 5.2, and let $R_{0}$ be as in Theorem 5.3. Thanks to Lemma 5.9 we may define for $0<\bar{r}<\operatorname{inj}_{x_{0}}$ the map $\phi_{x_{0}}: \mathrm{B}_{\bar{r}}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \rightarrow \mathbb{S}^{n-1}$ as

$$
\begin{equation*}
\phi_{x_{0}}(x):=\frac{\exp _{x_{0}}^{-1}(x)}{\left|\exp _{x_{0}}^{-1}(x)\right|} \quad \text { for every } x \in \mathrm{~B}_{\bar{r}}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \tag{5.5}
\end{equation*}
$$

The following proposition holds.
Proposition 5.11. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1), let $x_{0} \in \Omega$, let $\left(P_{\xi, x_{0}}\right)_{\xi \in \mathbb{S}^{n-1}}$ be the family be the family introduced in Definition 5.2 parametrized by $\varphi_{x_{0}}$, and let $R_{0}$ be as in Theorem 5.3. For $0<\bar{r}<\operatorname{inj}_{x_{0}}$, the function $\phi_{x_{0}} \in C^{1}\left(\mathrm{~B}_{\bar{r}}\left(x_{0}\right) \backslash\left\{x_{0}\right\} ; \mathbb{S}^{n-1}\right)$ satisfies

$$
\begin{align*}
& P_{\xi}(x)=P_{\xi}\left(x_{0}\right) \quad \text { if and only if } \xi=\phi_{x_{0}}(x) \text { for every } x \in \mathrm{~B}_{\bar{r}}\left(x_{0}\right) \backslash\left\{x_{0}\right\} .  \tag{5.6}\\
& \frac{C_{x_{0}}^{\prime}}{\left|x-x_{0}\right|^{n-1}} \leq\left|\mathrm{J} \phi_{x_{0}}(x)\right| \leq \frac{C_{x_{0}}}{\left|x-x_{0}\right|^{n-1}} \quad \text { for every } x \in \mathrm{~B}_{\bar{r}}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \tag{5.7}
\end{align*}
$$

for some constant $C_{x_{0}}, C_{x_{0}}^{\prime}>0$.
Proof. The result is a byproduct of [4, Proposition 3.15] and of Lemma 5.5.
We conclude by introducing the maps $\chi_{x_{0}}$, and $\mathrm{d}\left(\cdot, x_{0}\right)$ for $x_{0} \in \Omega$ and by collecting their convergence properties.

Definition 5.12. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1), let $x_{0} \in \Omega$, let $\left(P_{\xi, x_{0}}\right)_{\xi \in \mathbb{S}^{n-1}}$ be the family introduced in Definition 5.2, and let $R_{0}$ be as in Theorem 5.3. Given $0<\bar{r}<\operatorname{inj}_{x_{0}}$ we define the vectorfield $\chi_{x_{0}}: \mathrm{B}_{\bar{r}}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \rightarrow \mathbb{S}^{n-1}$ by

$$
\begin{equation*}
\chi_{x_{0}}(x)=\xi_{\varphi}(x) \text { with } \xi=\phi_{x_{0}}(x) \tag{5.8}
\end{equation*}
$$

Moreover, we define the function $\mathrm{d}\left(\cdot, x_{0}\right): \mathrm{B}_{\bar{r}}\left(x_{0}\right) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathrm{d}\left(x, x_{0}\right):=\left|\exp _{x_{0}}^{-1}(x)\right| \tag{5.9}
\end{equation*}
$$

Proposition 5.13. Let $x_{0} \in \Omega$, let $\left(P_{\xi, x_{0}}\right)_{\xi \in \mathbb{S}^{n-1}}$ be the family of curvilinear projections defined in Definition 5.2, and let $R_{0}>0$ be given by Theorem 5.3. Then, the following convergences hold:

$$
\begin{align*}
& \phi_{x_{0}}\left(x_{0}+r \xi\right) \rightarrow \xi \quad \text { in } C^{\infty}\left(\mathbb{S}^{n-1} ; \mathbb{S}^{n-1}\right) \text {, as } r \searrow 0  \tag{5.10}\\
& \frac{x}{r|x|^{2}}-\frac{\chi_{x_{0}}\left(x_{0}+r x\right)}{r|x|} \rightarrow 0 \quad \text { uniformly in } \mathrm{B}_{1}(0) \backslash\{0\} \text {, as } r \searrow 0,  \tag{5.11}\\
& \frac{\mathrm{~d}\left(x_{0}+r x, x_{0}\right)}{r|x|} \rightarrow 1 \quad \text { uniformly in } \mathrm{B}_{1}(0) \backslash\{0\} \text {, as } r \searrow 0 . \tag{5.12}
\end{align*}
$$

Proof. Since $x_{0}$ is fixed, we drop the index $x_{0}$ in the functions $\phi_{x_{0}}$ and $\chi_{x_{0}}$. Definition 5.6 of the map $\exp _{x_{0}}$, the uniqueness property of ODEs, and the fact that $F(x, \cdot)$ is 2-homogeneous imply that the solution $u$ of (5.1) with initial datum $\xi:=x /|x|$ satisfies $u(|x|)=\exp _{x_{0}}(x)$. From Definition 5.1 we deduce that $\varphi_{x /|x|, x_{0}}(x)=u(|x|)=\exp _{x_{0}}(x)$. Thus, we deduce from [4, Lemma 3.20] that

$$
\begin{equation*}
\frac{\exp _{x_{0}}(r \cdot)-x_{0}}{r} \rightarrow i d \quad \text { in } C_{l o c}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\} ; \mathbb{R}^{n}\right), \text { as } r \searrow 0 \tag{5.13}
\end{equation*}
$$

The convergence in (5.13) allows us to pass to the inverse maps, and thus write

$$
\begin{equation*}
\frac{\exp _{x_{0}}^{-1}\left(x_{0}+r \cdot\right)}{r} \rightarrow i d \quad \text { in } C_{l o c}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\} ; \mathbb{R}^{n}\right), \text { as } r \searrow 0 \tag{5.14}
\end{equation*}
$$

By definition of $\phi$ in (5.5), (5.14) gives exactly (5.10).
In order to show (5.11), let us recall the notation $\xi_{\varphi}(x)=\dot{\varphi}_{\xi, x_{0}}\left(P_{\xi, x_{0}}(x)+\left(\varphi_{\xi, x_{0}}^{-1}(x)\right.\right.$. $\xi) \xi$ ) and let us suppose for a moment that we already know that

$$
\begin{equation*}
\xi_{\varphi}(x)=\xi+o\left(\left|x-x_{0}\right|\right) \quad \text { for every } \xi \in \mathbb{S}^{n-1} \tag{5.15}
\end{equation*}
$$

Then, we can write for every $x \in \mathrm{~B}_{1}(0) \backslash\{0\}$

$$
\begin{aligned}
\frac{x}{r|x|^{2}}-\frac{\chi\left(x_{0}+r x\right)}{r|x|} & =\frac{x}{r|x|^{2}}-\frac{\phi\left(x_{0}+r x\right)+o(r|x|)}{r|x|} \\
& =\frac{x}{r|x|^{2}}-\frac{\exp _{x_{0}}^{-1}\left(x_{0}+r x\right)}{r|x|\left|\exp _{x_{0}}^{-1}\left(x_{0}+r x\right)\right|}+\frac{o(r|x|)}{r|x|}
\end{aligned}
$$

and from (5.3) we immediately deduce (5.11).
It remains to prove (5.15). In view of Lemma 5.5 we have that for $\xi \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\frac{\varphi_{\xi, x_{0}}(r y+r t \xi)-x_{0}}{r} \rightarrow y+t \xi \quad \text { in } C_{l o c}^{\infty}\left(\xi^{\perp} \times \mathbb{R} ; \mathbb{R}^{n}\right) \text { as } r \searrow 0 \tag{5.16}
\end{equation*}
$$

In particular, the convergence in (5.16) is uniform w.r.t. $\xi \in \mathbb{S}^{n-1}$. The convergence in (5.16) implies that

$$
\begin{align*}
& \dot{\varphi}_{\xi, x_{0}}(r y+r t \xi) \rightarrow \xi \quad \text { in } L_{l o c}^{\infty}\left(\mathbb{S}^{n-1} \times \xi^{\perp} \times \mathbb{R} ; \mathbb{R}^{n}\right)  \tag{5.17}\\
& \partial_{y_{i}}^{\beta} \partial_{t}^{\alpha} \dot{\varphi}_{\xi, x_{0}}(r y+r t \xi) \rightarrow 0 \quad \text { in } L_{l o c}^{\infty}\left(\mathbb{S}^{n-1} \times \xi^{\perp} \times \mathbb{R} ; \mathbb{R}^{n}\right) \tag{5.18}
\end{align*}
$$

where $y_{i}:=y \cdot \eta_{i}$ and $\left\{\eta_{1}, \ldots, \eta_{n-1}\right\}$ is an orthonormal basis of $\xi^{\perp}$ and $\alpha, \beta$ are any positive integers. Again, the convergences in (5.17)-(5.18) are uniform w.r.t. $\xi \in \mathbb{S}^{n-1}$. We can thus fix $\xi \in \mathbb{S}^{n-1}$ and write a Taylor expansion of the form

$$
\begin{align*}
\dot{\varphi}_{\xi, x_{0}}(r y+r t \xi)= & \xi+\partial_{t} \dot{\varphi}_{\xi, x_{0}}(r y+r t \xi) r t  \tag{5.19}\\
& +\sum_{i=1}^{n-1} \partial_{y_{i}} \dot{\varphi}_{\xi, x_{0}}(r y+r t \xi) r y_{i}+o_{\xi}(r|(y, t)|)
\end{align*}
$$

where we used also $\dot{\varphi}_{\xi, x_{0}}(0)=\xi$. Notice that $o_{\xi}(r|(y, t)|)$ can be taken independent of $\xi \in \mathbb{S}^{n-1}$ because of the uniform convergences (5.17)-(5.18).

We recall that for every $x \in \mathrm{~B}_{1}(0)$ and $\xi \in \mathbb{S}^{n-1}$

$$
P_{\xi, x_{0}}\left(x_{0}+r x\right)=r P_{\xi, x_{0}, r}(x) \quad \text { and } \quad \varphi_{\xi, x_{0}}^{-1}\left(x_{0}+r x\right)=r \varphi_{\xi, x_{0}, r}^{-1}(x)
$$

Replacing in (5.19) $y, t$ with $P_{\xi, x_{0}, r}(x), \varphi_{\xi, x_{0}, r}^{-1}(x) \cdot \xi$, respectively, and using convergence (5.18) we obtain

$$
\begin{equation*}
\xi_{\varphi}\left(x_{0}+r x\right)-\xi=o\left(r\left|\left(P_{\xi, x_{0}, r}(x), \varphi_{\xi, x_{0}, r}^{-1}(x) \cdot \xi\right)\right|\right) \quad \text { for every }(x, \xi) \in \mathrm{B}_{1}(0) \times \mathbb{S}^{n-1} \tag{5.20}
\end{equation*}
$$

By Lemma 5.5 we have that

$$
P_{\xi, x_{0}, r} \rightarrow \pi_{\xi}, \quad \varphi_{\xi, x_{0}, r}^{-1} \rightarrow i d \quad \text { in } C_{l o c}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)
$$

as $r \searrow 0$ uniformly w.r.t. $\xi \in \mathbb{S}^{n-1}$. Hence, we can rewrite (5.20) as

$$
\xi_{\varphi}\left(x_{0}+r x\right)-\xi=o(r|x|) \quad \text { for } \xi \in \mathbb{S}^{n-1}
$$

which implies (5.15) and completes the proof of (5.11).
Finally, (5.12) follows directly from (5.2).

## 6. Structure properties of $G B D_{F}(\Omega)$ and $G B D(\mathrm{M})$

In this section we study the structure of functions in $G B D(\mathrm{M})$ and in $G B D_{F}(\Omega)$. In particular, in Sections 6.1-6.2 we show that under the assumptions (F.1) and (RI) on $F$ the jump set of a function $u \in G B D_{F}(\Omega)$ can be sliced into the 0 -dimensional jump set of suitable one dimensional slices of $u$ (see Theorem 6.6). In Theorem 6.9 we show that if $F$ satisfies (F.1), a function $u \in G B D_{F}(\Omega)$ admits an approximate symmetric gradient. Relying on such results, we show in Sections 6.3-6.4 that $\omega \in G B D(\mathrm{M})$ satisfies the same properties on the Riemannian manifold ( $\mathrm{M}, g$ ).
6.1. Rectifiability of the jump and its one dimensional slices in $G B D_{F}(\Omega)$. Throughout this section we assume that $\Omega$ is an open subset of $\mathbb{R}^{n}$ and we fix $F \in$ $C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ fulfilling (F.1) and (RI). Furthermore, we rely on the notation introduced in Section 5. Here we present a fundamental property of the jump set (cf. [21]).

Theorem 6.1. Let $u: \Omega \rightarrow \mathbb{R}^{n}$ be measurable. Then, $J_{u}$ is countably $(n-1)$-rectifiable.
We define the directional jump set of a measurable function.
Definition 6.2. Let $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ be a family of curvilinear projections on $\Omega$ and let $u: \Omega \rightarrow \mathbb{R}^{m}$. Given $\xi \in \mathbb{S}^{n-1}$ we define the directional jump set as $J_{\hat{u}_{\xi}}:=\{x \in \Omega:$ $\left.t_{x}^{\xi} \in J_{\hat{u}_{P_{\xi}(x)}^{\xi}}\right\}$. We further define $A_{\hat{u}}:=\left\{(x, \xi) \in \Omega \times \mathbb{S}^{n-1}: x \in J_{\hat{u}_{\xi}}\right\}$.

We now introduce a family of Borel regular measures $\left\{\eta_{\xi}\right\}_{\xi \in \mathbb{S}^{n-1}}$ depending on a direction $\xi$ and on the jump set of $\hat{u}_{y}^{\xi}$ defined w.r.t. a family of curvilinear projection $\left\{P_{\xi}\right\}_{\xi \in \mathbb{S}^{n-1}}$.

Definition 6.3. Let $u \in G B D_{F}(\Omega)$, let $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ be a family of curvilinear projections on an open subset $U$ of $\Omega$, and let $p \in[1,+\infty]$. For every $\xi \in \mathbb{S}^{n-1}$ consider the Borel regular measure $\eta_{\xi}$ of $\mathbb{R}^{n}$ given by

$$
\begin{equation*}
\eta_{\xi}(B):=\int_{\xi^{\perp}} \sum_{t \in\left(B \cap J_{\hat{u}_{\xi}}\right)_{y}^{\xi}}\left(\left|\left[\hat{u}_{y}^{\xi}(t)\right]\right| \wedge 1\right) \mathrm{d} \mathcal{H}^{n-1}(y) \quad B \in \mathcal{B}\left(\mathbb{R}^{n}\right) \tag{6.1}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{\xi}(E):=\inf \left\{\eta_{\xi}(B): E \subseteq B, B \in \mathcal{B}(\Omega)\right\} \tag{6.2}
\end{equation*}
$$

We recall that the integral in (6.1) is well defined thanks to [4, Lemma 4.5]. For $B \in \mathcal{B}(\Omega)$ and $\xi \in \mathbb{S}^{n-1}$, we further set $f_{B}(\xi):=\eta_{\xi}(B)$ and $\zeta_{p}(B):=\left\|f_{B}\right\|_{L^{p}\left(\mathbb{S}^{n-1}\right)}$. Via the classical Carathéodory's construction we define the measure

$$
\mathscr{I}_{u, p}(E):=\sup _{\delta>0} \inf _{G_{\delta}} \sum_{B \in G_{\delta}} \zeta_{p}(B) \quad \text { for } E \subseteq \Omega
$$

where $G_{\delta}$ is the family of all countable Borel coverings of $E$ made of sets having diameter less than or equal to $\delta$.

Definition 6.4. In the same setting of Definiton 6.3, we define

$$
\begin{aligned}
\hat{\zeta}(A) & :=\int_{\mathbb{S}^{n-1}} \eta_{\xi}\left(A_{\xi}\right) \mathrm{d} \mathcal{H}^{n-1}(\xi) \quad \text { for every } A \in \mathcal{B}\left(\Omega \times \mathbb{S}^{n-1}\right), \\
\hat{\mathscr{I}}_{u}(D) & :=\sup _{\delta>0} \inf _{G_{\delta}} \sum_{B \in G_{\delta}} \hat{\zeta}(B) \quad \text { for } D \subseteq \Omega \times \mathbb{S}^{n-1},
\end{aligned}
$$

where $G_{\delta}^{\prime}$ is the family of all countable Borel coverings of $F$ made of sets having diameter less than or equal to $\delta$.

In particular, we have the following representation for $\mathscr{I}_{u, p}$ and $\hat{\mathscr{I}}_{u}$ (see also [4, Proposition 2.9]).
Proposition 6.5. In the setting of Definitions 6.3 and 6.4 , the measures $\mathscr{I}_{u, 1}$ and $\hat{\mathscr{I}}_{u}$ satisfy

$$
\begin{aligned}
& \mathscr{\mathscr { I }}_{u, 1}(E)=\inf _{\substack{E \subseteq B \\
B \in \mathcal{B}(\Omega)}} \int_{\mathbb{S}^{n-1}} \eta_{\xi}(B) \mathrm{d} \mathcal{H}^{n-1}(\xi) \quad \text { for every } E \subseteq \Omega \\
& \hat{\mathscr{I}}_{u}(D)=\inf _{\substack{F \subseteq A \\
A \in \mathcal{B}\left(\Omega \times \mathbb{S}^{n-1}\right)}} \int_{\mathbb{S}^{n-1}} \eta_{\xi}\left(A_{\xi}\right) \mathrm{d} \mathcal{H}^{n-1}(\xi) \quad \text { for every } D \subseteq \Omega \times \mathbb{S}^{n-1} .
\end{aligned}
$$

We now show that the jump set of a vector field $u \in G B D_{F}(\Omega)$ can be sliced into the 0 -dimensional jump set of suitable one dimensional slices of $u$. More precisely, we prove the following refined version of [4, Theorem 1.1 and Corollary 1.2] for a $G B D_{F}$-vector field.

Theorem 6.6 (Slicing of the jump set). Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1)-(RI), let $\Omega$ be an open subset of $\mathbb{R}^{n}$, let $u \in G B D_{F}(\Omega)$, and let $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ be a family of curvilinear projections on an open subset $U$ of $\Omega$. Then, it holds true

$$
\begin{align*}
& J_{\hat{u}_{y}^{\xi}}=\left(J_{u_{\xi}}\right)_{y}^{\xi} \quad \text { for every } \xi \in \mathbb{S}^{n-1}, \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp},  \tag{6.3}\\
& J_{\hat{u}_{y}^{\xi}}=\left(J_{u}\right)_{y}^{\xi} \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1} \text {, for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp},  \tag{6.4}\\
& J_{\hat{u}_{y}^{\xi}} \subseteq\left(J_{u}\right)_{y}^{\xi} \quad \text { for every } \xi \in \mathbb{S}^{n-1}, \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp} . \tag{6.5}
\end{align*}
$$

Moreover, the following relation between traces holds true for every $\xi \in \mathbb{S}^{n-1}$, for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$, and for every $t \in\left(J_{u_{\xi}}\right)_{y}^{\xi}$

$$
\begin{equation*}
\underset{\substack{z \rightarrow x \\ \pm(z-x) \cdot v_{\xi} \\ \operatorname{ap}-\lim _{x)>0}}}{ } u_{\xi}(z)=\underset{s \rightarrow t^{ \pm \sigma(x)}}{\operatorname{ap}-\lim _{y}} \hat{u}_{y}^{\xi}(s), \tag{6.6}
\end{equation*}
$$

whenever $x=\varphi_{\xi}(y+t \xi) \in U$ and $\nu_{u_{\xi}}: J_{u_{\xi}} \rightarrow \mathbb{S}^{n-1}$ is a Borel measurable orientation ( $J_{u_{\xi}}$ is countably $(n-1)$-rectifiable thanks to Theorem 6.1).

Before proving Theorem 6.6, we state the equivalent of [4, Corollary 1.2] for $u \in$ $G B D_{F}(\Omega)$.

Theorem 6.7. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1)-(RI), let $\Omega$ be an open subset of $\mathbb{R}^{n}$, let $u \in G B D_{F}(\Omega)$, let $U \subseteq \Omega$ open, and let $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ be a family of curvilinear projections on $U$. Then, it holds that

$$
\begin{equation*}
\left(J_{\hat{u}_{\xi}}\right)_{y}^{\xi}=\left(J_{u_{\xi}}\right)_{y}^{\xi} \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1} \text {, for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp} . \tag{6.7}
\end{equation*}
$$

Proof. The thesis follows from [4, Corollary 1.2] with the choice $g(x, z)=z$ for $(x, z) \in \Omega \times \mathbb{R}^{n}$. Indeed, we notice that [4, Condition (G.2)] is automatically satisfied, while [4, Corollary 1.2, item (3)] is automatically satisfied in view of Definition 4.8 and Corollary 4.12.

We now prove an intermediate lemma which allows us to pass from an a.e. condition on $\xi$ to the entire $\mathbb{S}^{n-1}$ in (6.7).

Lemma 6.8. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1)-(RI), let $\Omega$ be an open subset of $\mathbb{R}^{n}$, let $u \in G B D_{F}(\Omega)$, let $U \subseteq \Omega$ open, and let $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ be a family of curvilinear projections on $U$. If $B \in \mathcal{B}(U)$ satisfies $\mathscr{I}_{u, 1}(B)=0$, then we have

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(P_{\xi}\left(J_{\hat{u}_{\xi}} \cap B\right)\right)=0 \quad \text { for every } \xi \in \mathbb{S}^{n-1} \tag{6.8}
\end{equation*}
$$

Proof. In order to simplify the notation we assume that $U=\Omega$. From the definition of $\mathscr{I}_{u, 1}$ we have that condition $\mathscr{I}_{u, 1}(B)=0$ implies that there exists $N \subseteq \mathbb{S}^{n-1}$ with $\mathcal{H}^{n-1}(N)=0$ such that for every $\xi \in \mathbb{S}^{n-1} \backslash N$ it holds

$$
\mathcal{H}^{n-1}\left(P_{\xi}\left(J_{\hat{u}_{\xi}} \cap B\right)\right)=0 .
$$

If we define the measure $\mu_{u}$ as

$$
\begin{equation*}
\mu_{u}\left(B^{\prime}\right):=\sup _{k \in \mathbb{N}} \sup \sum_{i=1}^{k} \mu_{u}^{\xi_{i}}\left(B_{i}\right) \tag{6.9}
\end{equation*}
$$

for every $B^{\prime} \in \mathcal{B}(\Omega)$, where the second supremum is taken over all the families $\xi_{1}, \ldots \xi_{k} \in \mathbb{S}^{n-1} \backslash N$ and all the families of pairwise disjoint Borel subset $B_{1}, \ldots, B_{k}$ of $B^{\prime}$, we have $\mu_{u}(B)=0$. Since for every $\xi \notin N$ we have by construction $\mu_{u}^{\xi} \leq \tilde{\mu}_{u}$, Proposition 4.15 implies that for every open set $U \subseteq \Omega$ and every $\xi \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\mu_{u}^{\xi}(U) \leq \mu_{u}(U) \tag{6.10}
\end{equation*}
$$

Both measures appearing in (6.10) are Radon, hence the outer regularity of Radon measures implies that for every $B^{\prime} \in \mathcal{B}(\Omega)$ and for every $\xi \in \mathbb{S}^{n-1}$

$$
\mu_{u}^{\xi}\left(B^{\prime}\right) \leq \mu_{u}\left(B^{\prime}\right)
$$

The previous inequality computed in $B$ implies that $\mu_{u}^{\xi}(B)=0$ for every $\xi \in \mathbb{S}^{n-1}$. Denoting by $v$ a Borel representative of $u$, we write

$$
\begin{aligned}
0=\mu_{u}^{\xi}\left(B \cap J_{\hat{v}_{\xi}}\right) & =\int_{\xi^{\perp}}\left|D \hat{u}_{y}^{\xi}\right|\left(B_{y}^{\xi} \cap\left(J_{\hat{v}_{\xi}}\right)_{y}^{\xi} \backslash J_{\hat{u}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap\left(J_{\hat{v}_{\xi}}\right)_{y}^{\xi} \cap J_{\hat{u}_{y}^{\xi}}^{1}\right) \mathrm{d} \mathcal{H}^{n-1}(y) \\
& =\int_{P_{\xi}\left(J_{\hat{v}_{\xi}} \cap B\right)} m(y) \mathrm{d} \mathcal{H}^{n-1}(y),
\end{aligned}
$$

where $m(y)>0$ for $\mathcal{H}^{n-1}$-a.e. $y \in P_{\xi}\left(J_{\hat{v}_{\xi}} \cap B\right)$. We deduce $\mathcal{H}^{n-1}\left(P_{\xi}\left(J_{\hat{v}_{\xi}} \cap B\right)\right)=0$ from which (6.8) follows.

We are now in a position to prove Theorem 6.6.

Proof of Theorem 6.6. In order to simplify the notation we assume that $U=\Omega$. Formula (6.6) holds by [4, Proposition 4.10], since $J_{u_{\xi}}$ is countably $(n-1)$-rectifiable and $D_{\xi}\left(u_{\xi} \circ \varphi_{\xi}\right) \in \mathcal{M}_{b}\left(\varphi_{\xi}^{-1}(\Omega)\right)$ (see Corollary 4.12). Theorem 6.7 yields (6.3)-(6.5), respectively, but for $\mathcal{H}^{n-1}$-a.e. $\xi \in \mathbb{S}^{n-1}$. In order to pass from $\mathcal{H}^{n-1}$-a.e. $\xi$ to the entire $\mathbb{S}^{n-1}$, we notice that the inclusion

$$
J_{\hat{u}_{y}^{\xi}} \subseteq\left(J_{u}\right)_{y}^{\xi} \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1}, \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp}
$$

leads to $\mathscr{I}_{u, 1}\left(\Omega \backslash J_{u}\right)=0$. This last information allows us to make use of Lemma 6.8 and infer $\mathcal{H}^{n-1}\left(P_{\xi}\left(J_{\hat{u}_{\xi}} \cap\left(\Omega \backslash J_{u}\right)\right)\right)=0$ for every $\xi \in \mathbb{S}^{n-1}$. Using the identity $\left(J_{\hat{u}_{\xi}}\right)_{y}^{\xi}=J_{\hat{u}_{y}^{\xi}}$ we immediately infer the validity of (6.5). In order to prove (6.3) we argue as above with $J_{u}$ replaced by $J_{u_{\xi}}$ and infer that

$$
J_{\hat{u}}^{\xi}{ }_{y} \subseteq\left(J_{u_{\xi}}\right)_{y}^{\xi} \quad \text { for every } \xi \in \mathbb{S}^{n-1}, \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp}
$$

The opposite inclusion is a direct consequence of (6.6).
6.2. The approximate symmetric gradient in $G B D_{F}(\Omega)$. In the next theorem we show that every function $u \in G B D_{F}(\Omega)$ admits an approximate symmetric gradient at a.e. $x \in \Omega$. We recall the definition of approximate symmetric gradient.

Theorem 6.9 (Existence of the approximate symmetric gradient). Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times\right.$ $\mathbb{R}^{n} ; \mathbb{R}^{n}$ ) satisfy (F.1), let $\Omega$ be an open subset of $\mathbb{R}^{n}$, and let $u \in G B D_{F}(\Omega)$. Then, there exists $e(u) \in L^{1}\left(\Omega ; \mathbb{M}_{\text {sym }}^{n \times n}\right)$ such that, setting

$$
\begin{equation*}
\tilde{e}(u)(x) \zeta \cdot \zeta:=e(u)(x) \zeta \cdot \zeta+u(x) \cdot F(x, \zeta) \quad \text { for } x \in \Omega \text { and } \zeta \in \mathbb{R}^{n} \tag{6.11}
\end{equation*}
$$

$\tilde{e}(u)(x)$ is the approximate symmetric gradient of $u$ at $x$ for a.e. $x \in \Omega$ and

$$
\begin{equation*}
\int_{B}|e(u)| \mathrm{d} x \leq \lambda(B), \quad \text { for every } B \subset \Omega \text { Borel. } \tag{6.12}
\end{equation*}
$$

Moreover, if $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ is a family of curvilinear projections on an open set $U \subseteq \Omega$, then for $\mathcal{H}^{n-1}$-a.e. $\xi \in \mathbb{S}^{n-1}$ it holds true

$$
\begin{equation*}
\nabla \hat{u}_{y}^{\xi}(t)=(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi) \quad \text { for } \mathcal{H}^{n-1}-\text { a.e. } y \in \xi^{\perp}, \text { for a.e. } t \in U_{y}^{\xi} . \tag{6.13}
\end{equation*}
$$

Remark 6.10. We notice that formula (6.11) together with the uniqueness of the symmetric approximate gradient tell us that $e(u)$ does not depend on the chosen family of curvilinear projections.

Before proving Theorem 6.9 we need two intermediate results.
Lemma 6.11. Let $u: \Omega \rightarrow \mathbb{R}^{n}$ be measurable and with compact support in $\Omega$. Suppose that there exists $\tilde{q}: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ which is 2 -homogeneous in the second variable and satisfies for a.e. $x \in \Omega$

$$
\begin{equation*}
\underset{z \rightarrow x}{\operatorname{ap}-\lim _{x}} \frac{|(u(z)-u(x)) \cdot(z-x)-\tilde{q}(x, z-x)|}{|z-x|^{2}}=0 . \tag{6.14}
\end{equation*}
$$

Then there exists a measurable map $S(u): \Omega \rightarrow \mathbb{M}_{s y m}^{n \times n}$ such that for a.e. $x \in \Omega$

$$
\begin{equation*}
S(u)(x) \zeta \cdot \zeta=\tilde{q}(x, \zeta) \quad \text { for a.e. } \zeta \in \mathbb{R}^{n} \tag{6.15}
\end{equation*}
$$

Proof. We claim that there exists $S \subseteq \mathbb{R}^{n} \times \mathbb{R}^{n}$ with $\mathcal{L}^{2 n}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} \backslash S\right)=0$ and such that for every $\left(\zeta_{1}, \zeta_{2}\right) \in S$ the parallelogram law

$$
\begin{equation*}
\tilde{q}\left(x, \zeta_{1}+\zeta_{2}\right)+\tilde{q}\left(x, \zeta_{1}-\zeta_{2}\right)=2 \tilde{q}\left(x, \zeta_{1}\right)+2 \tilde{q}\left(x, \zeta_{2}\right), \quad\left(\zeta_{1}, \zeta_{2}\right) \in S \tag{6.16}
\end{equation*}
$$

holds for a.e. $x \in \Omega$ (depending on $\left(\zeta_{1}, \zeta_{2}\right)$ ). Indeed an application of the dominated convergence theorem together with (6.14) and the 2-homogeneity of $\tilde{q}(x, \cdot)$ allows us to write for every $\lambda>0$

$$
\begin{align*}
& \lim _{r \searrow 0} \lambda^{n} \int_{\mathrm{B}_{\frac{1}{\lambda}}(0)}\left(\int_{\Omega}\left|\frac{(u(x+r \lambda z)-u(x)) \cdot \frac{z}{|z|}}{r \lambda|z|}-\tilde{q}\left(x, \frac{z}{|z|}\right)\right| \wedge 1 \mathrm{~d} x\right) \mathrm{d} z  \tag{6.17}\\
& \quad \leq \omega_{n} \lim _{r \searrow 0} \int_{\Omega}\left(f_{\mathrm{B}_{r}(x)} \frac{|(u(z)-u(x)) \cdot(z-x)-\tilde{q}(x, z-x)|}{|z-x|^{2}} \wedge 1 \mathrm{~d} z\right) \mathrm{d} x=0
\end{align*}
$$

where $\omega_{n}:=\mathcal{L}^{n}\left(\mathrm{~B}_{1}(0)\right)$. Let us fix $\lambda_{m} \searrow 0$. It follows from (6.17) and a diagonal argument that there exists a sequence $r_{\ell} \searrow 0$ such that for every $m \in \mathbb{N}$ it holds

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \int_{\Omega}\left|\frac{\left(u\left(x+r_{\ell} z\right)-u(x)\right) \cdot \frac{z}{|z|}}{r_{\ell}|z|}-\tilde{q}\left(x, \frac{z}{|z|}\right)\right| \wedge 1 \mathrm{~d} x=0 \text { for a.e. } z \in \mathrm{~B}_{\frac{1}{\lambda_{m}}}(0) \tag{6.18}
\end{equation*}
$$

The arbitrariness of $m \in \mathbb{N}$ in (6.18) yields

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \int_{\Omega}\left|\frac{\left(u\left(x+r_{\ell} z\right)-u(x)\right) \cdot \frac{z}{|z|}}{r_{\ell}|z|}-\tilde{q}\left(x, \frac{z}{|z|}\right)\right| \wedge 1 \mathrm{~d} x=0 \quad \text { for a.e. } z \in \mathbb{R}^{n} \tag{6.19}
\end{equation*}
$$

Let us set

$$
\begin{aligned}
K & :=\left\{z \in \mathbb{R}^{n}:(6.19) \text { does not hold in } z\right\} \\
S & :=\left\{\left(\zeta_{1}, \zeta_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}: \zeta_{1} \pm \zeta_{2}, 2 \zeta_{1}, 2 \zeta_{2} \notin K\right\}
\end{aligned}
$$

As $\mathcal{L}^{n}(K)=0$, by Fubini's theorem we have that $\mathcal{L}^{2 n}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} \backslash S\right)=0$. Let us fix $\left(\zeta_{1}, \zeta_{2}\right) \in S$. We make use of the parallelogram identity to write for every $x \in \Omega$ and for $r_{\ell}$ such that $x \pm r_{\ell} \zeta_{i} \in \Omega$ for $i=1,2$

$$
\begin{align*}
& \left|2 \tilde{q}\left(x, \zeta_{1}+\zeta_{2}\right)+2 \tilde{q}\left(x, \zeta_{1}-\zeta_{2}\right)-4 \tilde{q}\left(x, \zeta_{1}\right)-4 \tilde{q}\left(x, \zeta_{2}\right)\right| \wedge 1  \tag{6.20}\\
& \leq\left(\left|\zeta_{1}+\zeta_{2}\right|^{2}\left|\frac{\left(u\left(x+r_{\ell} \zeta_{1}\right)-u\left(x-r_{\ell} \zeta_{2}\right)\right) \cdot \frac{\zeta_{1}+\zeta_{2}}{\left|\zeta_{1}+\zeta_{2}\right|}}{r_{\ell}\left|\zeta_{1}+\zeta_{2}\right|}-\tilde{q}\left(x, \frac{\zeta_{1}+\zeta_{2}}{\left|\zeta_{1}+\zeta_{2}\right|}\right)\right|\right) \wedge 1 \\
& +\left(\left|\zeta_{1}+\zeta_{2}\right|^{2}\left|\frac{\left(u\left(x+r_{\ell} \zeta_{2}\right)-u\left(x-r_{\ell} \zeta_{1}\right)\right) \cdot \frac{\zeta_{1}+\zeta_{2}}{\left|\zeta_{1}+\zeta_{2}\right|}}{r_{\ell}\left|\zeta_{1}+\zeta_{2}\right|}-\tilde{q}\left(x, \frac{\zeta_{1}+\zeta_{2}}{\left|\zeta_{1}+\zeta_{2}\right|}\right)\right|\right) \wedge 1 \\
& +\left(\left|\zeta_{1}-\zeta_{2}\right|^{2}\left|\frac{\left(u\left(x+r_{\ell} \zeta_{1}\right)-u\left(x+r_{\ell} \zeta_{2}\right)\right) \cdot \frac{\zeta_{1}-\zeta_{2}}{\left|\zeta_{1}-\zeta_{2}\right|}}{r_{\ell}\left|\zeta_{1}-\zeta_{2}\right|}-\tilde{q}\left(x, \frac{\zeta_{1}-\zeta_{2}}{\left|\zeta_{1}-\zeta_{2}\right|}\right)\right|\right) \wedge 1 \\
& +\left(\left|\zeta_{1}-\zeta_{2}\right|^{2}\left|\frac{\left(u\left(x-r_{\ell} \zeta_{1}\right)-u\left(x-r_{\ell} \zeta_{2}\right)\right) \cdot \frac{\zeta_{1}-\zeta_{2}}{\left|\zeta_{1}-\zeta_{2}\right|}}{r_{\ell}\left|\zeta_{1}-\zeta_{2}\right|}-\tilde{q}\left(x, \frac{\zeta_{1}-\zeta_{2}}{\left|\zeta_{1}-\zeta_{2}\right|}\right)\right|\right) \wedge 1 \\
& +\left(4\left|\zeta_{1}\right|^{2}\left|\frac{\left(u\left(x+r_{\ell} \zeta_{1}\right)-u\left(x-r_{\ell} \zeta_{1}\right)\right) \cdot \frac{\zeta_{1}}{\left|\zeta_{1}\right|}}{2 r_{\ell}\left|\zeta_{1}\right|}-\tilde{q}\left(x, \frac{\zeta_{1}}{\left|\zeta_{1}\right|}\right)\right|\right) \wedge 1 \\
& +\left(4\left|\zeta_{2}\right|^{2}\left|\frac{\left(u\left(x+r_{\ell} \zeta_{2}\right)-u\left(x-r_{\ell} \zeta_{2}\right)\right) \cdot \frac{\zeta_{2}}{\left|\zeta_{2}\right|}}{2 r_{\ell}\left|\zeta_{2}\right|}-\tilde{q}\left(x, \frac{\zeta_{2}}{\left|\zeta_{2}\right|}\right)\right|\right) \wedge 1 .
\end{align*}
$$

In particular, we notice that since $u$ has compact support, the restriction on $r_{\ell}$ can be made independent of $x \in \Omega$. As $\left(\zeta_{1}, \zeta_{2}\right) \in S$, by integrating (6.20) w.r.t. $x \in \Omega$ and
using (6.19) on each term on the right-hand side of (6.20) we deduce that

$$
\int_{\Omega}\left|2 \tilde{q}\left(x, \zeta_{1}+\zeta_{2}\right)+2 \tilde{q}\left(x, \zeta_{1}-\zeta_{2}\right)-4 \tilde{q}\left(x, \zeta_{1}\right)-4 \tilde{q}\left(x, \zeta_{2}\right)\right| \wedge 1 \mathrm{~d} x=0
$$

which in turn implies (6.16). We notice that the set of admissible pairs $\left(\zeta_{1}, \zeta_{2}\right)$ in (6.16) is independent of $x \in \Omega$.

We now claim that there exists a vector subspace $X$ over $\mathbb{Q}$ which is countable and dense in $\mathbb{R}^{n}$, fulfills $X \backslash\{0\} \subset \mathbb{R}^{n} \backslash K$, and such that the following hold: for every $\zeta_{1}, \zeta_{2} \in X$ and for a.e. $x \in \Omega$

$$
\begin{equation*}
\tilde{q}\left(x, \zeta_{1}+\zeta_{2}\right)+\tilde{q}\left(x, \zeta_{1}-\zeta_{2}\right)=2 \tilde{q}\left(x, \zeta_{1}\right)+2 \tilde{q}\left(x, \zeta_{2}\right) \tag{6.21}
\end{equation*}
$$

To this regard we construct recursively a basis of $X$. Let us define $U_{1}:=\left\{v \in \mathbb{R}^{n} \backslash K\right.$ : $\left.q v \in \mathbb{R}^{n} \backslash K, q \in \mathbb{Q} \backslash\{0\}\right\}$. Then, it holds

$$
\begin{equation*}
U_{1}=\bigcap_{q \in \mathbb{Q} \backslash\{0\}} q \cdot\left(\mathbb{R}^{n} \backslash K\right) . \tag{6.22}
\end{equation*}
$$

Indeed, if $v \in U_{1}$, then for every $q \in \mathbb{Q} \backslash\{0\}$ we have $v / q \in \mathbb{R}^{n} \backslash K$, which implies that $v$ belongs to the intersection on the right-hand side of (6.22). Conversely, if $v$ belongs to the intersection in the right-hand side of (6.22), then for every $q \in \mathbb{Q} \backslash\{0\}$ there exists $w \in \mathbb{R}^{n} \backslash K$ such that $v=q w$. Hence, $v / q \in \mathbb{R}^{n} \backslash K$ for every $q \in \mathbb{Q} \backslash\{0\}$ and $v \in U_{1}$. Since $\mathcal{L}^{n}(K)=0,(6.22)$ yields $\mathcal{L}^{n}\left(\mathbb{R}^{n} \backslash U_{1}\right)=0$ and we fix $v_{1} \in U_{1}$. Let $j \leq n$ and suppose we have already defined $U_{1}, \ldots, U_{j-1}$ and $v_{1}, \ldots, v_{j-1}$. Then, we set

$$
\begin{array}{r}
U_{j}:=\left\{v \in \mathbb{R}^{n} \backslash K: q v+q_{1} v_{1}+\ldots+q_{j-1} v_{j-1}\right.
\end{array} \in \mathbb{R}^{n} \backslash K,
$$

We can write

$$
\begin{equation*}
U_{j}=\bigcap_{\substack{\left(q, q_{1}, \ldots, q_{j-1}\right) \in \mathbb{Q}^{j}, q \neq 0}} q \cdot\left(\mathbb{R}^{n} \backslash K\right)-q_{1} v_{1}-\ldots-q_{j-1} v_{j-1} \tag{6.23}
\end{equation*}
$$

Indeed, if $v \in U_{j}$, then given any $j$ th-uplet $\left(q, q_{1}, \ldots, q_{j-1}\right) \in \mathbb{Q}^{j}$ with $q \neq 0$ we have $v / q+q_{1} v_{1} / q \ldots+q_{j-1} v_{j-1} / q \in \mathbb{R}^{n} \backslash K$. Thus, $v$ belongs to the intersection on the right-hand side of (6.23). Conversely, if $v$ belongs to the intersection on the right-hand side of $(6.23)$, then for every $j$ th-uplet $\left(q, q_{1}, \ldots, q_{j-1}\right) \in \mathbb{Q}^{j}$ and $q \neq 0$ there exists $w \in \mathbb{R}^{n} \backslash K$ such that $v=w / q-q_{1} v_{1} / q-\ldots-q_{j-1} v_{j-1} / q$. Hence, $q v+q_{1} v_{1}+\ldots+q_{j-1} v_{j-1} \in \mathbb{R}^{n} \backslash K$ and $v \in U_{j}$. Since $\mathcal{L}^{n}(K)=0$, we have $\mathcal{L}^{n}\left(\mathbb{R}^{n} \backslash U_{j}\right)=$ 0 and we can find $v_{j} \in U_{j}$.

Let us set $X:=\left\{q_{1} v_{1}+\ldots+q_{n} v_{n}:\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{Q}^{n}\right\}$. We check that $X \backslash\{0\} \subseteq$ $\mathbb{R}^{n} \backslash K$. For every $n$-tuple $\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{Q}^{n} \backslash\{0\}$ let $j \leq n$ be the largest positive integer less than or equal to $n$ for which $q_{j} \neq 0$. Then, we have that $q_{1} v_{1}+\ldots+q_{j} v_{j} \in \mathbb{R}^{n} \backslash K$ by definition of $U_{j}$. Hence, $X \backslash\{0\} \subseteq \mathbb{R}^{n} \backslash K$ and $X$ is a vector space over $\mathbb{Q}$ which is at most countable and dense in $\mathbb{R}^{n}$.

Since $\zeta_{1}, \zeta_{2} \in X$ implies $\left(\zeta_{1}, \zeta_{2}\right) \in S$ and $X$ is at most countable, we deduce (6.21). Let us denote by $N_{0} \subseteq \Omega$ such an exceptional set. Arguing as in the proof of [20, Theorem 9.1], for every $x \in \Omega \backslash N_{0}$ we deduce the existence of a symmetric $\mathbb{Q}$-bilinear form $\mathrm{B}_{x}: X \times X \rightarrow \mathbb{R}$ such that

$$
\mathrm{B}_{x}(\zeta, \zeta)=\tilde{q}(x, \zeta) \quad \text { for every } \zeta \in X
$$

This implies that for every $x \in \Omega \backslash N_{0}$ there exists $S(u)(x) \in \mathbb{M}_{\text {sym }}^{n \times n}$ such that

$$
\begin{equation*}
S(u)(x) \zeta \cdot \zeta=\tilde{q}(x, \zeta) \quad \text { for every } \zeta \in X \tag{6.24}
\end{equation*}
$$

In order to pass from (6.24) to (6.15) let us fix an arbitrary $\zeta \in \mathbb{R}^{n}$ and let us denote by $X_{\zeta}$ the vector space over $\mathbb{Q}$ generated by $X \cup\{\zeta\}$. Notice that the set of $\zeta \in \mathbb{R}^{n} \backslash K$ for which $X_{\zeta} \backslash\{0\} \subseteq \mathbb{R}^{n} \backslash K$ has full measure. We choose $\zeta \in \mathbb{R}^{n} \backslash K$ such that $X_{\zeta} \backslash\{0\} \subseteq \mathbb{R}^{n} \backslash K$. Using the same argument above with $X$ replaced by $X_{\zeta}$, we deduce the existence of a negligible set $N_{0}^{\prime} \supset N_{0}$ such that (6.21) holds true with $x \in \Omega \backslash N_{0}^{\prime}$ and $\zeta_{1}, \zeta_{2} \in X_{\zeta}$. Therefore, we find for every $x \in \Omega \backslash N_{0}^{\prime}$ a matrix $S^{\prime}(u)(x) \in \mathbb{M}_{\text {sym }}^{n \times n}$ such that (6.24) holds true for $\tilde{\zeta} \in X_{\zeta}$. In addition, being $X \subset X_{\zeta}$, for every $x \in \Omega \backslash N_{0}^{\prime}$ it holds true $S(u)(x) \tilde{\zeta} \cdot \tilde{\zeta}=S^{\prime}(u)(x) \tilde{\zeta} \cdot \tilde{\zeta}$ for every $\tilde{\zeta} \in X$. As $X$ dense in $\mathbb{R}^{n}, S(u)(x)=S^{\prime}(u)(x)$.

In order to concludes the proof it remains to prove the measurability of the map $S(u)(x): \Omega \rightarrow \mathbb{M}_{s y m}^{n \times n}$. For this purpose we fix an orthonormal basis $\left\{w_{1}, \ldots, w_{n}\right\}$ of $\mathbb{R}^{n}$ such that $w_{i} \in \mathbb{R}^{n} \backslash K$ and $\left|w_{1}\right|=\ldots=\left|w_{n}\right|=: \alpha>0$. We notice that if we denote by $\tilde{e}(u)(x)_{i}^{j}$ the $(i, j)$ entry of the symmetric matrix $\tilde{e}(u)(x)$ represented with respect to the orthonormal basis $\left\{w_{1} / \alpha, \ldots, w_{n} / \alpha\right\}$, we have

$$
\begin{equation*}
2 \alpha^{2} S(u)(x)_{i}^{j}=S(u)(x)\left(w_{i}+w_{j}\right) \cdot\left(w_{i}+w_{j}\right)-S(u)(x) w_{i} \cdot w_{i}-S(u)(x) w_{j} \cdot w_{j} \tag{6.25}
\end{equation*}
$$

By formula (6.14) we have that $x \mapsto \tilde{q}(x, \xi)$ is $\mathcal{L}^{n}$-measurable for every $\xi \in \mathbb{S}^{n-1}$. Equalities (6.15) and (6.25) imply that $x \mapsto S(u)(x)$ is a $\mathcal{L}^{n}$-measurable map with values in $\mathbb{M}_{\text {sym }}^{n \times n}$.

Lemma 6.12. Let $F \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ satisfy (F.1), let $\Omega$ be an open subset of $\mathbb{R}^{n}$, let $u \in G B D_{F}(\Omega)$ be Borel measurable, and let $\left\{P_{\xi}\right\}_{\xi \in \mathbb{S}^{n-1}}$ be a family of curvilinear projections on $\Omega$ w.r.t. $F$ parametrized by $\varphi$. Then, the set

$$
\begin{align*}
A:=\left\{(x, \xi) \in \Omega \times \mathbb{S}^{n-1}:\right. & t_{x}^{\xi} \text { is a Lebesgue point of } \hat{u}_{P_{\xi}(x)}^{\xi}  \tag{6.26}\\
& \left.\hat{u}_{P_{\xi}(x)}^{\xi} \text { is approximatively differentiable at } t_{x}^{\xi}\right\},
\end{align*}
$$

is Borel measurable. Moreover, there exist two Borel measurable maps v, $\theta: \Omega \times \mathbb{S}^{n-1} \rightarrow$ $\mathbb{R}^{n}$ such that for every $\xi \in \mathbb{S}^{n-1} \theta(\cdot, \xi)$ is Borel measurable and

$$
\begin{align*}
& \underset{t \rightarrow t_{x}^{\xi}}{\operatorname{ap}-\lim ^{\prime}}\left|\frac{\hat{u}_{P_{\xi}(x)}^{\xi}(t)-v(x, \xi)}{t-t_{x}^{\xi}}-\theta(x, \xi)\right|=0 \quad \text { for a.e. } x \in \Omega  \tag{6.27}\\
& \nabla \hat{u}_{y}^{\xi}(t)=(\theta(\cdot, \xi))_{y}^{\xi}(t) \quad \text { for } \mathcal{H}^{n-1}-\text { a.e. } y \in \xi^{\perp}, \text { for a.e. } t \in \Omega_{y}^{\xi} . \tag{6.28}
\end{align*}
$$

Proof. We set

$$
\begin{aligned}
& u^{+}(x, \xi):=\underset{s \rightarrow t_{x}^{\xi}}{\operatorname{ap}-\limsup _{s}} \hat{u}_{P_{\xi}(x)}^{\xi}(s) \\
& u^{-}(x, \xi):=\operatorname{ap}-\liminf _{s \rightarrow t_{x}^{\xi}} \hat{u}_{P_{\xi}(x)}^{\xi}(s) \\
& \theta^{+}(x, \xi):=\underset{s \rightarrow t_{x}^{\xi}}{\operatorname{ap}-\limsup _{s i n}} \frac{\hat{u}_{P_{\xi}(x)}^{\xi}(s)-u^{+}(x, \xi)}{s-t_{x}^{\xi}} \\
& \theta^{-}(x, \xi):=\operatorname{ap-} \liminf _{s \rightarrow t_{x}^{\xi}} \frac{\hat{u}_{P_{\xi}(x)}^{\xi}(s)-u^{-}(x, \xi)}{s-t_{x}^{\xi}}
\end{aligned}
$$

Arguing as in [4, Proposition 4.15] we can prove that $(x, \xi) \mapsto u^{ \pm}(x, \xi)$ and $(x, \xi) \mapsto$ $\theta^{ \pm}(x, \xi)$ are Borel measurable functions. Since

$$
A=\left\{(x, \xi) \in \Omega \times \mathbb{S}^{n-1}: u^{+}(x, \xi)=u^{-}(x, \xi) \text { and } \theta^{+}(x, \xi)=\theta^{-}(x, \xi)\right\}
$$

we deduce that $A$ is Borel. For $(x, \xi) \in A$, let us denote $v(x, \xi):=u^{+}(x, \xi)=u^{-}(x, \xi)$ and $\theta(x, \xi):=\theta^{+}(x, \xi)=\theta^{-}(x, \xi)$.

By definition of $G B D_{F}(\Omega)$ we know that given $\xi \in \mathbb{S}^{n-1}$, for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$ it holds $\hat{u}_{y}^{\xi} \in B V_{\text {loc }}\left(\Omega_{y}^{\xi}\right)$. Thanks to a well known property of BV functions in one variable, this implies that for fixed $\xi \in \mathbb{S}^{n-1}$, for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$, for a.e. $t \in \Omega_{y}^{\xi}$ we have that $t$ is a Lebesgue point and a point of approximate differentiability of $s \mapsto \hat{u}_{y}^{\xi}(s)$. In particular, this implies (6.27) and (6.28).

We now prove Theorem 6.9.
Proof of Theorem 6.9. In view of Remark 4.9, we can consider a cover of $\Omega$ made of at most countably many open sets $U_{i} \subset \Omega$ and associated family of curvilinear projections $\left(P_{\xi}^{i}\right)_{\xi \in \mathbb{S}^{n-1}}$ on $U_{i}$. In addition, thanks to Remark 6.10, we can limit ourselves to prove that for every $i=1,2, \ldots$ the first part of the theorem is satisfied on $U_{i}$. Without loss of generality we may thus ease the notation by assuming that $U_{i}=U=\Omega$ and $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ are curvilinear projections on $\Omega$. Since statements (2.1) and (6.13) do not depend on the representative in the Lebesgue class, we may as well assume $u$ to be Borel and to coincide with its Lebesgue representative out of a Borel negligible set. Moreover, since the problem is local, we may assume without loss of generality that $u$ has compact support in $\Omega$. Let us define

$$
\begin{aligned}
& A:=\left\{(x, \xi) \in \Omega \times \mathbb{S}^{n-1}: t_{x}^{\xi} \text { is a Lebesgue point of } \hat{u}_{P_{\xi}(x)}^{\xi},\right. \\
& \left.A_{\xi}:=\{x \in U:(x, \xi) \in A\} \quad \hat{u}_{P_{\xi}(x)}^{\xi} \text { is approximatively differentiable at } t_{x}^{\xi}\right\}, \\
& A_{x}:=\left\{\xi \in \mathbb{S}^{n-1}:(x, \xi) \in A\right\} .
\end{aligned}
$$

Then, by Lemma 6.12 we deduce that $A$ is Borel. Moreover, there exists $v, \theta: \Omega \times$ $\mathbb{S}^{n-1} \rightarrow \mathbb{R}^{n}$ Borel measurable such that (6.27) and (6.28) hold. In particular, from (6.28) and condition (2) in Definition 4.8 we deduce that

$$
\begin{equation*}
\int_{\xi^{\perp}}\left(\int_{\Omega_{y}^{\xi}} \mid\left((\theta(\cdot, \xi))_{y}^{\xi}(t) \mid \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq\left\|\dot{\varphi}_{\xi}\right\|_{L^{\infty}}^{2} \operatorname{Lip}\left(P_{\xi}\right)^{n-1} \lambda(\Omega)\right. \tag{6.29}
\end{equation*}
$$

which implies (after a change of variables) $\theta(\cdot, \xi) \in L^{1}(\Omega)$.
Since for every $\xi \in \mathbb{S}^{n-1}$ we have $\mathcal{L}^{n}\left(A_{\xi}\right)=\mathcal{L}^{n}(\Omega)$, applying Fubini's theorem to the Borel set $A \subseteq \Omega \times \mathbb{S}^{n-1}$ we obtain

$$
\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right) \cdot \mathcal{L}^{n}(\Omega)=\int_{\mathbb{S}^{n-1}} \mathcal{L}^{n}\left(A_{\xi}\right) \mathrm{d} \mathcal{H}^{n-1}(\xi)=\int_{\Omega} \mathcal{H}^{n-1}\left(A_{x}\right) \mathrm{d} x
$$

This implies that for $\mathcal{L}^{n}$-a.e. $x \in \Omega$ we have $\mathcal{H}^{n-1}\left(A_{x}\right)=\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)$. Hence, by definition of $A$ we infer that there exists $N \subseteq \Omega$ with $\mathcal{L}^{n}(N)=0$ and such that for every $x \in \Omega \backslash N$

$$
\begin{align*}
& \underset{t \rightarrow t_{x}^{\xi}}{\operatorname{ap-} \lim }\left|\hat{u}_{P_{\xi}(x)}^{\xi}(t)-v(x, \xi)\right|=0 \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1},  \tag{6.30}\\
& \underset{t \rightarrow t_{x}^{\xi}}{\operatorname{ap}-\lim _{x}}\left|\frac{\hat{u}_{P_{\xi}(x)}^{\xi}(t)-v(x, \xi)}{t-t_{x}^{\xi}}-\theta(x, \xi)\right|=0 \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1} \text {. } \tag{6.31}
\end{align*}
$$

Up to consider a larger negligible set, still denoted by $N$, we may suppose that $u$ is approximately continuous at every $x \in \Omega \backslash N$. Thus, by denoting, with abuse of notation, by $u(x)$ the approximate continuous representative of $u$ at $x \in \Omega \backslash N$, (6.30)
and (6.31) may be rewritten as

$$
\begin{array}{r}
\underset{\substack{\text { ap- } \lim _{t \rightarrow t_{x}^{\xi}}\left|\hat{u}_{P_{\xi}(x)}^{\xi}(t)-u(x) \cdot \xi_{\varphi}(x)\right| \\
\underset{t \rightarrow t_{x}^{\xi}}{\operatorname{ap}-\lim }\left|\frac{\hat{u}_{P_{\xi}(x)}^{\xi}(t)-u(x) \cdot \xi_{\varphi}(x)}{t-t_{x}^{\xi}}-\theta(x, \xi)\right|=0 \text { for } \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1}, \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1} .}}{\text {. }} .
\end{array}
$$

Moreover, since $P_{\xi}$ is a curvilinear projection and condition (2) of Definition 4.3 holds, for every $x \in \Omega \backslash N$, for every $\xi \in \mathbb{S}^{n-1}$ the curve $t \mapsto \exp _{x}\left(t \xi_{\varphi}(x)\right)$ (see Definition 5.6) coincides for $t$ small enough with the curve $t \mapsto \varphi_{\xi}\left(P_{\xi}(x)+\left(t+t_{x}^{\xi}\right) \xi\right)$ (remember that $\left.\xi_{\varphi}(x)=\dot{\varphi}_{\xi}\left(P_{\xi}(x)+t_{x}^{\xi} \xi\right)\right)$. Thanks to property (3) of Definition 4.6 of curvilinear projections, the map $\xi \mapsto \xi_{\varphi}(x) /\left|\xi_{\varphi}(x)\right|$ is a diffeomorphism between $\mathbb{S}^{n-1}$ and itself. Therefore, (6.32) and (6.33) can be reformulated for every $x \in \Omega \backslash N$ and for $\mathcal{H}^{n-1}$ a.e. $\xi \in \mathbb{S}^{n-1}$ as

$$
\begin{align*}
& \underset{t \rightarrow 0}{\operatorname{ap}-\lim }\left|u\left(\exp _{x}\left(t \xi_{\varphi}(x)\right)\right) \cdot \exp _{x}\left(t \xi_{\varphi}(x)\right)-u(x) \cdot \xi_{\varphi}(x)\right|=0  \tag{6.34}\\
& \underset{t \rightarrow 0}{\operatorname{ap-}-\lim }\left|\frac{u\left(\exp _{x}\left(t \xi_{\varphi}(x)\right)\right) \cdot \dot{\operatorname{xxp}}_{x}\left(t \xi_{\varphi}(x)\right)-u(x) \cdot \xi_{\varphi}(x)}{t}-\theta(x, \xi)\right|=0 . \tag{6.35}
\end{align*}
$$

Now for every $(x, \xi) \in \Omega \times \mathbb{S}^{n-1}$ for which (6.34) and (6.35) hold, we set $q\left(x, \xi_{\varphi}(x)\right):=$ $\theta(x, \xi)$, and we define $q\left(x, \xi_{\varphi}(x)\right):=0$ otherwise. Then, we consider $q: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ the positively 2 -homogeneous extension of $q\left(x, \xi_{\varphi}(x)\right)$ in the second variable. This means that, exploiting the fact that $\xi \mapsto \xi_{\varphi}(x) /\left|\xi_{\varphi}(x)\right|$ is a diffeomorphism of $\mathbb{S}^{n-1}$ and itself, we have

$$
\begin{equation*}
q(x, \zeta)=\frac{|\zeta|^{2}}{\left|\xi_{\varphi}(x)\right|^{2}} q\left(x, \xi_{\varphi}(x)\right) \quad \text { for }(x, \zeta) \in \Omega \times \mathbb{R}^{n} \tag{6.36}
\end{equation*}
$$

whenever $\zeta$ satisfies $\xi_{\varphi}(x) /\left|\xi_{\varphi}(x)\right|=\zeta /|\zeta|$.
For $x \in \Omega \backslash N$, let $\phi: \mathrm{B}_{r}(x) \backslash\{x\} \rightarrow \mathbb{S}^{n-1}$ be given by Proposition 5.11, and let $\chi: \mathrm{B}_{r}(x) \backslash\{x\} \rightarrow \mathbb{R}^{n}$ and $d(\cdot, x): \mathrm{B}_{r}(x) \rightarrow \mathbb{R}$ be given by Definition 5.12 (notice that, for simplicity of notation, we have dropped the index $x$ ). We now show that

$$
\begin{equation*}
\underset{z \rightarrow x}{\operatorname{ap}-\lim }\left|\frac{u(z) \cdot \chi(z)-u(x) \cdot \phi(z)}{\mathrm{d}(z, x)}-q(x, \phi(z))\right|=0 . \tag{6.37}
\end{equation*}
$$

By (5.12), there exists $c>0$ such that $\mathcal{H}^{1}\left(\left\{\phi^{-1}(\xi) \cap \mathrm{B}_{\rho}(x)\right\}\right) \leq c \rho$ for every $\xi \in \mathbb{S}^{n-1}$ and for every $\rho \in(0, r)$. Thanks to (5.7) we can make use of Coarea formula with map $\phi$ to write for $\rho \in(0, r)$

$$
\begin{aligned}
& f_{\mathrm{B}_{\rho}(x)}\left|\frac{u(z) \cdot \chi(z)-u(x) \cdot \phi(z)}{d(z, x)}-q(x, \phi(z))\right| \wedge 1 \mathrm{~d} z \\
& \leq c \int_{\mathbb{S}^{n-1}}\left(f_{0}^{c \rho}\left|\frac{u\left(\exp _{x}(t \eta)\right) \cdot \exp _{x}(t \eta)-u(x) \cdot \eta}{t}-q(x, \eta)\right| \wedge 1 \frac{\left|\exp _{x}(t \eta)\right|}{\left|\mathrm{J} \phi\left(\exp _{x}(t \eta)\right)\right|} \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(\eta) \\
& \leq c^{\prime} \int_{\mathbb{S}^{n-1}}\left(f_{0}^{c \rho}\left|\frac{u\left(\exp _{x}(t \eta)\right) \cdot \exp _{x}(t \eta)-u(x) \cdot \eta}{t}-q(x, \eta)\right| \wedge 1\left|\exp _{x}(t \eta)-x\right|^{n-1} \mathrm{~d} t\right) \mathrm{d} \mathcal{H}^{n-1}(\eta) \\
& \leq c^{\prime \prime} \int_{\mathbb{S}^{n-1}}\left(f_{0}^{c \rho}\left|\frac{u\left(\exp _{x}(t \eta)\right) \cdot \exp _{x}(t \eta)-u(x) \cdot \eta}{t}-q(x, \eta)\right| \wedge 1 t^{n-1} \mathrm{~d} t\right) \mathrm{d} \mathcal{H}^{n-1}(\eta) .
\end{aligned}
$$

By (6.35)-(6.36) and dominated convergence we infer (6.37). Setting

$$
q_{w}(x, \zeta):=w \cdot F(x, \zeta) \quad \text { for every } w, \zeta \in \mathbb{R}^{n},
$$

by using the definition of exponential map, it can be directly shown that if we replace $u$ with a constant map $w \in \mathbb{R}^{n}$ in (6.37) it holds

$$
\begin{equation*}
\underset{z \rightarrow x}{\operatorname{ap}-\lim }\left|\frac{w \cdot(\chi(z)-\phi(z))}{\mathrm{d}(z, x)}-q_{w}(x, \phi(z))\right|=0 \tag{6.38}
\end{equation*}
$$

We introduce

$$
\begin{equation*}
\tilde{q}(x, \zeta):=q(x, \zeta)-q_{u(x)}(x, \zeta) \quad x \in \Omega \backslash N \text { and } \zeta \in \mathbb{R}^{n} \tag{6.39}
\end{equation*}
$$

We now show that for every $x \in \Omega \backslash N$ it holds

$$
\begin{equation*}
\underset{z \rightarrow x}{\operatorname{ap}-} \frac{\lim }{} \frac{|(u(z)-u(x)) \cdot(z-x)-\tilde{q}(x, z-x)|}{|z-x|^{2}}=0 . \tag{6.40}
\end{equation*}
$$

To simplify the notation we set $e(z):=(z-x) /|z-x|$. Making use of the maps $\phi$ and $\chi$ defined for $x \in \Omega \backslash N$, we first estimate by triangle inequality

$$
\begin{align*}
\left|\frac{(u(z)-u(x)) \cdot e(z)}{|z-x|}-\tilde{q}(x, e(z))\right| & \leq\left|\frac{(u(z)-u(x)) \cdot(e(z)-\chi(z))}{|z-x|}\right|  \tag{6.41}\\
& +\left|\frac{u(x) \cdot(\chi(z)-\phi(z))}{\mathrm{d}(z, x)}-q_{u(x)}(x, \phi(z))\right| \\
& +\left|\frac{u(z) \cdot \chi(z)-u(x) \cdot \phi(z)}{\mathrm{d}(z, x)}-q(x, \phi(z))\right| \\
& +\left|\frac{u(x) \cdot(\phi(z)-\chi(z))}{\mathrm{d}(z, x)}\right|\left|1-\frac{\mathrm{d}(z, x)}{|z-x|}\right| \\
& +\left|\frac{u(z) \cdot \chi(z)-u(x) \cdot \phi(z)}{\mathrm{d}(z, x)}\right|\left|1-\frac{\mathrm{d}(z, x)}{|z-x|}\right| \\
& +\left|q_{u(x)}(x, \phi(z))-q_{u(x)}(x, e(z))\right| \\
& +|q(x, \phi(z))-q(x, e(z))| .
\end{align*}
$$

Now we examine the limit as $r \rightarrow 0^{+}$of each term appearing in the right-hand side of (6.41). By (5.11) and by the approximate continuity of $u$ at $x$ we have that

$$
\begin{align*}
& \limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)} \frac{|(u(z)-u(x)) \cdot(e(z)-\chi(z))|}{|z-x|} \wedge 1 \mathrm{~d} z  \tag{6.42}\\
& \leq \limsup _{r \searrow 0}\left[\left(\sup _{z \in \mathrm{~B}_{r}(x) \backslash\{x\}} \frac{|e(z)-\chi(z)|}{|z-x|}\right) \vee 1\right] f_{\mathrm{B}_{r}(x)}|u(z)-u(x)| \wedge 1 \mathrm{~d} z=0 .
\end{align*}
$$

By definition of $q_{u(x)}$ we have

$$
\begin{align*}
& \limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}\left|q_{u(x)}(x, \phi(z))-q_{u(x)}(x, e(z))\right| \wedge 1 \mathrm{~d} z  \tag{6.43}\\
& \leq \limsup _{r \backslash 0} f_{\mathrm{B}_{r}(x)}|u(x) \cdot[F(x, \phi(z))-F(x, e(z))]| \wedge 1 \mathrm{~d} z .
\end{align*}
$$

We show that the limsup on the right-hand side of inequality (6.43) goes to zero. To this purpose we write

$$
\begin{aligned}
& \limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}|u(x) \cdot[F(x, \phi(z))-F(x, e(z))]| \wedge 1 \mathrm{~d} z \\
& \leq(|u(x)| \vee 1) \limsup _{r \searrow 0} \int_{0}^{1}\left(\int_{\partial \mathrm{B}_{s}(0)}\left|F(x, \phi(x+r \eta))-F\left(x_{0}, e(x+r \eta)\right)\right| \mathrm{d} \mathcal{H}^{n-1}(\eta)\right) \mathrm{d} s
\end{aligned}
$$

$$
=(|u(x)| \vee 1) \limsup _{r \searrow 0} \int_{0}^{1}\left(s^{n-1} \int_{\mathbb{S}^{n-1}}|F(x, \phi(x+r s \xi))-F(x, \xi)| \mathrm{d} \mathcal{H}^{n-1}(\xi)\right) \mathrm{d} s .
$$

Convergence (5.10) implies that

$$
\begin{equation*}
\phi(x+r s \xi) \rightarrow \xi \text { in } C^{\infty}\left(\mathbb{S}^{n-1} ; \mathbb{S}^{n-1}\right) \text { as } r \searrow 0, \text { uniformly in } s \in(0,1) \tag{6.44}
\end{equation*}
$$

As $F(x, \cdot): \mathbb{S}^{n-1} \rightarrow \mathbb{R}^{n}$ is an $\mathcal{H}^{n-1}$-measurable function, for $\epsilon>0$ there exists $\psi \in$ $C^{0}\left(\mathbb{S}^{n-1} ; \mathbb{R}^{n}\right)$ with $\int_{\mathbb{S}^{n-1}}|F(x, \xi)-\psi(\xi)| \mathrm{d} \mathcal{H}^{n-1}(\xi) \leq \epsilon$. Denoting by $\phi_{x, s, r}^{-1}(\xi)$ the inverse of the map of $\xi \mapsto \phi(x+r s \xi)$, we can continue with

$$
\begin{align*}
& \limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}|u(x) \cdot[F(x, \phi(z))-F(x, e(z))]| \wedge 1 \mathrm{~d} z  \tag{6.45}\\
& \leq(|u(x)| \vee 1)\left(\limsup _{r \searrow 0} \int_{0}^{1}\left(s^{n-1} \int_{\mathbb{S}^{n-1}}|F(x, \phi(x+r s \xi))-\psi(\phi(x+r s \xi))| \mathrm{d} \mathcal{H}^{n-1}(\xi)\right) \mathrm{d} s\right. \\
& \quad+\limsup _{r \searrow 0} \int_{0}^{1}\left(s^{n-1} \int_{\mathbb{S}^{n-1}}|\psi(\phi(x+r s \xi))-\psi(\xi)| \mathrm{d} \mathcal{H}^{n-1}(\xi)\right) \mathrm{d} s \\
& \left.\quad+\limsup _{r \searrow 0} \int_{0}^{1}\left(s^{n-1} \int_{\mathbb{S}^{n-1}}|F(x, \xi)-\psi(\xi)| \mathrm{d} \mathcal{H}^{n-1}(\xi)\right) \mathrm{d} s\right) \\
& \leq(|u(x)| \vee 1)\left(\limsup _{r \searrow 0}^{1} \int_{0}^{1}\left(s^{n-1} \int_{\mathbb{S}^{n-1}}|F(x, \xi)-\psi(\xi)|\left|J_{\xi} \phi_{x, s, r}^{-1}(\xi)\right| \mathrm{d} \mathcal{H}^{n-1}(\xi)\right) \mathrm{d} s\right. \\
& \left.\quad+\limsup _{r \searrow 0} \int_{0}^{1}\left(s^{n-1} \int_{\mathbb{S}^{n-1}}|F(x, \xi)-\psi(\xi)| \mathrm{d} \mathcal{H}^{n-1}(\xi)\right) \mathrm{d} s\right) \\
& \leq \epsilon(|u(x)| \vee 1)\left(\limsup _{r \searrow 0}^{\lim _{r}} \int_{0}^{1}\left\|J_{\xi} \phi_{x, s, r}^{-1}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)} s^{n-1} \mathrm{~d} s+\frac{1}{n}\right) .
\end{align*}
$$

By (6.44) we have that $\left\|J_{\xi} \phi_{x, s, r}^{-1}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)} \rightarrow 1$ uniformly in $s \in(0,1)$ as $r \searrow 0$. This also means that for every but sufficiently small $r>0,\left\|J_{\xi} \phi_{x, s, r}^{-1}\right\|_{L^{\infty}\left(\mathbb{S}^{n-1}\right)}$ is bounded uniformly with respect to $s \in(0,1)$. Applying the dominated convergence theorem to (6.45) we infer that

$$
\limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}|u(x) \cdot[F(x, \phi(z))-F(x, e(z))]| \wedge 1 \mathrm{~d} z \leq \frac{2 \epsilon(|u(x)| \vee 1)}{n}
$$

Thanks to the arbitrariness of $\epsilon>0$ we conclude that

$$
\begin{equation*}
\lim _{r \searrow 0} f_{\mathrm{B}_{r}(x)}|u(x) \cdot[F(x, \phi(z))-F(x, e(z))]| \wedge 1 \mathrm{~d} z=0 \tag{6.46}
\end{equation*}
$$

which in turn implies that

$$
\begin{equation*}
\limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}\left|q_{u(x)}(x, \phi(z))-q_{u(x)}(x, e(z))\right| \wedge 1 \mathrm{~d} z=0 \tag{6.47}
\end{equation*}
$$

From (6.35) it follows that $q(x, \cdot): \mathbb{S}^{n-1} \rightarrow \mathbb{R}$ is an $\mathcal{H}^{n-1}$-measurable function for every $x \in \Omega \backslash N$. Therefore, we may argue as in (6.43)-(6.46) to deduce that

$$
\begin{equation*}
\lim _{r \searrow 0} f_{\mathrm{B}_{r}(x)}|q(x, \phi(z))-q(x, e(z))| \wedge 1 \mathrm{~d} z=0 \tag{6.48}
\end{equation*}
$$

By triangle inequality, by (5.12), by (6.38) with $w=u(x)$, and by dominated convergence we get that

$$
\begin{equation*}
\limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}\left(\left|\frac{u(x) \cdot(\phi(z)-\chi(z))}{\mathrm{d}(z, x)}\right|\left|1-\frac{\mathrm{d}(z, x)}{|z-x|}\right|\right) \wedge 1 \mathrm{~d} z \tag{6.49}
\end{equation*}
$$

$$
\begin{aligned}
& \leq \limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}\left(\left|\frac{u(x) \cdot(\chi(z)-\phi(z))}{\mathrm{d}(z, x)}-q_{u(x)}(x, \phi(z))\right|\left|1-\frac{\mathrm{d}(z, x)}{|z-x|}\right|\right) \wedge 1 \mathrm{~d} z \\
& \quad+\limsup _{r \searrow 0} f_{\mathrm{B}_{r}(x)}\left(\left|q_{u(x)}(x, \phi(z))\right|\left|1-\frac{\mathrm{d}(z, x)}{|z-x|}\right|\right) \wedge 1 \mathrm{~d} z \\
& =\limsup _{r \searrow 0} f_{\mathrm{B}_{1}(0)}\left(\left|q_{u(x)}(x, \phi(x+r z))\right|\left|1-\frac{\mathrm{d}(x+r z, x)}{|r z|}\right|\right) \wedge 1 \mathrm{~d} z=0 .
\end{aligned}
$$

In the very same way we also deduce that

$$
\begin{equation*}
\lim _{r \searrow 0} f_{\mathrm{B}_{r}(x)}\left(\left|\frac{u(z) \cdot \chi(z)-u(x) \cdot \chi(z)}{\mathrm{d}(z, x)}\right|\left|1-\frac{\mathrm{d}(z, x)}{|z-x|}\right|\right) \wedge 1 \mathrm{~d} z=0 . \tag{6.50}
\end{equation*}
$$

Combining (6.37), (6.38), and (6.41)-(6.50) we infer (6.40) for every $x \in \Omega \backslash N$.
We are in position to apply Lemma 6.11 and infer the existence of a symmetric bi-linear form $\tilde{e}(u)(x): \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\tilde{e}(u)(x) \zeta \cdot \zeta=\tilde{q}(x, \zeta) \quad \text { for every } \zeta \in \mathbb{R}^{n} \tag{6.51}
\end{equation*}
$$

holds true. This, together with (6.40), implies (2.1).
By Lemma $6.11 x \mapsto \tilde{e}(u)(x)$ is an $\mathcal{L}^{n}$-measurable map with values in $\mathbb{M}_{\text {sym }}^{n \times n}$. Thus, the map $(x, \zeta) \mapsto \tilde{e}(u)(x) \zeta \cdot \zeta$ is $\left(\mathcal{L}^{n} \times \mathcal{L}^{n}\right)$-measurable. Therefore, thanks to Fubini's theorem and the 2-homogeneity of $\tilde{q}(x, \cdot)$, relation (6.51) can be turned into the following one: for $\mathcal{H}^{n-1}$-a.e. $\xi \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\tilde{e}(u)(x) \xi \cdot \xi=\tilde{q}(x, \xi) \quad \text { for a.e. } x \in \Omega \tag{6.52}
\end{equation*}
$$

Setting for a.e. $x \in \Omega$

$$
\begin{equation*}
e(u)(x) \zeta \cdot \zeta:=\tilde{e}(u)(x) \zeta \cdot \zeta+u(x) \cdot F(x, \zeta) \quad \text { for } \zeta \in \mathbb{R}^{n} \tag{6.53}
\end{equation*}
$$

we infer from (6.28), from (6.39), and from the equality $\theta(x, \xi)=q\left(x, \xi_{\varphi}(x)\right)$ that for $\mathcal{H}^{n-1}$-a.e. $\xi \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\nabla \hat{u}_{y}^{\xi}(t)=(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi) \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp}, \text { for a.e. } t \in \Omega_{y}^{\xi} \tag{6.54}
\end{equation*}
$$

Finally, by (6.29) we have that

$$
\begin{align*}
& \int_{\Omega}|e(u)(x)| \mathrm{d} x \leq \int_{\mathbb{S}^{n-1}}\left(\frac{1}{c(\Omega)} \int_{U}\left|e(u)(x) \xi_{\varphi}(x) \cdot \xi_{\varphi}(x)\right| \mathrm{d} x\right) \mathrm{d} \mathcal{H}^{n-1}(\xi)  \tag{6.55}\\
& \quad \leq \int_{\mathbb{S}^{n-1}}\left(\frac{c^{\prime}(\Omega)}{c(\Omega)} \int_{\xi^{\perp}}\left(\int_{U_{y}^{\xi}}\left|(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi)\right| \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y)\right) \mathrm{d} \mathcal{H}^{n-1}(\xi) \\
& \quad \leq \frac{c^{\prime}(\Omega)}{c(\Omega)} \sup _{\xi \in \mathbb{S}^{n-1}}\left\|\dot{\varphi}_{\xi}\right\|_{L^{\infty}(\Omega)}^{2} \operatorname{Lip}\left(P_{\xi}\right)^{n-1} \lambda(\Omega),
\end{align*}
$$

where

$$
c(\Omega):=\inf _{x \in \Omega} \min _{\substack{A \in \mathbb{M}_{s y m}^{n \times n} \\|A|=1}} \int_{\mathbb{S}^{n-1}}\left|A \xi_{\varphi}(x) \cdot \xi_{\varphi}(x)\right| \mathrm{d} \mathcal{H}^{n-1}(\xi) \text { and } c^{\prime}(\Omega):=\sup _{\substack{\xi \in \mathbb{S}^{n}-1 \\ x \in \Omega}}\left|\mathrm{~J} P_{\xi}(x)\right|^{-1}
$$

It remains to show that $e(u) \in L^{1}\left(\Omega ; \mathbb{M}_{\text {sym }}^{n}\right)$ and inequality (6.12). To this end, given $\epsilon>0$, for every $x \in \Omega$ we fix $r(x) \in(0,+\infty)$ such that the family of maps $\left(P_{\xi, x}\right)_{\xi \in \mathbb{S}^{n-1}}$ given in Definition 5.2 is a family of curvilinear projections on $\mathrm{B}_{r(x)}(x)$ and for every $0<r \leq r(x)$

$$
\begin{array}{cl}
\sup _{\xi \in \mathbb{S}^{n-1}}\left\|\dot{\varphi}_{\xi, x}\right\|_{L^{\infty}\left(\mathrm{B}_{r}(x)\right)} \leq 1+\epsilon, & \sup _{\xi \in \mathbb{S}^{n-1}} \operatorname{Lip}\left(P_{\xi, x} ; \mathrm{B}_{r}(x)\right) \leq 1+\epsilon \\
\frac{1}{1+\epsilon} \leq c\left(\mathrm{~B}_{r}(x)\right), \quad c^{\prime}\left(\mathrm{B}_{r}(x)\right) \leq 1+\epsilon \tag{6.57}
\end{array}
$$

Notice that such $r(x)$ exists in view of Theorem 5.3 and of Lemma 5.5. Hence, in view of Remark 6.10 the same estimate (6.55)-(6.57) holds true if we replace $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ and $\Omega$ with $\left(P_{\xi, x}\right)_{\xi \in \mathbb{S}^{n-1}}$ and $\mathrm{B}_{r}(x)(0<r \leq r(x))$, respectively. This implies that for every $x \in \Omega$ it holds true

$$
\begin{equation*}
\int_{\mathrm{B}_{r}(x)}|e(u)(z)| \mathrm{d} z \leq(1+\epsilon)^{n+3} \lambda\left(\mathrm{~B}_{r}(x)\right) \quad \text { for } 0<r \leq r(x) \tag{6.58}
\end{equation*}
$$

We can apply Vitali covering theorem (see, e.g., [8, Theorem 2.19]), to find sequences $r_{i}>0$ and $x_{i} \in \Omega$ such that the family $\left\{\mathrm{B}_{r_{i}}\left(x_{i}\right): i \in \mathbb{N}\right\}$ is pairwise disjoint and $\mathcal{L}^{n}\left(\Omega \backslash \bigcup_{i} \mathrm{~B}_{r_{i}}\left(x_{i}\right)\right)=0$. Therefore, we infer from (6.58) and the arbitrariness of $\epsilon>0$ that

$$
\begin{equation*}
\int_{\Omega}|e(u)| \mathrm{d} x \leq \lambda(\Omega)<+\infty \tag{6.59}
\end{equation*}
$$

In particular $e(u) \in L^{1}\left(\Omega ; \mathbb{M}_{\text {sym }}^{n \times n}\right)$. To conclude we notice that the same argument yields (6.59) with $\Omega$ replaced by any open subsets $U \subseteq \Omega$. Thus, relation (6.12) follows from the approximation property by means of open sets of Radon measure and the proof is concluded.

Remark 6.13. We notice that, differently from the classical Euclidean case [20, Theorem 9.1], equality (6.13) does not hold for every $\xi \in \mathbb{S}^{n-1}$. For this reason, we show in the next proposition that $\nabla \hat{u}_{y}^{\xi}$ can always be controlled in terms of $(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi)$. $\dot{\varphi}_{\xi}(y+t \xi)$.

Proposition 6.14. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$, $u \in G B D_{F}(\Omega)$, and let $e(u) \in$ $L^{1}\left(\Omega ; \mathbb{M}_{s y m}^{n \times n}\right)$ be the map determined in Theorem 6.9. Then, for every family $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ of curvilinear projections on some open set $U \subset \Omega$, and every $\xi \in \mathbb{S}^{n-1}$ we have

$$
\begin{equation*}
\left|\nabla \hat{u}_{y}^{\xi}(t)\right| \leq\left|(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi)\right| \quad \text { for } \mathcal{H}^{n-1}-a . e . y \in \xi^{\perp} \text {, for a.e. } t \in U_{y}^{\xi} \text {. } \tag{6.60}
\end{equation*}
$$

Proof. In order to simplify the notation we assume $U=\Omega$. We denote by $v, \theta: \Omega \times$ $\mathbb{S}^{n-1} \rightarrow \mathbb{R}^{n}$ the maps constructed in Lemma 6.12 by means of the family $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$. In particular, we have that for every $\xi \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\nabla \hat{u}_{y}^{\xi}(t)=(\theta(\cdot, \xi))_{y}^{\xi}(t) \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp}, \text { for a.e. } t \in \Omega_{y}^{\xi} \tag{6.61}
\end{equation*}
$$

We claim that for every $\xi \in \mathbb{S}^{n-1}$ and for every $B \in \mathcal{B}(\Omega)$ Borel we have

$$
\begin{align*}
\int_{\xi^{\perp}} & \left.\left(\int_{B_{y}^{\xi}} \mid \theta(\cdot, \xi)\right)_{y}^{\xi}(t) \mid \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y)  \tag{6.62}\\
& \leq \int_{\xi^{\perp}}\left(\int_{B_{y}^{\xi}}\left|(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi)\right| \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y)
\end{align*}
$$

Let us set $N:=\left\{\xi \in \mathbb{S}^{n-1}:(6.13)\right.$ is satisfied in $\left.\xi\right\}$ and let us fix $\xi \in \mathbb{S}^{n-1}$. Since $\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1} \backslash N\right)=0$, there exists a sequence $\xi_{j} \in N$ such that $\xi_{j} \rightarrow \xi$ as $j \rightarrow \infty$. We define the measure $\tilde{\mu}_{u, k}$ as in (6.9) with $\xi$ is restricted to the family $\left(\xi_{j}\right)_{j \geq k}$. By construction it holds that $\mu_{u}^{\xi_{j}} \leq \tilde{\mu}_{u, k}$ for every $j \geq k$. Therefore, Proposition 4.15 and Theorem 6.9 imply that for every open set $V \subseteq \Omega$

$$
\begin{equation*}
\left.\int_{\xi^{\perp}}\left(\int_{V_{y}^{\xi}} \mid \theta(\cdot, \xi)\right)_{y}^{\xi}(t) \mid \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq \mu_{u}^{\xi}(V) \leq \tilde{\mu}_{u, k}(V) \quad \text { for every } k \tag{6.63}
\end{equation*}
$$

The measures appearing in inequality (6.63) are Radon. Hence, we deduce that for every $B \in \mathcal{B}(\Omega)$ we have

$$
\begin{equation*}
\left.\int_{\xi^{\perp}}\left(\int_{B_{y}^{\xi}} \mid \theta(\cdot, \xi)\right)_{y}^{\xi}(t) \mid \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq \mu_{u}^{\xi}(B) \leq \tilde{\mu}_{u, k}(B) \quad \text { for every } k \tag{6.64}
\end{equation*}
$$

We infer from (6.13) that for every $j$ the absolutely continuous part $\left(\mu_{u}^{\xi_{j}}\right)^{a}$ of $\mu_{u}^{\xi_{j}}$ w.r.t. the Lebesgue measure is given by
$\left(\mu_{u}^{\xi_{j}}\right)^{a}(B)=\int_{\xi_{j}^{\perp}}\left(\int_{B_{y}^{\xi}}(e(u))_{y}^{\xi_{j}} \dot{\varphi}_{\xi_{j}}\left(y+t \xi_{j}\right) \cdot \dot{\varphi}_{\xi_{j}}\left(y+t \xi_{j}\right) \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y) \quad$ for $B \in \mathcal{B}(\Omega)$.
Therefore, for every $k$ the absolutely continuous part $\tilde{\mu}_{u, k}^{a}$ of $\tilde{\mu}_{u, k}$ w.r.t. the Lebesgue measure is given by

$$
\begin{align*}
\tilde{\mu}_{u, k}^{a}(B) & =\sup \sum_{j}\left(\mu_{u}^{\xi_{j}}\right)^{a}\left(B_{j}\right)  \tag{6.65}\\
& =\sup \sum_{j} \int_{\xi_{j}^{\perp}}\left(\int_{\left(B_{j}\right)_{y}^{\xi_{j}}}(e(u))_{y}^{\xi_{j}} \dot{\varphi}_{\xi_{j}}\left(y+t \xi_{j}\right) \cdot \dot{\varphi}_{\xi_{j}}\left(y+t \xi_{j}\right) \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y) \\
& =\sup \sum_{j} \int_{B_{j}}\left|e(u)(x) \xi_{j, \varphi}(x) \cdot \xi_{j, \varphi}(x) \| J P_{\xi_{j}}(x)\right| \mathrm{d} x
\end{align*}
$$

for every $B \subset \Omega$ Borel, where the supremum is taken among all subsets of indices in $\{j: j \geq k\}$ and among all finite families of pairwise disjoint Borel sets $B_{j}$ contained in $B$. Notice that in view of condition (4) in Definition 4.6 we can estimate

$$
\begin{aligned}
& \int_{\Omega}\left(\left|e(u)(x) \xi_{j, \varphi}(x) \cdot \xi_{j, \varphi}(x)\right|\left|J P_{\xi_{j}}(x)\right|-\left|e(u)(x) \xi_{\varphi}(x) \cdot \xi_{\varphi}(x)\right|\left|J P_{\xi}(x)\right|\right) \mathrm{d} x \\
& \leq C \int_{\Omega}|e(u)(x)|\left|\xi_{j, \varphi}(x)-\xi_{\varphi}(x)\right|\left|J P_{\xi_{j}}(x)\right| \mathrm{d} x+\int_{\Omega}|e(u)(x)|\left(\left|J P_{\xi_{j}}(x)\right|-\left|J P_{\xi}(x)\right|\right) \mathrm{d} x
\end{aligned}
$$

for a positive constant $C$ independent of $j$. Therefore, exploiting the fact that $\xi_{j, \varphi}(x) \rightarrow$ $\xi_{\varphi}(x)$ and $\left|J P_{\xi_{j}}(x)\right| \rightarrow\left|J P_{\xi}(x)\right|$ uniformly in $\Omega$ as $j \rightarrow \infty$ and that $e(u) \in L^{1}\left(\Omega ; \mathbb{M}_{s y m}^{n \times n}\right)$ we get from (6.65) that

$$
\begin{equation*}
\tilde{\mu}_{u, k}^{a}(B)=\int_{\xi^{\perp}}\left(\int_{B_{y}^{\xi}}(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi) \mathrm{d} t\right) \mathrm{d} \mathcal{H}^{n-1}(y)+O\left(k^{-1}\right) . \tag{6.66}
\end{equation*}
$$

Combining (6.64) and (6.66) we conclude (6.62).
Inequality (6.62) can be extended to all measurable sets, and in particular holds for $B=\left\{x \in \Omega: \theta(x, \xi)>e(u)(x) \xi_{\varphi}(x) \cdot \xi_{\varphi}(x)\right\}$. This implies that for every $\xi \in \mathbb{S}^{n-1}$

$$
\begin{equation*}
\left|(\theta(\cdot, \xi))_{y}^{\xi}(t)\right| \leq\left|(e(u))_{y}^{\xi} \dot{\varphi}_{\xi}(y+t \xi) \cdot \dot{\varphi}_{\xi}(y+t \xi)\right| \tag{6.67}
\end{equation*}
$$

for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$, for a.e. $t \in \Omega_{y}^{\xi}$. Finally, (6.60) follows from (6.61) and (6.67).
6.3. Slicing the jump set in $G B D(\mathrm{M})$. Let ( $\mathrm{M}, g$ ) be a Riemannian manifold of dimension $n$. In this subsection we recover the slicing properties of the jump set of $\omega \in G B D(\mathrm{M})$. In order to state the result, we need the notion of family of curvilinear projections on the manifold M, which follows from Definition 4.6 of family of curvilinear projections on $\Omega \subseteq \mathbb{R}^{n}$.

Definition 6.15 (Family of curvilinear projections on M). Let $V \subseteq M$ open. We say that a family of maps $P_{\xi}: V \rightarrow \xi^{\perp}$ for $\xi \in \mathbb{S}^{n-1}$ is a family of curvilinear projections on $V$ if for every chart $(U, \psi)$ we have that the $\left\{\bar{P}_{\xi}=P_{\xi} \circ \psi^{-1}\right\}_{\xi \in \mathbb{S}^{n-1}}$ is a family of curvilinear projections on $\psi(U \cap V)$.

Given $\omega \in \mathcal{D}^{1}(\mathrm{M}), V \subseteq$ M open, $\left\{P_{\xi}\right\}_{\xi \in \mathbb{S}^{n-1}}$ a family of curvilinear projections on $V$, for every chart $(U, \psi)$ and every $\xi \in \mathbb{S}^{n-1}$ we set

$$
\omega_{\xi}(p):=u(\psi(p)) \cdot \xi_{\bar{\varphi}}(\psi(p))
$$

where $\left\{\bar{P}_{\xi}=P_{\xi} \circ \psi^{-1}\right\}_{\xi \in \mathbb{S}^{n-1}}$ is a family of curvilinear projections on $\psi(U \cap V)$, $\bar{\varphi}$ is a parametrization of the family $\left\{\bar{P}_{\xi}\right\}_{\xi \in \mathbb{S}^{n-1}}$ according to Definition $4.5, \xi_{\bar{\varphi}}$ is the velocity field defined in Definition 4.2, and $u$ is as in (4.7).

Theorem 6.16. Let $(\mathrm{M}, g)$ be an $n$-dimensional Riemannian manifold and let $\omega \in$ $G B D(\mathrm{M})$. Then $J_{\omega}$ is countably $(n-1)$-rectifiable. Moreover, if $(U, \psi)$ is a chart and $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ is a family of curvilinear projections on $U$, then it holds true

$$
\begin{array}{ll}
J_{\hat{\omega}_{y}^{\xi}}=\left(J_{\omega_{\xi}}\right)_{y}^{\xi} & \text { for every } \xi \in \mathbb{S}^{n-1}, \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp} \\
J_{\hat{\omega}_{y}^{\xi}}=\left(J_{\omega}\right)_{y}^{\xi} & \text { for } \mathcal{H}^{n-1} \text {-a.e. } \xi \in \mathbb{S}^{n-1}, \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp}, \\
J_{\hat{\omega}_{y}^{\xi}} \subseteq\left(J_{\omega}\right)_{y}^{\xi} & \text { for every } \xi \in \mathbb{S}^{n-1}, \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp} \tag{6.70}
\end{array}
$$

In addition, the following relation between traces holds true for every $\xi \in \mathbb{S}^{n-1}$, for $\mathcal{H}^{n-1}$-a.e. $y \in \xi^{\perp}$, and for every $t \in\left(J_{\omega_{\xi}}\right)_{y}^{\xi}$

$$
\begin{equation*}
\underset{\substack{q \rightarrow p \\ q \in H^{ \pm}(p)}}{\operatorname{ap}-\lim } \omega_{\xi}(q)=\underset{s \rightarrow t^{ \pm \sigma(p)}}{\operatorname{ap}-} \lim _{y} \hat{\omega}_{y}^{\xi}(s) \tag{6.71}
\end{equation*}
$$

whenever $p=\varphi_{\xi}(y+t \xi) \in U$ and $\nu_{\omega_{\xi}} \in \Gamma(U)$ is a Borel measurable orientation of $J_{\omega_{\xi}}$. Proof. Since rectifiability is a local property we reduce ourselves to work on a chart $(U, \psi)$. Notice that

$$
\left\langle\omega(q), d \exp _{p}[q](v)\right\rangle_{q}=u(\psi(q)) \cdot \bar{v}(\psi(q))
$$

where $u: \psi(U) \rightarrow \mathbb{R}^{n}$ is defined as in (4.7) and $\bar{v}: \psi(U) \rightarrow \mathbb{R}^{n}$ are the components of $d \exp _{p}[q](v)$ w.r.t. the basis $\left(g_{i}(q)\right)_{i}$. From the continuity of $g_{i}(\cdot)$ and $g^{i}(\cdot)$ together with the facts that $\lim _{q \rightarrow p} \bar{v}(\psi(q))=\bar{v}(\psi(p))$ and the map $v \mapsto \bar{v}(\psi(p))$ is an isomorphism between the vector spaces $\mathrm{T}_{p} \mathrm{M}$ and $\mathbb{R}^{n}$ (for every $p$ ), a standard geometric argument leads to

$$
\psi\left(J_{\omega} \cap U\right)=J_{u} \cap \psi(U)
$$

The countably $(n-1)$-rectifiability of $J_{\omega}$ follows thus from Theorem 6.1.
Now we consider the family of curvilinear projections $\left(\bar{P}_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ on $\psi(U)$ defined as $\bar{P}_{\xi}:=P_{\xi} \circ \psi^{-1}$. Since by Proposition 4.16 we have $u \in G B D_{F}(\psi(U))$, the remaining part of theorem follows by a direct application of Theorem 6.6.
6.4. Approximate symmetric gradient in $G B D(\mathrm{M})$. In this subsection we show that $\omega \in G B D(\mathrm{M})$ admits an approximate symmetric gradient.

Theorem 6.17 (Existence of the approximate symmetric gradient). Let (M,g) be an $n$-dimensional Riemannian manifold and let $\omega \in G B D(\mathrm{M})$. Then for $\mathcal{H}^{n}$-a.e. $p \in \mathrm{M}$ there exists the approximate symmetric gradient $e(\omega)(p)$ and moreover

$$
\begin{equation*}
\int_{M}\|e(\omega)(p)\|_{\mathrm{T}_{p} \mathrm{M} \otimes \mathrm{~T}_{p} \mathrm{M}} \mathrm{~d} \mathcal{H}^{n}(p) \leq \lambda(\mathrm{M}) \tag{6.72}
\end{equation*}
$$

In addition, if $\left(P_{\xi}\right)_{\xi \in \mathbb{S}^{n-1}}$ is a family of curvilinear projections on an open set $U \subseteq \mathrm{M}$, then for $\mathcal{H}^{n-1}$-a.e. $\xi \in \mathbb{S}^{n-1}$ it holds true

$$
\begin{equation*}
\nabla \hat{\omega}_{y}^{\xi}(t)=(e(\omega))_{y}^{\xi}\left(\dot{\varphi}_{\xi}(y+t \xi)\right) \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } y \in \xi^{\perp}, \text { for a.e. } t \in U_{y}^{\xi} \tag{6.73}
\end{equation*}
$$

Proof. Let $(U, \psi)$ be a chart of M. By Proposition 4.16, the function $u: \psi(U) \rightarrow$ $\mathbb{R}^{n}$ defined in (4.13) belongs to $G B D_{F}(\psi(U))$ with $F$ given by (4.4). Moreover, if $\lambda \in \mathcal{M}_{b}^{+}(\mathrm{M})$ is the measure appearing in Definition 3.8 of $G B D(\mathrm{M})$, defining $\bar{\lambda}$ as in (4.8) we have that for every $V \subseteq \psi(U)$ open, every $\xi^{\perp} \in \mathbb{S}^{n-1}$, and every curvilinear projection $P: V \rightarrow \xi^{\perp}$

$$
\int_{\xi^{\perp}}\left(| | \mathrm{D} \hat{u}_{y}^{\xi} \mid\left(B_{y}^{\xi} \backslash J_{\hat{u}_{y}^{\xi}}^{1}\right)+\mathcal{H}^{0}\left(B_{y}^{\xi} \cap J_{\hat{u}_{y}^{\xi}}^{1}\right)\right) \mathrm{d} \mathcal{H}^{n-1}(y) \leq\|\dot{\varphi}\|_{L^{\infty}}^{2} \operatorname{Lip}(P ; V)^{n-1} \bar{\lambda}(B)
$$

for every $B \in \mathcal{B}(V)$. By Remark 4.17, for $\epsilon>0$ fixed we may further assume that

$$
\begin{equation*}
\bar{\lambda} \leq(1+\epsilon) \psi_{\sharp} \lambda, \quad \operatorname{Lip}(\psi ; U)<1+\epsilon, \quad \operatorname{Lip}\left(\psi^{-1} ; \psi(U)\right)<1+\epsilon \tag{6.74}
\end{equation*}
$$

For $x_{0} \in \psi(U)$ consider $\phi_{x_{0}}(\cdot)$ and $\chi_{x_{0}}(\cdot)$ the vector fields defined in (5.5) and (5.8), respectively, and let $\mathrm{d}\left(\cdot, x_{0}\right)$ be the function defined in (5.9). Notice that, because of the identity $\mathrm{d}_{\mathrm{M}}(q, p)=\left|v_{q}\right|_{p}$ we can rewrite (2.3) as

$$
\begin{equation*}
\underset{q \rightarrow p}{\operatorname{ap}-\lim }\left|\frac{\left\langle\omega(q), d \exp _{p}[q]\left(\bar{v}_{q}\right)\right\rangle_{q}-\left\langle\omega(p), \bar{v}_{q}\right\rangle_{p}}{\left|v_{q}\right|_{p}}-e(\omega)(p)\left(\bar{v}_{q}\right)\right|=0 \tag{6.75}
\end{equation*}
$$

where $\bar{v}_{q}:=v_{q} /\left|v_{q}\right|_{p}$. In addition we have

$$
\begin{aligned}
\bar{v}_{q} & =\frac{1}{c_{p}(q)} \sum_{i=1}^{n} \phi_{\psi(p)}(\psi(q))_{i} g_{i}(p) \\
d \exp _{p}[q]\left(\overline{v_{q}}\right) & =\frac{1}{c_{p}(q)} \sum_{i=1}^{n} \chi_{\psi(p)}(\psi(q))_{i} g_{i}(q)
\end{aligned}
$$

where we used that the renormalization constant $c_{p}(q)$ is the same because of the fact that the Riemannian norm of the velocity field of geodesics are constant in time. We therefore infer that

$$
\begin{aligned}
\left\langle\omega(p), \bar{v}_{q}\right\rangle_{p} & =\frac{1}{c_{p}(q)} u(\psi(p)) \cdot \phi_{\psi(p)}(\psi(q)) \\
\left\langle\omega(q), d \exp _{p}[q]\left(\overline{v_{q}}\right)\right\rangle_{q} & =\frac{1}{c_{p}(q)} u(\psi(q)) \cdot \chi_{\psi(p)}(\psi(q))
\end{aligned}
$$

In addition the definition of $\mathrm{d}\left(x_{0}, \cdot\right)$ gives $\mathrm{d}(\psi(p), \psi(q))=\left|w_{q}\right|$ where $w_{q} \in \mathbb{R}^{n}$ is such that $\exp _{\psi(p)}\left(w_{q}\right)=\psi(q)$. Therefore, the geodesic which starts at $p$ with initial velocity $\sum_{i=1}^{n}\left(w_{q}\right)_{i} g_{i}(p) \in \mathrm{T}_{p} \mathrm{M}$ reaches at time $t=1$ the point $q$. This means that $v_{q}=\sum_{i=1}^{n}\left(w_{q}\right)_{i} g_{i}(p)$. We also have $\phi_{\psi(p)}(\psi(q))=w_{q} /\left|w_{q}\right|$. Therefore

$$
\bar{v}_{q}=\frac{1}{c_{p}(q)} \sum_{i=1}^{n} \phi_{\psi(p)}(\psi(q))_{i} g_{i}(p)=\frac{1}{c_{p}(q)\left|w_{q}\right|} \sum_{i=1}^{n}\left(w_{q}\right)_{i} g_{i}(p)=\frac{v_{q}}{c_{p}(q)\left|w_{q}\right|} .
$$

Hence, we get that

$$
\frac{\mathrm{d}_{\mathrm{M}}(p, q)}{\mathrm{d}(\psi(p), \psi(q))}=\frac{\left|v_{q}\right|_{p}}{\left|w_{q}\right|}=c_{p}(q)
$$

In particular,

$$
\frac{\left\langle\omega(q), d \exp _{p}[q]\left(\bar{v}_{q}\right)\right\rangle_{q}-\left\langle\omega(p), \bar{v}_{q}\right\rangle_{p}}{\left|v_{q}\right|_{p}}=\frac{u(\psi(q)) \cdot \chi_{\psi(p)}(\psi(q))-u(\psi(p)) \cdot \phi_{\psi(p)}(\psi(q))}{c_{p}(q)^{2} \mathrm{~d}(\psi(p), \psi(q))}
$$

We already know from (6.37),(6.39), and (6.53) that the following holds true

$$
\begin{equation*}
\underset{q \rightarrow p}{\operatorname{ap}-\lim } \left\lvert\, \frac{u(\psi(q)) \cdot \chi_{\psi(p)}(\psi(q))-u(\psi(p)) \cdot \phi_{\psi(p)}(\psi(q))}{c_{p}(q)^{2} \mathrm{~d}(\psi(p), \psi(q))}\right. \tag{6.76}
\end{equation*}
$$

$$
\left.-\frac{e(u)(\psi(p)) \phi_{\psi(p)}(\psi(q)) \cdot \phi_{\psi(p)}(\psi(q))}{c_{p}(q)^{2}} \right\rvert\,=0
$$

as soon as we provide a strictly positive lower bound for the function $c_{p}(\cdot)$ in a neighborhood of $p$. But this follows from the fact that

$$
c_{p}(q)=\frac{\left|v_{q}\right|_{p}}{\left|w_{q}\right|} \geq \inf _{\xi \in \mathbb{S}^{n-1}} \sum_{i, j=1}^{n} \xi_{i} \xi_{j}\left(g_{i}(p) \cdot g_{j}(p)\right)>0
$$

since $\left(g_{i} \cdot g_{j}\right)_{i j}$ is a positive definite matrix.
Defining $e(\omega)(p) \in \mathrm{T}_{p} \mathrm{M} \otimes \mathrm{T}_{p} \mathrm{M}$ as

$$
\begin{equation*}
e(\omega)(p)(v):=e(u)(\psi(p)) L_{p}(v) \cdot L_{p}(v) \quad \text { for every } v \in \mathrm{~T}_{p} \mathrm{M} \tag{6.77}
\end{equation*}
$$

where $L_{p}: \mathrm{T}_{p} \mathrm{M} \rightarrow \mathbb{R}^{n}$ is the linear map defined as $L_{p}(v):=\sum_{i=1}^{n}\left\langle g^{i}(p), v\right\rangle e_{i}$, we verify that

$$
\begin{aligned}
e(\omega)(p)\left(v_{q}\right) & :=\left|v_{q}\right|_{p}^{2} \frac{e(u)(\psi(p)) \phi_{\psi(p)}(\psi(q)) \cdot \phi_{\psi(p)}(\psi(q))}{c_{p}(q)^{2}} \\
& \left.=\left|w_{q}\right|^{2} e(u)(\psi(p)) \phi_{\psi(p)}(\psi(q)) \cdot \phi_{\psi(p)}(\psi(q))\right) \\
& =e(u)(\psi(p)) w_{q} \cdot w_{q}=e(u)(\psi(p)) L_{p}\left(v_{q}\right) \cdot L_{p}\left(v_{q}\right)
\end{aligned}
$$

By combining the above equalities with (6.76) we finally obtain the validity of (6.75).
In order to prove that $\|e(\omega)\|_{\mathrm{T}_{p} \mathrm{M} \otimes \mathrm{T}_{p} \mathrm{M}} \in L^{1}(\mathrm{M})$ we infer from (6.77)

$$
\begin{align*}
\|e(\omega)(p)\|_{\mathrm{T}_{p} \mathrm{M} \otimes \mathrm{~T}_{p} \mathrm{M}}=\sup _{v \in \mathrm{~T}_{p} \mathrm{M}} \frac{|e(\omega)(p)(v)|}{|v|_{p}^{2}} & =\sup _{v \in \mathrm{~T}_{p} \mathrm{M}} \frac{\left|e(u)(\psi(p)) L_{p}(v) \cdot L_{p}(v)\right|}{|v|_{p}^{2}}  \tag{6.78}\\
& \leq\left\|L_{p}\right\|_{\mathcal{L}\left(\mathrm{T}_{p} \mathrm{M} ; \mathbb{R}^{n}\right)}^{2}|e(u)(\psi(p))|
\end{align*}
$$

In view of (6.74), we further have that for $p \in U$ we have that

$$
\begin{equation*}
\left\|L_{p}\right\|_{\mathcal{L}\left(T_{p} M ; \mathbb{R}^{n}\right)} \leq \sup _{\substack{v \in \mathrm{~T}_{p} \mathrm{M} \\|v|_{p} \leq 1}}\left|L_{p} v\right| \leq(1+\epsilon) \sqrt{\sum_{i=1}^{n}\left|v_{i}\right|^{2}} \leq(1+\epsilon)^{2} \tag{6.79}
\end{equation*}
$$

by definition of $g^{i}, g_{i}$, and of $g(p)(v)=\sum_{i, j=1}^{n} v_{i} v_{j} g_{i}(p) \cdot g_{j}(p)$.
By (6.12) of Theorem 6.9 and by (6.74) we have that

$$
\begin{align*}
\int_{U} & |e(u)(\psi(p))| \mathrm{d} \mathcal{H}^{n}(p)=\int_{\psi(U)}|e(u)(x)| J \psi^{-1}(x) \mathrm{d} x  \tag{6.80}\\
& \leq \operatorname{Lip}\left(\psi^{-1} ; \psi(U)\right)^{n} \int_{\psi(U)}|e(u)(x)| \mathrm{d} x \leq \operatorname{Lip}\left(\psi^{-1} ; \psi(U)\right)^{n} \bar{\lambda}(\psi(U)) \\
& \leq(1+\epsilon)^{n+1} \psi_{\sharp} \lambda(\psi(U))=(1+\epsilon)^{n+1} \lambda(U) .
\end{align*}
$$

Repeating the covering argument of (6.58)-(6.59) on M , we infer from (6.78)-(6.80) and from the arbitrariness of $\epsilon>0$ the validity of (6.72). This concludes the proof of the theorem.

## Acknowledgments

The work of the authors was partially funded by the Austrian Science Fund (FWF) through the project P35359-N. S.A. was also supported by the FWF project ESP-61. E.T. further acknowledges the support of the FWF projects Y1292 and F65. Finally, the authors acknowledge the warm hospitality of ESI, Vienna during the workshop Between Regularity and Defects: Variational and Geometrical Methods in Materials Science, where part of this research was carried out.

## References

[1] S. Almi, S. Belz, S. Micheletti, and S. Perotto, A dimension-reduction model for brittle fractures on thin shells with mesh adaptivity, Math. Models Methods Appl. Sci., 31 (2021), pp. 3781.
[2] S. Almi, E. Davoli, and M. Friedrich, Non-interpenetration conditions in the passage from nonlinear to linearized griffith fracture, Preprint arXiv 2204.10622, (2022).
[3] S. Almi, D. Reggiani, and F. Solombrino, Brittle membranes in finite elasticity, Preprint arXiv 2204.04171, (2022).
[4] S. Almi and E. Tasso, A general criterion for slicing of the jump set and applications, Preprint arXiv 2212.09822, (2022).
[5] S. Almi and E. Tasso, A new proof of compactness in $G(S) B D$, Adv. Calc. Var., (2022).
[6] S. Almi and E. Tasso, Brittle fracture in linearly elastic plates, Proc. Roy. Soc. Edinburgh Sect. A, 153 (2023), pp. 68-103.
[7] L. Ambrosio, A. Coscia, and G. Dal Maso, Fine properties of functions with bounded deformation, Arch. Rational Mech. Anal., 139 (1997), pp. 201-238.
[8] L. Ambrosio, N. Fusco, and D. Pallara, Functions of bounded variation and free discontinuity problems, Oxford Mathematical Monographs, The Clarendon Press, Oxford University Press, New York, 2000.
[9] A. Arroyo-Rabasa, Slicing and fine properties for functions with bounded $\mathcal{A}$-variation, Preprint, (2020).
[10] J.-F. Babadjian and D. Henao, Reduced models for linearly elastic thin films allowing for fracture, debonding or delamination, Interfaces Free Bound., 18 (2016), pp. 545-578.
[11] M. Bonacini, S. Conti, and F. Iurlano, Cohesive fracture in 1D: quasi-static evolution and derivation from static phase-field models, Arch. Ration. Mech. Anal., 239 (2021), pp. 1501-1576.
[12] F. Cagnetti, A. Chambolle, and L. Scardia, Korn and poincaré-korn inequalities for functions with a small jump set, Math. Ann., 383 (2022), pp. 1179-1216.
[13] A. Chambolle, S. Conti, and G. A. Francfort, Approximation of a brittle fracture energy with a constraint of non-interpenetration, Arch. Ration. Mech. Anal., 228 (2018), pp. 867-889.
[14] A. Chambolle and V. Crismale, A density result in $G S B D^{p}$ with applications to the approximation of brittle fracture energies, Arch. Ration. Mech. Anal., 232 (2019), pp. 1329-1378.
[15] A. Chambolle and V. Crismale, Compactness and lower semicontinuity in $G S B D$, J. Eur. Math. Soc. (JEMS), 23 (2021), pp. 701-719.
[16] A. Chambolle and V. Crismale, A general compactness theorem in $G(S) B D$, Preprint arXiv 2210.04355, (2022).
[17] P. G. Ciarlet, Mathematical elasticity. Vol. III, vol. 29 of Studies in Mathematics and its Applications, North-Holland Publishing Co., Amsterdam, 2000. Theory of shells.
[18] P. G. Ciarlet and B. Miara, Justification of the two-dimensional equations of a linearly elastic shallow shell, Comm. Pure Appl. Math., 45 (1992), pp. 327-360.
[19] V. Crismale and M. Friedrich, Equilibrium configurations for epitaxially strained films and material voids in three-dimensional linear elasticity, Arch. Ration. Mech. Anal., 237 (2020), pp. 1041-1098.
[20] G. Dal Maso, Generalised functions of bounded deformation, J. Eur. Math. Soc. (JEMS), 15 (2013), pp. 1943-1997.
[21] G. Del Nin, Rectifiability of the jump set of locally integrable functions, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 22 (2021), pp. 1233-1240.
[22] F. Farroni, G. Scilla, and F. Solombrino, On some non-local approximation of nonisotropic Griffith-type functionals, Math. Eng., 4 (2022), pp. Paper No. 031, 22.
[23] M. Focardi and F. Iurlano, Asymptotic analysis of Ambrosio-Tortorelli energies in linearized elasticity, SIAM J. Math. Anal., 46 (2014), pp. 2936-2955.
[24] M. Friedrich, A derivation of linearized Griffith energies from nonlinear models, Arch. Ration. Mech. Anal., 225 (2017), pp. 425-467.
[25] M. Friedrich, Griffith energies as small strain limit of nonlinear models for nonsimple brittle materials, Math. Eng., 2 (2020), pp. 75-100.
[26] M. Friedrich, L. Kreutz, and K. Zemas, From atomistic systems to linearized continuum models for elastic materials with voids, Nonlinearity, 36 (2022), p. 50. cvgmt preprint.
[27] M. Friedrich, M. Perugini, and F. Solombrino, Lower semicontinuity for functionals defined on piecewise rigid functions and on $G S B D$, J. Funct. Anal., 280 (2021), pp. Paper No. 108929, 45.
[28] M. Friedrich, M. Perugini, and F. Solombrino, Г-convergence for free-discontinuity problems in linear elasticity: Homogenization and relaxation, Indiana Univ. Math. J., (2022). cvgmt preprint.
[29] M. Friedrich and F. Solombrino, Quasistatic crack growth in 2d-linearized elasticity, Ann. Inst. H. Poincaré C Anal. Non Linéaire, 35 (2018), pp. 27-64.
[30] M. Friedrich and F. Solombrino, Functionals defined on piecewise rigid functions: integral representation and $\Gamma$-convergence, Arch. Ration. Mech. Anal., 236 (2020), pp. 1325-1387.
[31] J. Ginster and P. Gladbach, The Euler-Bernoulli limit of thin brittle linearized elastic beams, Preprint, (2022).
[32] R. Hovila, E. JärvenpäÄ, M. Järvenpää, and F. Ledrappier, Besicovitch-Federer projection theorem and geodesic flows on Riemann surfaces, Geom. Dedicata, 161 (2012), pp. 51-61.
[33] F. Iurlano, A density result for GSBD and its application to the approximation of brittle fracture energies, Calc. Var. Partial Differential Equations, 51 (2014), pp. 315-342.
[34] S. Y. Kholmatov and P. Piovano, A unified model for stress-driven rearrangement instabilities, Arch. Ration. Mech. Anal., 238 (2020), pp. 415-488.
[35] J. Kiendl, M. Ambati, L. De Lorenzis, H. Gomez, and A. Reali, Phase-field description of brittle fracture in plates and shells, Comput. Methods Appl. Mech. Engrg., 312 (2016), pp. 374394.
[36] H. Le Dret and A. Raoult, The membrane shell model in nonlinear elasticity: a variational asymptotic derivation, J. Nonlinear Sci., 6 (1996), pp. 59-84.
[37] G. Maggiani and M. Mora, Quasistatic evolution of perfectly plastic shallow shells: a rigorous variational derivation, Ann. Mat. Pura Appl. (4), 197 (2018), pp. 775-815.
[38] R. Marziani and F. Solombrino, Non-local approximation of free-discontinuity problems in linear elasticity and application to stochastic homogenisation, Preprint arXiv 2212.13759, (2022).
[39] B. Raiţă, Critical $\mathrm{L}^{p}$-differentiability of $\mathrm{BV}^{\mathbb{A}}$-maps and canceling operators, Trans. Amer. Math. Soc., 372 (2019), pp. 7297-7326.
[40] B. Schmidt, A Griffith-Euler-Bernoulli theory for thin brittle beams derived from nonlinear models in variational fracture mechanics, Math. Models Methods Appl. Sci., 27 (2017), pp. 1685-1726.
[41] B. Schmidt and J. Zeman, A bending-torsion theory for thin and ultrathin rods as a $\Gamma$-limit of atomistic models, preprint, (2022).
[42] B. Schmidt and J. Zeman, A continuum model for brittle nanowires derived from an atomistic description by $\Gamma$-convergence, preprint, (2022).
[43] E. Tasso, On the continuity of the trace operator in $\operatorname{GSBV}(\Omega)$ and $\operatorname{GSBD}(\Omega)$, ESAIM Control Optim. Calc. Var., 26 (2020), pp. Paper No. 30, 34.
[44] R. Temam, Problèmes mathématiques en plasticité, vol. 12 of Méthodes Mathématiques de l'Informatique [Mathematical Methods of Information Science], Gauthier-Villars, Montrouge, 1983.
(Stefano Almi) Universitá di Napoli Federico II, Dipartimento di Matematica e Applicazioni R. Caccioppoli, via Cintia, Monte S. Angelo, 80126 Naples, Italy.

E-mail address: stefano.almi@unina.it
(Emanuele Tasso) Institute of Analysis and Scientific Computing, TU Wien, WiednerHauptstrasse 8-10, 1040 Vienna, Austria

E-mail address: emanuele.tasso@tuwien.ac.at


[^0]:    2020 Mathematics Subject Classification. 49Q20, 26B30.
    Key words and phrases. Generalized functions of bounded deformation, Riemannian manifolds, Geodesics, Curvilinear symmetric gradient, Jump slicing.

