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#### Abstract

We establish local regularity theory for parabolic systems of Uhlenbeck type with $\varphi$-growth. In particular, we prove local boundedness of weak solutions and their gradient, and then local Hölder continuity of the gradients, providing suitable assumptions on the growth function $\varphi$. Our approach, being independent of the degeneracy of the system, allows for a unified treatment of both the degenerate and the singular case.


## 1. Introduction

We study local regularity theory for the following parabolic $\varphi$-Laplace system

$$
\begin{equation*}
\mathbf{u}_{t}-\operatorname{div}\left(\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}\right)=0 \quad \text { in } \Omega_{T}=\Omega \times(0, T) \tag{1.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}(n \geqslant 2)$ is open, $\varphi$ is an Orlicz function verifying suitable growth conditions (see Section 2), $\mathbf{u}=\left(u^{1}, \ldots, u^{N}\right)$ is a vector-valued function of $(x, t) \in \Omega \times(0, T), \mathbf{u}_{t}$ is the derivative of $\mathbf{u}$ for time variable $t$, and $D \mathbf{u}=D_{x} \mathbf{u}$ is the gradient of $\mathbf{u}$ for the spatial variable $x$. In particular, we prove the local boundedness of $\mathbf{u}$ and $D \mathbf{u}$ and the local Hölder continuity of $D \mathbf{u}$.

A special case of $\varphi$ in (1.1) is the $p$-power function, i.e., $\varphi(t)=\frac{1}{p} t^{p}$ with $1<p<\infty$. In this case, we have the elliptic and parabolic $p$-Laplace systems

$$
\operatorname{div}\left(|D \mathbf{u}|^{p-2} D \mathbf{u}\right)=0 \quad \text { in } \Omega \quad \text { and } \quad \mathbf{u}_{t}-\operatorname{div}\left(|D \mathbf{u}|^{p-2} D \mathbf{u}\right)=0 \quad \text { in } \Omega_{T}
$$

For the elliptic $p$-Laplace system, Uhlenbeck [38] proved the local Hölder continuity of $D \mathbf{u}$ when $p>2$. In [38], Uhlenbeck considered the system

$$
\begin{equation*}
\operatorname{div}\left(\varrho\left(|D \mathbf{u}|^{2}\right) D \mathbf{u}\right)=0 \tag{1.2}
\end{equation*}
$$

and assumed that $\varrho$ satisfies a $p$-growth condition. Note that by setting $\varphi(s):=\int_{0}^{s} \tau \varrho\left(\tau^{2}\right) \mathrm{d} \tau$ (i.e., $\varrho\left(s^{2}\right)=\varphi^{\prime}(s) / s$ ) the previous system is changed to

$$
\begin{equation*}
\operatorname{div}\left(\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}\right)=0 \tag{1.3}
\end{equation*}
$$

which is the elliptic counterpart of (1.1) and the Euler-Lagrange system corresponding to the following autonomous and isotropic energy functional

$$
\int_{\Omega} \varphi(|D \mathbf{u}|) \mathrm{d} x
$$

From this fact, we sometimes say that the system (1.3) or (1.1) has the Uhlenbeck structure. It is worth to point out that the radial structure, meaning the dependence through the modulus of the gradient, is the only one that prevent the formation of singularities

[^0](even boundedness of minimizers) and allows to prove everywhere regularity results in the vectorial case, see counterexamples in $[34,36]$ and also [33, Section 3].

Examples of $\varphi(t)$ satisfying the conditions in the paper are $t^{p}, t^{p} \log (1+t), \max \left\{t^{p}, t^{q}\right\}$, $\min \left\{t^{p}, t^{q}\right\}$, and so on. A more complicate example, which can fit experimental data, can be found in [2, Section 2.3]. Moreover, the system (1.2) is strongly concerned with stationary, irrotational flows of compressible fluids. Precisely, when $N=1$ hence $\mathbf{u}=u$, if $\varrho$ is the density of an irrotational flow, then the gradient $D u$ of a solution to (1.2) represents the velocity of the flow hence the solution $u$ is called the velocity potential of the flow. At this stage, for an ideal flow (e.g. a polytropic flow) the density function $\varrho$ depends on $|D u|^{2}$. We refer to $[3,18]$ for applications of the above system to stationary, irrotational flow of compressible fluids.

After the pioneering work of Uhlenbeck, Tolksdorf [37] obtained $C^{1, \alpha}$-regularity results for more general elliptic systems with $p$-growth when $1<p<\infty$. We also refer to $[19,1,21]$ for everywhere $C^{1, \alpha}$-regularity results for elliptic systems with $p$-growth. For the parabolic $p$-Laplace system, DiBenedetto and Friedman [11, 12] (see also the monograph [10]) proved Hölder continuity of $D \mathbf{u}$ when $\frac{2 n}{n+2}<p<\infty$ and we refer to [5, 39, 6, 8, 9, 4] for further related results for parabolic $p$-Laplace systems.

For a general function $\varphi$, Lieberman studied regularity theory for elliptic equations (i.e., $N=1$ ) with $\varphi$-growth, and around the same time Marcellini [30, 31] had considered elliptic equations with general $(p, q)$-growth. Full $C^{1, \alpha}$-regularity for the elliptic $\varphi$-Laplace system (1.3) was established by Marcellini and Papi [32] and by Diening, Stroffolini and Verde [17]. Marcellini and Papi proved Lipschitz regularity for local minimizers of functionals with growth conditions general enough to embrace linear and exponential ones. The conclusion then follows using the $C^{1}$-regularity of the operator, with the help of classical results. The second result, instead, is reminiscent of the Uhlenbeck proof: a nonlinear quantity $\varphi(|D \mathbf{u}|)$ is shown to be a subsolution of an elliptic equation. In addition, the authors were able to prove an excess decay estimate for $\mathbf{V}_{p}(D \mathbf{u})$ (see Section 2 for the definition of $\mathbf{V}_{p}$ ) which implies the Hölder continuity of $\mathbf{V}_{p}(D \mathbf{u})$ and hence of $D \mathbf{u}$.

On the other hand, $C^{1, \alpha}$-regularity for the parabolic $\varphi$-Laplace system (1.1) has remained an open problem. There have been partial developments in this direction. Lieberman [27] proved that if $D \mathbf{u}$ is bounded, then $D \mathbf{u}$ is Hölder continuous. Hence the local boundedness of $D \mathbf{u}$ is missing. Diening, Scharle and Schwarzacher [15] obtained the local boundedness of $D \mathbf{u}$ for (1.1) under an additional integrability condition on $D \mathbf{u}$ which is unnatural in the singular case, that is, $p<2$ in (2.6). Moreover, Isernia [26] obtained the local boundedness of $\mathbf{u}$ for (1.1).

We note that in [27] the approximation of the parabolic system (1.1) with nondegenerate systems is omitted and the weak solution is assumed to be twice differentiable with respect to the $x$ variable. In fact, one has to consider approximate nondegenerate parabolic systems (e.g. (4.1)), and obtain uniform regularity estimates by differentiating these systems. At this stage, the twice differentiability of weak solutions of these systems with respect to the $x$ variable is needed. However, the proof of the twice differentiability for parabolic system with $\varphi$-growth is unclear and not an easy generalization of the one for the parabolic $p$-Laplace system. Even in the elliptic case, a more delicate analysis is required, see [13, Section 4]. In addition, Baroni and Lindfors [2] obtained the Hölder and Lipschitz continuity of solutions to Cauchy-Dirichlet problems for parabolic equations ( $N=1$ ) with $\varphi$-growth, see also [29] for similar results for parabolic obstacle problems with $\varphi$-growth. For more regularity results for the parabolic system with $\varphi$-growth we refer to $[7,16,23,24,25,35]$.

In this paper, we establish full $C^{1, \alpha}$-regularity for the parabolic $\varphi$-Laplace system (1.1) by filling all the gaps in previous results. Let us state the main result.
1.1. Setting of the problem and main result. Suppose the function $\varphi:[0, \infty) \rightarrow$ $[0, \infty)$ is an N -function satisfying Assumption 2.1. A function $\mathbf{u}=\left(u^{1}, u^{2}, \ldots, u^{N}\right) \in$ $C_{\text {loc }}\left(0, T ; L_{\text {loc }}^{2}\left(\Omega, \mathbb{R}^{N}\right)\right) \cap L_{\text {loc }}^{\varphi}\left(0, T ; W_{\text {loc }}^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)\right)$ is said to be a (local) weak solution to (1.1) if it satisfies the following weak form of (1.1):

$$
-\int_{\Omega_{T}} \mathbf{u} \cdot \zeta_{t} \mathrm{~d} z+\int_{\Omega_{T}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}: D \zeta \mathrm{~d} z=0 \quad \text { for all } \zeta \in C_{\mathrm{c}}^{\infty}\left(\Omega_{T}, \mathbb{R}^{N}\right)
$$

where "." and ":" are the Euclidean inner products in $\mathbb{R}^{N}$ and $\mathbb{R}^{N n}$, respectively. By the density of smooth functions in Orlicz-Sobolev spaces and a standard approximation argument (see e.g. the proof of Theorem 1 in [26]), one can see that the weak solution $\mathbf{u}$ to (1.1) also satisfies for every $0<t_{1}<t_{2}<T$,

$$
\begin{equation*}
\left.\int_{\Omega^{\prime}} \mathbf{u} \cdot \zeta(x, t) d x\right|_{t=t_{1}} ^{t=t_{2}}+\int_{\Omega^{\prime}} \int_{t_{1}}^{t_{2}}\left[-\mathbf{u} \cdot \zeta_{t}+\frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}: D \zeta\right] \mathrm{d} t \mathrm{~d} x=0 \tag{1.4}
\end{equation*}
$$

for all $\zeta \in W^{1,2}\left(t_{1}, t_{2} ; L^{2}\left(\Omega^{\prime}, \mathbb{R}^{N}\right)\right) \cap L^{\varphi}\left(t_{1}, t_{2} ; W_{0}^{1, \varphi}\left(\Omega^{\prime}, \mathbb{R}^{N}\right)\right)$ and $\Omega^{\prime} \Subset \Omega$. We note that weak solution $\mathbf{u}$ is not weakly differentiable with respect to $t$. Therefore, we cannot take a test function $\zeta$ involving the weak solution directly. This technical obstacle can be overcome by using approximation via Steklov average, see [10, I. 3-(i) and II. Proposition 3.1], which is by now a standard approximation argument. Hence we will assume that u is differentiable, and consider test functions involving the weak solution without specific comment.

We state $C^{1, \alpha}$-regularity, which is the maximal regularity, for the weak solution $\mathbf{u}$ of the system (1.1). This result follows directly by combining Corollary 5.3 and Theorem 6.1.

Theorem 1.1. Suppose $\varphi \in C^{1}([0, \infty)) \cap C^{2}((0, \infty))$ satisfies Assumption 2.3 with

$$
\begin{equation*}
p>\frac{2 n}{n+2} \tag{1.5}
\end{equation*}
$$

and let $\mathbf{u}$ be a weak solution to the parabolic system (1.1). Then $D \mathbf{u}$ is locally Hölder continuous. Moreover, there exist $\alpha \in(0,1)$ and $c>0$ depending on $n, N, p, q, \gamma_{1}, c$ such that for every $Q_{2 R}\left(z_{0}\right) \Subset \Omega_{T}$ and every $0<r \leqslant R$,

$$
\underset{Q_{r\left(z_{0}\right)}^{\operatorname{OSc}} D \mathbf{u} \leqslant c \lambda\left(\max \left\{\varphi^{\prime \prime}(\lambda)^{\frac{1}{2}}, \varphi^{\prime \prime}(\lambda)^{-\frac{1}{2}}\right\} \frac{r}{R}\right)^{\alpha},{ }^{\alpha} .}{ }
$$

where

$$
\lambda:=\left(f_{Q_{2 R}\left(z_{0}\right)} \varphi(|D \mathbf{u}|) \mathrm{d} z+1\right)^{\frac{2}{(n+2) p-2 n}} .
$$

We remark that the condition (1.5) is essential in the regularity theory even for the parabolic $p$-Laplace system, without any additional integrability condition on the solution $\mathbf{u}$, see $[12,8]$ and also [10].
We shall introduce the strategy of our paper. We prove sequentially local $L^{\infty}$-regularity of the weak solution $\mathbf{u}$ to (1.1), the local $L^{\infty}$-regularity and $C^{\alpha}$-regularity of $D \mathbf{u}$, by providing essentially sharp conditions on $\varphi$. As for the local boundedness of $\mathbf{u}$ (Theorem 3.1), we apply the Moser iteration to a suitable test function. Next, using the parabolic embedding result in Lemma 2.9, we reach the conclusion. Once the $L^{\infty}$-regularity result is
achieved, we prove twice differentiability of weak solutions to approximate nondegenerate systems in Lemma 4.1 by using the difference quotients and a Giaquinta-Modica type covering argument. Note that the boundedness of $\mathbf{u}$ plays an important role in the proof of Lemma 4.1 since the constant $p$ in (2.6) can be less than 2 . Then by differentiating the approximate nondegenerate system and applying Moser iteration again, we obtain $L^{\infty}$ estimate for $D \mathbf{u}$ in Theorem 5.2 and Corollary 5.3. Finally, we revisit the results with the proofs in [27], and prove Theorem 1.1.

## 2. Preliminaries

2.1. Notation. We write $\mathbf{u}=\left(u^{\alpha}\right)=\left(u^{1}, \ldots, u^{N}\right) \in \mathbb{R}^{N}$ and $\mathbf{Q}=\left(Q_{i}^{\alpha}\right) \in \mathbb{R}^{N \times n}=\mathbb{R}^{N n}$ where $1 \leqslant i \leqslant n$ and $1 \leqslant \alpha \leqslant N$. For $z=(x, t) \in \mathbb{R}^{n} \times \mathbb{R}$, we introduce the parabolic cylinder

$$
\begin{equation*}
Q_{r}(z):=B_{r}(x) \times\left(t-r^{2}, t\right], \tag{2.1}
\end{equation*}
$$

where $B_{r}(x)$ denotes the open ball in $\mathbb{R}^{n}$ with center $x$ and radius $r$. The symbol $\partial_{\mathrm{p}} Q_{r}(z)$ denotes the usual parabolic boundary of $Q_{r}(z)$.
Let $f: E \rightarrow[0, \infty)$ with $E \subset \mathbb{R} . f$ is called almost increasing (resp. almost decreasing) if there is $L \geqslant 1$ such that $f(s) \leqslant L f(t)$ for all $s, t \in E$ with $s \leqslant t$ (resp. $t \leqslant s$ ). In particular, if we can choose $L=1$, then $f$ is simply called increasing (resp. decreasing).

By $\chi^{*}$ we denote the Sobolev conjugate exponent of $\chi$; i.e., $\chi^{*}:=\frac{n \chi}{n-\chi}$ for $\chi<n$, while we agree that $\chi^{*}:=2 \chi$ if $\chi \geqslant n$.
The notation $f \sim g$ means that there exists constant $c \geqslant 1$ such that $\frac{1}{c} f \leqslant g \leqslant c f$. We will use the Einstein summation convention, that is, we will omit the summation symbol for indexes that appear twice, see e.g. (2.18) and the next inequality.
2.2. Orlicz functions. In this paper, $\varphi:[0, \infty) \rightarrow[0, \infty)$ is always an $N$-function, that is, $\varphi(0)=0$, there exists a right continuous derivative $\varphi^{\prime}$ of $\varphi, \varphi^{\prime}$ is increasing with $\varphi^{\prime}(0)=0$ and $\varphi^{\prime}(t)>0$ when $t>0$. For simplicity, we shall assume that

$$
\varphi(1)=1 .
$$

Note that if we do not assume the above condition, then constants $c$ may depend on $\varphi(1)$. Moreover, we assume that $\varphi$ satisfies the following growth conditions:

Assumption 2.1. $\varphi:[0, \infty) \rightarrow[0, \infty)$ is an $N$-function, and there are $1<p \leqslant q$ such that $\frac{\varphi(t)}{t^{p}}$ is almost increasing and $\frac{\varphi(t)}{t^{q}}$ is almost decreasing for $t \in(0, \infty)$ with constant $L \geqslant 1$.

The almost decreasing and increasing conditions in Assumption 2.1 are equivalent to the $\Delta_{2}$ and $\nabla_{2}$ conditions for $\varphi$, respectively. Compared with the $\Delta_{2}$ type conditions, the benefit of the almost increasing/decreasing condition is that we can directly see the lower and upper bounds of an exponent factor of $\varphi$. In particular, we will prove the boundedness of the weak solution to (1.1) under the above assumption where the lower bound $p$ will play a crucial role. We also remark that Assumption 2.1 with $L=1$ is equivalent to the following inequality

$$
\begin{equation*}
1<p \leqslant \frac{t \varphi^{\prime}(t)}{\varphi(t)} \leqslant q, \quad t>0 . \tag{2.2}
\end{equation*}
$$

For any $t>0$ and $0<c<1<C$ there holds

$$
\begin{equation*}
c^{q} \varphi(t) \leqslant \varphi(c t) \leqslant c^{p} \varphi(t) \underset{4}{\text { and }} C^{p} \varphi(t) \leqslant \varphi(C t) \leqslant C^{q} \varphi(t) \tag{2.3}
\end{equation*}
$$

The conjugate function of $\varphi$ is defined as

$$
\varphi^{*}(t):=\sup _{s \geqslant 0}(s t-\varphi(s)) .
$$

From the definition, the following Young's inequality

$$
\begin{equation*}
s t \leqslant \varphi(t)+\varphi^{*}(s), \quad s, t \geqslant 0, \tag{2.4}
\end{equation*}
$$

holds true. Since the exact value of $\varphi^{*}$ is not always explicitly computable, the estimate

$$
\begin{equation*}
\varphi^{*}\left(\frac{\varphi(t)}{t}\right) \sim \varphi^{*}\left(\varphi^{\prime}(t)\right) \sim \varphi(t) \tag{2.5}
\end{equation*}
$$

will often be useful in computations (see [22, Theorem 2.4.10]). In fact, the above relation holds true since Assumption 2.1 guarantees the $\Delta_{2}$ condition for both $\varphi$ and $\varphi^{*}$, and relevant constants depends on $p, q$ and $L$.

For higher order regularity results we will consider stronger assumptions.
Assumption 2.2. $\varphi:[0, \infty) \rightarrow[0, \infty)$ is an $N$-function and satisfies
(1) $\varphi \in C^{1}([0, \infty)) \cap C^{2}((0, \infty))$
(2) There exist $1<p \leqslant q$ such that

$$
\begin{equation*}
0<p-1 \leqslant \frac{t \varphi^{\prime \prime}(t)}{\varphi^{\prime}(t)} \leqslant q-1, \quad t>0 . \tag{2.6}
\end{equation*}
$$

Note that Assumption 2.2 implies Assumption 2.1 with the same $p$ and $q$ and with the constant $L=1$, hence we have (2.2).

We notice that in the above two assumptions we can replace $p$ and $q$ by $\min \{p, 2-\varepsilon\}$ and $\max \{q, 2+\varepsilon\}$ for $\varepsilon>0$, respectively. Therefore, without loss of generality, we always assume that $p$ and $q$ satisfy

$$
\begin{equation*}
1<p<2<q . \tag{2.7}
\end{equation*}
$$

The next assumption is adding an Hölder type continuity on the Hessian of $\varphi(|\mathbf{Q}|)$ for $\mathbf{Q} \in \mathbb{R}^{N n}$, denoted by $D_{\mathbf{Q}}^{2} \varphi(|\mathbf{Q}|)$.

Assumption 2.3. $\varphi:[0, \infty) \rightarrow[0, \infty)$ is an $N$-function and satisfies Assumption (2.2). Furthermore, there exist positive constants $\gamma_{1}$ and $c_{h}$ such that for every $\mathbf{Q}, \mathbf{P} \in \mathbb{R}^{N n}$ with $|\mathbf{Q}-\mathbf{P}| \leqslant \frac{1}{2}|\mathbf{Q}|$,

$$
\begin{equation*}
\left|D_{\mathbf{Q}}^{2} \varphi(|\mathbf{Q}|)-D_{\mathbf{Q}}^{2} \varphi(|\mathbf{P}|)\right| \leqslant c_{h}\left(\frac{|\mathbf{Q}-\mathbf{P}|}{|\mathbf{Q}|}\right)^{\gamma_{1}} \varphi^{\prime \prime}(|\mathbf{Q}|) \tag{2.8}
\end{equation*}
$$

Note that if $\varphi(t)=t^{p}$ with $1<p<\infty$, then it satisfies Assumption 2.3. Similar assumptions were used for proving the $C^{1, \alpha}$-regularity for minimizers of functionals with general growth in [17].

If $\varphi$ satisfies Assumption 2.1, we define the Orlicz space $L^{\varphi}\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all measurable functions $f: \Omega \rightarrow \mathbb{R}^{N}$ such that

$$
\int_{\Omega} \varphi(|f(x)|) \mathrm{d} x<\infty
$$

and the Orlicz-Sobolev space $W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all $f \in L^{\varphi}\left(\Omega, \mathbb{R}^{N}\right) \cap W^{1,1}\left(\Omega, \mathbb{R}^{N}\right)$ such that

$$
\int_{\Omega} \varphi(|D f(x)|) \mathrm{d} x<\infty
$$

$L^{\varphi}\left(\Omega, \mathbb{R}^{N}\right)$ and $W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)$ are endowed with the usual Luxembourg type norms. Then they are reflexive Banach spaces. Moreover, the parabolic space $L^{\varphi}\left(t_{1}, t_{2} ; W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)\right)$
denotes the set of all functions $f \in L^{1}\left(t_{1}, t_{2} ; W^{1,1}\left(\Omega, \mathbb{R}^{N}\right)\right)$ such that $f(\cdot, t) \in W^{1, \varphi}\left(\Omega, \mathbb{R}^{N}\right)$ for a.e. $t \in(0, T)$ and

$$
\int_{t_{1}}^{t_{2}} \int_{\Omega} \varphi(|D f(x, t)|) \mathrm{d} x \mathrm{~d} t<\infty
$$

2.3. Shifted $N$-functions and related operators. The following definitions and results about shifted $N$-functions can be found in [13, 17].

For an $N$-function $\varphi$ and for $a \geqslant 0$, we define the shifted $N$-function $\varphi_{a}$ by

$$
\varphi_{a}(t):=\int_{0}^{t} \frac{\varphi^{\prime}(a+s) s}{a+s} \mathrm{~d} s \quad\left(\text { i.e., } \quad \varphi_{a}^{\prime}(t)=\frac{\varphi^{\prime}(a+t)}{a+t} t\right)
$$

We note that if $\varphi$ satisfies Assumption 2.1 or 2.2 or 2.3 , then $\varphi_{a}$ also satisfies Assumption 2.1 or 2.2 or 2.3 uniformly in $a \geqslant 0$ with the same $p$ and $q$. We then recall useful inequalities for shifted $N$-function $\varphi_{a}$ in [13] and [17].

Lemma 2.4. [17] Let $\varphi$ satisfy Assumption 2.2. Then we have

$$
\begin{align*}
& \varphi_{a}(t) \sim \varphi_{a}^{\prime}(t) t  \tag{2.9}\\
& \varphi_{a}(t) \sim \varphi^{\prime \prime}(a+t) t^{2} \sim \frac{\varphi(a+t)}{(a+t)^{2}} t^{2} \sim \frac{\varphi^{\prime}(a+t)}{a+t} t^{2}  \tag{2.10}\\
& \varphi(a+t) \sim\left[\varphi_{a}(t)+\varphi(a)\right] \tag{2.11}
\end{align*}
$$

which hold uniformly with respect to $a \geqslant 0$.
Lemma 2.5. [13, Lemma 32] Let $\varphi$ satisfy Assumption 2.1. Then for all $\delta>0$ there exists $c_{\delta}>0$ depending only on $p, q, L$ and $\delta$, such that for all $t, u, a \geqslant 0$

$$
\left\{\begin{array}{l}
t u \leqslant \delta \varphi(t)+c_{\delta} \varphi^{*}(u)  \tag{2.12}\\
t \varphi^{\prime}(u)+u \varphi^{\prime}(t) \leqslant \delta \varphi(t)+c_{\delta} \varphi(u) \\
t u \leqslant \delta \varphi_{a}(t)+c_{\delta} \varphi_{a}^{*}(u) \\
t \varphi_{a}^{\prime}(u)+u \varphi_{a}^{\prime}(t) \leqslant \delta \varphi_{a}(t)+c_{\delta} \varphi_{a}(u)
\end{array}\right.
$$

Lemma 2.6. [13, Lemmas 24 and 29]. Let $\varphi$ satisfy Assumption 2.2.
(1) Uniformly in $s, t \in \mathbb{R}^{n}$ with $|s|+|t|>0$

$$
\begin{equation*}
\varphi^{\prime \prime}(|s|+|t|)|s-t| \sim \varphi_{|s|}^{\prime}(|s-t|), \tag{2.13}
\end{equation*}
$$

(2) There exists $c=c(p, q)>0$ such that for all $s_{1}, s_{2}, t \in \mathbb{R}^{n}$

$$
\begin{equation*}
\varphi_{\left|s_{2}\right|}^{\prime}\left(\left|s_{1}-s_{2}\right|\right) \lesssim \varphi_{|t|}^{\prime}\left(\left|s_{1}-t\right|\right)+\varphi_{|t|}^{\prime}\left(\left|s_{2}-t\right|\right), \tag{2.14}
\end{equation*}
$$

where the hidden constants above depend only on $p$ and $q$.
The following lemma (see [14, Corollary 26]) deals with the change of shift for $N$ functions.

Lemma 2.7 (change of shift). Let $\varphi$ be an $N$-function with $\Delta_{2}(\varphi), \Delta_{2}\left(\varphi^{*}\right)<\infty$. Then for any $\eta>0$ there exists $c_{\eta}>0$, depending only on $\eta$ and $\Delta_{2}(\varphi)$, such that for all $a, b \in \mathbb{R}^{n}$ and $t \geqslant 0$

$$
\begin{equation*}
\varphi_{|a|}(t) \leqslant c_{\eta} \varphi_{|b|}(t)+\eta \varphi_{|a|}(|a-b|) \tag{2.15}
\end{equation*}
$$

We next define vector valued functions $\mathbf{A}, \mathbf{V}: \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ by

$$
\mathbf{A}(\mathbf{Q}):=\frac{\varphi^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|} \mathbf{Q}=D_{\mathbf{Q}}[\varphi(|\mathbf{Q}|)] \quad \text { and } \quad \mathbf{V}(\mathbf{Q}):=\sqrt{\frac{\varphi^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|}} \mathbf{Q} .
$$

In particular, for $1<p<\infty$, we denote by $\mathbf{V}_{p}(\mathbf{Q})$ the function $\mathbf{V}$ associated to $\varphi(t)=\frac{1}{p} t^{p}$; i.e., $\mathbf{V}_{p}(\mathbf{Q}):=|\mathbf{Q}|^{\frac{p-2}{2}} \mathbf{Q}$. With shifted $N$-function $\varphi_{a}$, we define accordingly

$$
\begin{equation*}
\mathbf{A}^{a}(\mathbf{Q}):=\frac{\varphi_{a}^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|} \mathbf{Q}, \quad \mathbf{V}^{a}(\mathbf{Q}):=\sqrt{\frac{\varphi_{a}^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|}} \mathbf{Q} \quad \text { and } \quad \mathbf{V}_{p}^{a}(\mathbf{Q}):=(a+|\mathbf{Q}|)^{\frac{p-2}{2}} \mathbf{Q} \tag{2.16}
\end{equation*}
$$

We further suppose that $\varphi$ satisfies Assumption 2.2. Denote

$$
\begin{equation*}
A_{i j}^{\alpha \beta}(\mathbf{Q}):=\frac{\partial \mathbf{A}(\mathbf{Q})_{j}^{\beta}}{\partial Q_{i}^{\alpha}}=\frac{\varphi^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|}\left\{\delta_{i j} \delta^{\alpha \beta}+\left(\frac{\varphi^{\prime \prime}(|\mathbf{Q}|)|\mathbf{Q}|}{\varphi^{\prime}(|\mathbf{Q}|)}-1\right) \frac{Q_{i}^{\alpha} Q_{j}^{\beta}}{|\mathbf{Q}|^{2}}\right\} \tag{2.17}
\end{equation*}
$$

where $1 \leqslant i, j \leqslant n$ and $1 \leqslant \alpha, \beta \leqslant N$. Here, $\delta^{\alpha \beta}$ and $\delta_{i j}$ are the Kronecker symbols. Note that $D_{\mathbf{Q}}^{2} \varphi(|\mathbf{Q}|)=\left(A_{i j}^{\alpha \beta}(\mathbf{Q})\right)$. Then we see that

$$
\begin{equation*}
\min \{p-1,1\} \frac{\varphi^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|}|\boldsymbol{\omega}|^{2} \leqslant A_{i j}^{\alpha \beta}(\mathbf{Q}) \omega_{i}^{\alpha} \omega_{j}^{\beta} \leqslant \max \{q-1,1\} \frac{\varphi^{\prime}(|\mathbf{Q}|)}{|\mathbf{Q}|}|\boldsymbol{\omega}|^{2} \tag{2.18}
\end{equation*}
$$

for all $\mathbf{Q}, \boldsymbol{\omega} \in \mathbb{R}^{n N}$. Moreover, since
$[\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})]_{j}^{\beta}=\int_{0}^{1} \frac{\partial}{\partial \tau}[\mathbf{A}(\tau \mathbf{P}+(1-\tau) \mathbf{Q})]_{j}^{\beta} \mathrm{d} \tau=\int_{0}^{1} A_{i j}^{\alpha \beta}(\tau \mathbf{P}+(1-\tau) \mathbf{Q})(\mathbf{P}-\mathbf{Q})_{i}^{\alpha} \mathrm{d} \tau$,
using the above results and [13, Lemma 20], we have that

$$
\begin{aligned}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) & \geqslant \frac{1}{c}\left(\int_{0}^{1} \frac{\varphi^{\prime}(|\tau \mathbf{P}+(1-\tau) \mathbf{Q}|)}{|\tau \mathbf{P}+(1-\tau) \mathbf{Q}|} \mathrm{d} \tau\right)|\mathbf{P}-\mathbf{Q}|^{2} \\
& \geqslant \frac{1}{c} \frac{\varphi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}|^{2},
\end{aligned}
$$

and

$$
\begin{equation*}
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| \leqslant c\left(\int_{0}^{1} \frac{\varphi^{\prime}(|\tau \mathbf{P}+(1-\tau) \mathbf{Q}|)}{|\tau \mathbf{P}+(1-\tau) \mathbf{Q}|} \mathrm{d} \tau\right)|\mathbf{P}-\mathbf{Q}| \leqslant c \frac{\varphi^{\prime}(|\mathbf{P}|+|\mathbf{Q}|)}{|\mathbf{P}|+|\mathbf{Q}|}|\mathbf{P}-\mathbf{Q}| . \tag{2.19}
\end{equation*}
$$

Moreover, we have that

$$
\begin{equation*}
(\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})):(\mathbf{P}-\mathbf{Q}) \sim \varphi_{|\mathbf{P}|}(|\mathbf{P}-\mathbf{Q}|) \sim|\mathbf{V}(\mathbf{P})-\mathbf{V}(\mathbf{Q})|^{2} \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mathbf{A}(\mathbf{P})-\mathbf{A}(\mathbf{Q})| \sim \varphi_{|\mathbf{P}|}^{\prime}(|\mathbf{P}-\mathbf{Q}|) \tag{2.21}
\end{equation*}
$$

(see [15, Lemma 3.1]). We note that the estimates in above still hold for $\varphi_{a}$ and the related operators $\mathbf{A}^{a}$ and $\mathbf{V}^{a}$.

From [15, Lemma 3.3], it follows that

$$
\left|\mathbf{A}^{a}(\mathbf{Q})-\mathbf{A}(\mathbf{Q})\right| \leqslant \varphi_{|\mathbf{Q}|}^{\prime}(a)
$$

Applying the same argument to the $N$-function $\bar{\varphi}|\mathbf{Q}|$ defined by $\bar{\varphi}_{|\mathbf{Q}|}^{\prime}(t):=\sqrt{\varphi_{|\mathbf{Q}|}^{\prime}(t) t}$, we obtain

$$
\begin{equation*}
\left|\mathbf{V}^{a}(\mathbf{Q})-\mathbf{V}(\mathbf{Q})\right|^{2} \leqslant c\left|\bar{\varphi}_{|\mathbf{Q}|}^{\prime}(a)\right|^{2} \sim \varphi_{|\mathbf{Q}|}(a) \tag{2.22}
\end{equation*}
$$

Note that all constants concerned with the relation $\sim$ and $c$ in above depend only on $p$ and $q$.
2.4. Embedding. We recall a Gagliardo-Nirenberg type inequality for Orlicz functions in [23, Lemma 2.13]. A function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is said to be a weak $\Phi$-function if it is increasing with $\varphi(0)=0, \lim _{t \rightarrow 0^{+}} \varphi(t)=0, \lim _{t \rightarrow+\infty} \varphi(t)=+\infty$ and such that the map $t \rightarrow \frac{\varphi(t)}{t}$ is almost increasing. Note that every $N$-function is a weak $\Phi$-function.
Lemma 2.8. Assume that $\psi:[0, \infty) \rightarrow[0, \infty)$ is a weak $\Phi$-function and such that $t \mapsto \frac{\psi(t)}{t^{q_{1}}}$ is almost decreasing with constant $L \geqslant 1$ for some $q_{1} \geqslant 1$. For $p \in[1, n)$ and $q_{2}>0$ we have

$$
\left(f_{B_{r}} \psi\left(\left|\frac{f}{r}\right|\right)^{\gamma} \mathrm{d} x\right)^{\frac{1}{\gamma}} \leqslant c\left(f_{B_{r}}\left[\psi(|D f|)^{p}+\psi\left(\left|\frac{f}{r}\right|\right)^{p}\right] \mathrm{d} x\right)^{\frac{\theta}{p}} \psi\left(\left(f_{B_{r}}\left|\frac{f}{r}\right|^{q_{2}} \mathrm{~d} x\right)^{\frac{1}{q_{2}}}\right)^{1-\theta}
$$

for some $c=c\left(n, L, q_{1}, q_{2}\right)>0$, provided that $\theta \in(0,1)$ and $\gamma$ satisfies

$$
\frac{1}{\gamma} \geqslant \frac{\theta}{p^{*}}+\frac{(1-\theta) q_{1}}{q_{2}}
$$

Applying the above lemma we can obtain a parabolic embedding result for an Orlicz function $\varphi$.

Lemma 2.9. Let $m>0$. Suppose that $\varphi$ satisfies Assumption 2.1 with

$$
\max \left\{1, \frac{m n}{n+m}\right\}<p \leqslant q
$$

There exists $\theta=\theta(n, m, p, q) \in(0,1)$ and $c=c(n, m, p, q, L)>0$ such that for every

$$
f \in L^{\infty}\left(t_{1}, t_{2} ; L^{m}\left(B_{r}\right)\right) \cap L^{\varphi}\left(t_{1}, t_{2} ; W^{1, \varphi}\left(B_{r}\right)\right)
$$

we have

$$
\begin{aligned}
f_{B_{r} \times\left[t_{1}, t_{2}\right]} \varphi\left(\left|\frac{f}{r}\right|\right)^{\frac{n+m}{n}} d z \leqslant c & \left(f_{B_{r}}\left[\varphi(|D f|)+\varphi\left(\left|\frac{f}{r}\right|\right)\right] \mathrm{d} x\right)^{\frac{\theta(n+m)}{n}} \\
& \times \varphi\left(\left(\operatorname{esssup}_{t \in\left[t_{1}, t_{2}\right]} f_{B_{r}}\left|\frac{f}{r}\right|^{m} d x\right)^{\frac{1}{m}}\right)^{\frac{(1-\theta)(n+m)}{n}} .
\end{aligned}
$$

Proof. Without loss of generality, we can assume that $p<n$. If $p \geqslant n$, it is enough to consider any $\tilde{p} \in\left(\frac{m n}{n+m}, n\right)$ instead of $p$. Note that by (2.2) the function $\varphi^{\frac{1}{p}}$ is a weak $\Phi$-function, and the function $\frac{\varphi^{1 / p}}{t^{q / p}}$ is decreasing. Therefore, applying Lemma 2.8 with $\psi=\varphi^{\frac{1}{p}}$ and $\left(\gamma, p, q_{1}, q_{2}\right)=\left(p \frac{n+m}{n}, p, \frac{q}{p}, m\right)$, we have that for a.e. $t \in\left[t_{1}, t_{2}\right]$,

$$
\begin{aligned}
f_{B_{r}} \varphi\left(\left|\frac{f(t)}{r}\right|\right)^{\frac{n+m}{n}} d x \leqslant c & \left(f_{B_{r}}\left[\varphi(|D f(t)|)+\varphi\left(\left|\frac{f(t)}{r}\right|\right)\right] d x\right)^{\frac{\theta(n+m)}{n}} \\
& \times \varphi\left(\left(f_{B_{r}}\left|\frac{f(t)}{r}\right|^{m} d x\right)^{\frac{1}{m}}\right)^{\frac{(1-\theta)(n+m)}{n}}
\end{aligned}
$$

where $f(t)=f(x, t)$ and $\theta$ satisfies

$$
\frac{n}{n+m}=\frac{\theta(n-p)}{n}+\frac{(1-\theta) q}{m} \Longleftrightarrow \theta=\frac{n(n m-n q-m q)}{(n+m)(n m-n q-m p)}
$$

Note that $\theta \in(0,1)$ by the assumption $\frac{m n}{n+m}<p \leqslant q$, which yields $\frac{n-p}{n}<\frac{n}{n+m}<\frac{q}{m}$, and that $\frac{\theta(n+m)}{n} \in(0,1]$. Finally integrating for $t$ in $\left[t_{1}, t_{2}\right]$ and using Hölder's inequality when $p<q$ (i.e., $\frac{\theta(n+m)}{n}<1$ ), we obtain the desired estimate.

Remark 2.10. In the above definition, if $m=2$, we see that

$$
\varphi(|f|)^{1+\frac{2}{n}} \in L^{1}\left(B_{r} \times\left[t_{1}, t_{2}\right]\right)
$$

Note that this implies

$$
f \in L^{\frac{p(n+2)}{n}}\left(B_{r} \times\left[t_{1}, t_{2}\right]\right),
$$

where $\frac{p(n+2)}{n}>2$ if $p>\frac{2 n}{n+2}$.

## 3. Local boundedness

We first prove that any weak solution $\mathbf{u}$ to (1.1) is locally bounded by using the Moser iteration technique (for similar arguments, cfr. [9, Theorem 2], and [26], where the superquadratic case is addressed). The key points in our approach are the introduction of the function $\psi$ in (3.2) and use of the embedding result Lemma 2.9 for Orlicz functions in the parabolic setting, that measures the superquadratic or subquadratic character of the function $\varphi$.

Theorem 3.1. Let $\varphi$ satisfy Assumption 2.1 with (1.5) and let $\mathbf{u}$ be a weak solution to (1.1). Then $\mathbf{u} \in L_{\text {loc }}^{\infty}\left(\Omega_{T}, \mathbb{R}^{N}\right)$. Moreover, there exists $c \geqslant 1$ depending on $n, N, p, q$ and $L$ such that for any $Q_{2 r} \Subset \Omega_{T}$,

$$
\begin{equation*}
\sup _{Q_{r}} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right) \leqslant c\left(f_{Q_{2 r}} \psi\left(\left|\frac{\mathbf{u}}{r}\right|\right) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi_{0}} \mathrm{~d} z\right)^{\frac{1}{\chi_{0}}}+c, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(s):=\max \left\{s^{2}, \varphi(s)\right\}, \quad s>0 \tag{3.2}
\end{equation*}
$$

and $\chi_{0}>0$ is determined in (3.12) below.
Proof. We divide the proof into three steps.
Step 1. (Caccioppoli type inequality) Let $0<r<1, z_{0}=\left(x_{0}, t_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}$ and $Q_{2 r}\left(z_{0}\right) \Subset \Omega_{T}$ be defined as in (2.1). Let $\rho_{1}=s_{1} r$ and $\rho_{2}=s_{2} r$ with $1 \leqslant s_{1}<s_{2} \leqslant 2$, $\xi \in C_{0}^{\infty}\left(B_{\rho_{2}}\left(x_{0}\right)\right)$ be such that

$$
\begin{equation*}
0 \leqslant \xi \leqslant 1, \quad \xi \equiv 1 \quad \text { in } \quad B_{\rho_{1}}\left(x_{0}\right) \quad \text { and } \quad|D \xi| \leqslant \frac{2}{\left(s_{2}-s_{1}\right) r} \tag{3.3}
\end{equation*}
$$

and let $\eta \in C^{\infty}(\mathbb{R})$ be such that

$$
\begin{equation*}
0 \leqslant \eta \leqslant 1, \quad \eta \equiv 0 \quad \text { in }\left(-\infty,-\rho_{2}^{2}\right], \quad \eta \equiv 1 \quad \text { in }\left[-\rho_{1}^{2}, \infty\right), \quad 0 \leqslant \eta_{t} \leqslant \frac{2}{\left(s_{2}^{2}-s_{1}^{2}\right) r^{2}} \tag{3.4}
\end{equation*}
$$

With fixed $\chi>0$ to be determined later, we take

$$
\zeta=\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \eta^{2} \xi^{q} \mathbf{u}
$$

as a test function in (1.4) and integrate by parts. Then for every $\tau \in\left(-\rho_{1}^{2}, 0\right]$ we have

$$
\begin{aligned}
0= & \underbrace{\int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}\left(x_{0}\right)}} \mathbf{u}_{t} \cdot \mathbf{u} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \eta^{2} \xi^{q} \mathrm{~d} x \mathrm{~d} t}_{=: I_{1}} \\
& +\underbrace{\int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}\left(x_{0}\right)}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} D \mathbf{u}: D\left[\mathbf{u} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \eta^{2} \xi^{q}\right] \mathrm{d} x \mathrm{~d} t}_{9} .
\end{aligned}
$$

Now, we estimate both the terms $I_{1}$ and $I_{2}$ separately. For what concerns $I_{1}$, setting

$$
\begin{equation*}
\Phi_{\chi}(s):=\int_{0}^{s^{2}} \varphi(\sqrt{\sigma})^{\chi} \mathrm{d} \sigma \leqslant s^{2} \varphi(s)^{\chi}, \quad s \geqslant 0 \tag{3.5}
\end{equation*}
$$

we obtain

$$
\begin{align*}
I_{1} & =r^{2} \int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}}\left(x_{0}\right)}\left[\frac{1}{2} \partial_{t}\left(\Phi_{\chi}\left(\left|\frac{\mathbf{u}}{r}\right|\right) \eta^{2}\right)-\Phi_{\chi}\left(\left|\frac{\mathbf{u}}{r}\right|\right) \eta \eta_{t}\right] \xi^{q} \mathrm{~d} x \mathrm{~d} t \\
& \geqslant \frac{r^{2}}{2} \int_{B_{\rho_{2}}\left(x_{0}\right)} \Phi_{\chi}\left(\left|\frac{\mathbf{u}(x, \tau)}{r}\right|\right) \eta(\tau)^{2} \xi^{q} \mathrm{~d} x-\frac{2}{s_{2}^{2}-s_{1}^{2}} \int_{Q_{\rho_{2}\left(z_{0}\right)}} \Phi_{\chi}\left(\left|\frac{\mathbf{u}}{r}\right|\right) \mathrm{d} z \tag{3.6}
\end{align*}
$$

Integrating by parts and taking into account (2.2),

$$
\Phi_{\chi}(s)=s^{2} \varphi(s)^{\chi}-\chi \int_{0}^{s^{2}} \sigma \varphi(\sqrt{\sigma})^{\chi-1} \varphi^{\prime}(\sqrt{\sigma}) \frac{1}{2 \sqrt{\sigma}} \mathrm{~d} \sigma \geqslant s^{2} \varphi(s)^{\chi}-\frac{q \chi}{2} \Phi_{\chi}(s)
$$

hence

$$
\begin{equation*}
\frac{2}{2+q \chi} s^{2} \varphi(s)^{\chi} \leqslant \Phi_{\chi}(s) \leqslant s^{2} \varphi(s)^{\chi} . \tag{3.7}
\end{equation*}
$$

As for $I_{2}$, we have

$$
\begin{align*}
I_{2}= & \int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}\left(x_{0}\right)}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|}\left(|D \mathbf{u}|^{2} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}+\chi r^{2} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi-1} \frac{\varphi^{\prime}\left(\left|\frac{\mathbf{u}}{r}\right|\right)}{\left|\frac{\mathbf{u}}{r}\right|} \frac{\left|D\left[\left|\frac{\mathbf{u}}{r}\right|^{2}\right]\right|^{2}}{4}\right) \eta^{2} \xi^{q} \mathrm{~d} x \mathrm{~d} t  \tag{3.8}\\
& +\int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}\left(x_{0}\right)}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|}[D \mathbf{u}:(D \xi \otimes \mathbf{u})] \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \eta^{2} q \xi^{q-1} \mathrm{~d} x \mathrm{~d} t \\
\geqslant & \frac{1}{c_{1}} \int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}\left(x_{0}\right)}}\left(\left.\varphi(|D \mathbf{u}|) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}+\chi r^{2} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \frac{\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}}{\left|\frac{\mathbf{u}}{r}\right|^{2}} \right\rvert\, D\left[\left|\frac{\mathbf{u}}{r}\right|^{2}\right]^{2}\right) \eta^{2} \xi^{q} \mathrm{~d} x \mathrm{~d} t \\
& -\int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}\left(x_{0}\right)}}\left[\frac{1}{2 c_{1}} \varphi^{*}\left(\varphi^{\prime}(|D \mathbf{u}|) \xi^{q-1}\right)+c \varphi(|D \xi||\mathbf{u}|)\right] \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \eta^{2} \mathrm{~d} x \mathrm{~d} t \\
\geqslant & \frac{1}{2 c_{1}} \int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}\left(x_{0}\right)}}\left(\varphi(|D \mathbf{u}|) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}+\chi r^{2} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \frac{\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}}{\left|\frac{\mathbf{u}}{r}\right|^{2}}\left|D\left[\left|\frac{\mathbf{u}}{r}\right|^{2}\right]\right|^{2}\right) \eta^{2} \xi^{q} \mathrm{~d} x \mathrm{~d} t \\
& -\frac{c}{\left(s_{2}-s_{1}\right)^{q}} \int_{Q_{\rho_{2}\left(z_{0}\right)}} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1} \mathrm{~d} z,
\end{align*}
$$

where in the first inequality we have applied Young's inequality to the second integral, while in the last one we used the inequality $|D \xi| \leqslant \frac{c}{\left(s_{2}-s_{1}\right) r}$ and (2.3).

Combining the above estimates (3.6) and (3.8), we have that for every $\tau \in\left(-\rho_{1}^{2}, 0\right]$

$$
\begin{aligned}
& r^{2} \int_{B_{\rho_{2}\left(x_{0}\right)}} \Phi_{\chi}\left(\left|\frac{\mathbf{u}(x, \tau)}{r}\right|\right) \xi^{q} \mathrm{~d} x \\
& +\int_{-\rho_{2}^{2}}^{\tau} \int_{B_{\rho_{2}}\left(x_{0}\right)}\left(\varphi(|D \mathbf{u}|) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}+\chi r^{2} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \frac{\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}}{\left|\frac{\underline{u}}{r}\right|^{2}}\left|D\left[\left|\frac{\mathbf{u}}{r}\right|^{2}\right]\right|^{2}\right) \eta^{2} \xi^{q} \mathrm{~d} x \mathrm{~d} t \\
& \leqslant \frac{c}{s_{2}^{2}-s_{1}^{2}} \int_{Q_{\rho_{2}\left(z_{0}\right)}} \Phi_{\chi}\left(\left|\frac{\mathbf{u}}{r}\right|\right) \mathrm{d} z+\frac{c}{\left(s_{2}-s_{1}\right)^{q}} \int_{Q_{\rho_{2}\left(z_{0}\right)}} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1} \mathrm{~d} z .
\end{aligned}
$$

Therefore, taking into account (3.7), neglecting a non-negative term in the left hand side and recalling (3.5), we have

$$
\begin{align*}
& \sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{2}\left(x_{0}\right)}}|\mathbf{u}(x, \tau)|^{2} \varphi\left(\left|\frac{\mathbf{u}(x, \tau)}{r}\right|\right)^{\chi} \xi^{q} \mathrm{~d} x+\int_{Q_{\rho_{2}}\left(z_{0}\right)} \varphi(|D \mathbf{u}|) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \eta^{2} \xi^{q} \mathrm{~d} z \\
& \leqslant \frac{c(1+\chi)}{\left(s_{2}-s_{1}\right)^{2}} \int_{Q_{\rho_{2}\left(z_{0}\right)}}\left|\frac{\mathbf{u}}{r}\right|^{2} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \mathrm{d} z+\frac{c(1+\chi)}{\left(s_{2}-s_{1}\right)^{q}} \int_{Q_{\rho_{2}\left(z_{0}\right)}} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1} \mathrm{~d} z \tag{3.9}
\end{align*}
$$

Step 2. (Sobolev inequality) Set

$$
G(z):=r \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1} \eta^{\frac{2}{p_{0}}} \xi^{\frac{q}{p_{0}}}, \quad \text { where } \tilde{\varphi}(s):=\varphi(s)^{\frac{1}{p_{0}}} \text { and } p_{0}:=\frac{2 n}{n+2} .
$$

Then

$$
D G=(1+\chi) \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \tilde{\varphi}^{\prime}\left(\left|\frac{\mathbf{u}}{r}\right|\right) \frac{\mathbf{u} D \mathbf{u}}{|\mathbf{u}|} \eta^{\frac{2}{p_{0}}} \xi^{\frac{q}{p_{0}}}+r \frac{q}{p_{0}} \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1} \eta^{\frac{2}{p_{0}}} \xi^{\frac{q}{p_{0}}-1} D \xi,
$$

Now we apply Young's inequality (2.4) to the $N$-function $\tilde{\varphi}$, with $t=|D \mathbf{u}|$ and $s=$ $\tilde{\varphi}^{\prime}\left(\left|\frac{\mathbf{u}}{r}\right|\right)$, together with (2.5) to get

$$
\begin{aligned}
|D G| & \leqslant(1+\chi) \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \tilde{\varphi}^{\prime}\left(\left|\frac{\mathbf{u}}{r}\right|\right)|D \mathbf{u}| \eta^{\frac{2}{p_{0}}} \xi^{\frac{q}{p_{0}}}+c r \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1}|D \xi| \\
& \leqslant c(1+\chi) \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \tilde{\varphi}(|D \mathbf{u}|) \eta^{\frac{2}{p_{0}}} \xi^{\frac{q}{p_{0}}}+c\left(1+\chi+\frac{1}{s_{2}-s_{1}}\right) \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1} .
\end{aligned}
$$

Therefore, combining with (3.9) and recalling the definition of $\tilde{\varphi}$, we have

$$
\begin{align*}
& \sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{2}\left(x_{0}\right)}}|\mathbf{u}(x, \tau)|^{2} \varphi\left(\left|\frac{\mathbf{u}(x, \tau)}{r}\right|\right)^{\chi} \xi^{q} \mathrm{~d} x+\int_{Q_{\rho_{2}}\left(z_{0}\right)}|D G|^{p_{0}} \mathrm{~d} z \\
& \leqslant \frac{c(1+\chi)^{2}}{\left(s_{2}-s_{1}\right)^{2}} \int_{Q_{\rho_{2}\left(z_{0}\right)}}\left|\frac{\mathbf{u}}{r}\right|^{2} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \mathrm{d} z+\frac{c(1+\chi)^{p_{0}+1}}{\left(s_{2}-s_{1}\right)^{q}} \int_{Q_{\rho_{2}\left(z_{0}\right)}} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi+1} \mathrm{~d} z  \tag{3.10}\\
& \leqslant \frac{c(1+\chi)^{p_{0}+1}}{\left(s_{2}-s_{1}\right)^{q}} \int_{Q_{\rho_{2}\left(z_{0}\right)}}\left(\left|\frac{\mathbf{u}}{r}\right|^{2}+\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)\right) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \mathrm{d} z .
\end{align*}
$$

Now, applying Hölder's inequality, the Sobolev inequality to the function $G \in W_{0}^{1, p_{0}}\left(B_{r}\right)$ and using (3.10), we can write

$$
\begin{aligned}
& \int_{Q_{\rho_{1}}\left(z_{0}\right)} \left\lvert\, \frac{\mathbf{u}}{r} \frac{2 p_{0}}{n} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{1+\chi+\frac{\chi p_{0}}{n}} \frac{\mathrm{~d} z}{r^{n+2}}\right. \\
& \leqslant \frac{1}{r^{n+2+\frac{2 p_{0}}{n}}} \int_{-\rho_{1}^{2}}^{0}\left(\int_{B_{\rho_{1}\left(x_{0}\right)}}|\mathbf{u}|^{2} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \mathrm{d} x\right)^{\frac{p_{0}}{n}}\left(\int_{B_{\rho_{1}}\left(x_{0}\right)} \tilde{\varphi}\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\frac{(1+\chi) n p_{0}}{n-p_{0}}} \mathrm{~d} x\right)^{\frac{n-p_{0}}{n}} \mathrm{~d} t \\
& \leqslant \frac{1}{r^{(n+2)\left(1+\frac{p_{0}}{n}\right)}}\left(\sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{1}\left(x_{0}\right)}}|\mathbf{u}(x, \tau)|^{2} \varphi\left(\left|\frac{\mathbf{u}(x, \tau)}{r}\right|\right)^{\chi} \mathrm{d} x\right)^{\frac{p_{0}}{n}} \int_{-\rho_{1}^{2}}^{0}\left(\int_{B_{\rho_{2}\left(x_{0}\right)}}|G|^{p_{0}^{*}} \mathrm{~d} x\right)^{\frac{p_{0}}{p_{0}^{*}}} \mathrm{~d} t \\
& \leqslant \frac{c}{r^{(n+2)\left(1+\frac{p_{0}}{n}\right)}}\left(\sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{1}\left(x_{0}\right)}}|\mathbf{u}(x, \tau)|^{2} \varphi\left(\left|\frac{\mathbf{u}(x, \tau)}{r}\right|\right)^{\chi} \mathrm{d} x\right)^{\frac{p_{0}}{n}} \int_{Q_{\rho_{2}\left(z_{0}\right)}}|D G|^{p_{0}} \mathrm{~d} z \\
& \leqslant c\left\{\frac{(1+\chi)^{p_{0}+1}}{\left(s_{2}-s_{1}\right)^{q}} \int_{Q_{\rho_{2}\left(z_{0}\right)}}\left(\left|\frac{\mathbf{u}}{r}\right|^{2}+\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)\right) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi} \frac{\mathrm{d} z}{r^{n+2}}\right\}^{1+\frac{p_{0}}{n}} .
\end{aligned}
$$

Then, since $s^{2} \leqslant c \varphi(s) s^{\frac{2 p_{0}}{n}}=c \varphi(s) s^{\frac{4}{n+2}}$ for $s \geqslant 1$ by $p>\frac{2 n}{n+2}$, recalling (3.2), we have

$$
\begin{align*}
& \int_{Q_{\rho_{1}}\left(z_{0}\right)} \psi\left(\left|\frac{\mathbf{u}}{r}\right|\right) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi\left(1+\frac{p_{0}}{n}\right)} \frac{\mathrm{d} z}{\left|Q_{2 r}\right|} \leqslant c \int_{Q_{\rho_{1}\left(z_{0}\right)}} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{1+\chi+\frac{\chi p_{0}}{n}}\left|\frac{\mathbf{u}}{r}\right|^{\frac{p_{0}}{n}} \frac{\mathrm{~d} z}{\left|Q_{2 r}\right|}+c \\
& \leqslant c\left\{\frac{(1+\chi)^{p_{0}+1}}{\left(s_{2}-s_{1}\right)^{q}} \int_{Q_{\rho_{2}\left(z_{0}\right)}}\left[\psi\left(\left|\frac{\mathbf{u}}{r}\right|\right) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi}+1\right] \frac{\mathrm{d} z}{\left|Q_{2 r}\right|}\right\}^{1+\frac{p_{0}}{n}} \tag{3.11}
\end{align*}
$$

Step 3. (Iteration) We first notice that by applying the Gagliardo-Nirenberg type interpolation inequality to $\varphi$ with $p>\frac{2 n}{n+2}$ provided by Lemma 2.9 and Remark 2.10, we have

$$
\int_{Q_{2 r}} \psi(|\mathbf{u}|) \varphi(|\mathbf{u}|)^{\chi_{0}} \mathrm{~d} z<\infty
$$

where

$$
\begin{equation*}
\chi_{0}:=\min \left\{\left(\frac{p(n+2)}{n}-2\right) \frac{1}{q}, \frac{2}{n}\right\}>0 . \tag{3.12}
\end{equation*}
$$

For $m=0,1,2, \ldots$, set $\chi_{m}=\chi_{0} \theta^{m}$ and
$J_{m}:=\int_{Q_{r_{m}}}\left[\psi\left(\left|\frac{\mathbf{u}}{r}\right|\right) \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi_{m}}+1\right] \frac{\mathrm{d} z}{\left|Q_{2 r}\right|}, \quad$ where $\theta:=1+\frac{p_{0}}{n}$ and $r_{m}:=r\left(1+2^{-m}\right)$.
Then, we can iterate (3.11) and write

$$
J_{m} \leqslant c 2^{q \theta m}\left(1+\chi_{0} \theta^{m-1}\right)^{\left(p_{0}+1\right) \theta} J_{m-1}^{\theta} \leqslant c_{0}^{m} J_{m-1}^{\theta}, \quad m=1,2, \ldots
$$

for some $c_{0} \geqslant 1$ depending on $n, N, p, q$ and $L$. Hence, for $m \geqslant 2$,

$$
J_{m} \leqslant c_{0}^{m}\left(c_{0}^{m-1} J_{m-2}^{\theta}\right)^{\theta} \leqslant c_{0}^{m+(m-1) \theta} J_{m-2}^{\theta^{2}} \leqslant \cdots \leqslant c_{0}^{\sum_{k=1}^{m}(m-k+1) \theta^{k-1}} J_{0}^{\theta^{m}} \leqslant\left(c_{1} J_{0}\right)^{\theta^{m}}
$$

for some large $c_{1} \geqslant 1$ depending on $n, N, p, q$ and $L$. Consequently, setting

$$
\mathrm{d} \mu(z):=\psi\left(\left|\frac{\mathbf{u}(z)}{r}\right|\right) \frac{\mathrm{d} z}{\left|Q_{2 r}\right|},
$$

we have

$$
\begin{aligned}
\left\|\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)\right\|_{L^{\infty}\left(Q_{r}\right)} \leqslant\left\|\varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)\right\|_{L^{\infty}\left(Q_{r} ; \mathrm{d} \mu\right)} & =\lim _{m \rightarrow \infty}\left(\int_{Q_{r}} \varphi\left(\left|\frac{\mathbf{u}}{r}\right|\right)^{\chi_{0} \theta^{m}} \mathrm{~d} \mu\right)^{\frac{1}{\chi_{0} \theta^{m}}} \\
& \leqslant \limsup _{m \rightarrow \infty}\left(J_{m}\right)^{\frac{1}{\chi_{0} \theta^{m}}} \leqslant\left(c_{1} J_{0}\right)^{\frac{1}{\chi_{0}}}
\end{aligned}
$$

This implies the estimate (3.1) and the proof is concluded.

## 4. Approximating problems and Second order differentiability

Let $\mathbf{u}$ be a weak solution to (1.1). Then for $Q_{R} \Subset \Omega_{T}$ and a sufficiently small $\varepsilon \in$ $(0,1)$ we consider the following non-degenerate parabolic system with Cauchy-Dirichlet boundary condition:

$$
\begin{cases}\left(\mathbf{u}_{\varepsilon}\right)_{t}-\operatorname{div}\left(\frac{\varphi_{\varepsilon}^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}{\left|D \mathbf{u}_{\varepsilon}\right|} D \mathbf{u}_{\varepsilon}\right)=0 & \text { in } Q_{R}  \tag{4.1}\\ \mathbf{u}_{\varepsilon}=\mathbf{u} & \text { on } \partial_{\mathrm{p}} Q_{R}\end{cases}
$$

where $\varphi_{\varepsilon}$ is the shifted $N$-function with $a=\varepsilon$. We will show that the system (1.1) can be approximated by (4.1), in the sense that if $\mathbf{u}_{\varepsilon}$ is the weak solution to (4.1), then $D \mathbf{u}_{\varepsilon}$ converges to $D \mathbf{u}$ in $L^{p}\left(Q_{R}\right)$ (see Lemma 4.3).

We first prove second differentiability in the spatial variable $x$ for each weak solution to the following non-degenerated problem without boundary condition:

$$
\begin{equation*}
\mathbf{w}_{t}-\operatorname{div}\left(\frac{\varphi_{\varepsilon}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|} D \mathbf{w}\right)=0 \quad \text { in } \Omega_{T} . \tag{4.2}
\end{equation*}
$$

In order to do that, we fix some notation. For a (vector-valued) function $f$, we introduce the notation

$$
\Delta_{k, s} f(x, t):=f\left(x+s e_{k}, t\right)-f(x, t),
$$

where $s \in \mathbb{R}$ and $e_{k}$ with $k \in\{1,2, \ldots, n\}$ is a standard unit vector in $\mathbb{R}^{n}$. Moreover, we define $T_{k, s}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}$ by

$$
\begin{equation*}
T_{k, s}(x, t):=\left(x+s e_{k}, t\right), \quad(x, t) \in \mathbb{R}^{n+1} \tag{4.3}
\end{equation*}
$$

Then we have the following result (cfr. [8, Theorem 6] where analogous estimates are devised for parabolic systems with $p$-growth, and [13, Theorem 11], [17, Lemma 5.7] for analogous arguments for elliptic systems with $\varphi$-growth).

Lemma 4.1. Let $\varphi$ satisfy Assumption 2.2 with (1.5) and (2.7), and let $\mathbf{u}_{\varepsilon}$ be a weak solution to (4.2) with $\varepsilon>0$. Then
(i) $\mathbf{V}^{\varepsilon}\left(D \mathbf{u}_{\varepsilon}\right) \in L_{\mathrm{loc}}^{2}\left(0, T ; W_{\mathrm{loc}}^{1,2}\left(\Omega ; \mathbb{R}^{N n}\right)\right)$;
(ii) $D \mathbf{u}_{\varepsilon} \in L_{\mathrm{loc}}^{p}\left(0, T ; W_{\mathrm{loc}}^{1, p}\left(\Omega ; \mathbb{R}^{N n}\right)\right) \cap L_{\mathrm{loc}}^{\infty}\left(0, T ; L_{\mathrm{loc}}^{2}\left(\Omega ; \mathbb{R}^{N n}\right)\right)$;
(iii) if, in addition, $D \mathbf{u}_{\varepsilon} \in L_{\text {loc }}^{\infty}\left(\Omega_{T} ; \mathbb{R}^{N n}\right)$, then $D \mathbf{u}_{\varepsilon} \in L_{\mathrm{loc}}^{2}\left(0, T ; W_{\mathrm{loc}}^{1,2}\left(\Omega ; \mathbb{R}^{N n}\right)\right)$ and $\varphi_{\varepsilon}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \in L_{\mathrm{loc}}^{2}\left(0, T ; W_{\mathrm{loc}}^{1,2}(\Omega)\right)$.

Proof. In order to enlighten the notation, we will denote $\mathbf{u}_{\varepsilon}$ by $\mathbf{w}$. Note that in view of Theorem 3.1, $\mathbf{w} \in L_{\text {loc }}^{\infty}\left(\Omega_{T}\right)$. Fix any $Q_{25 r}=Q_{25 r}\left(x_{0}, t_{0}\right) \Subset \Omega_{T}$ with $r \in(0,1)$, and set $\lambda:=\sup _{Q_{2 r}} \mathbf{w}$. Let $s, h \in \mathbb{R}$ be such that $0<s \leqslant h<r / 2$ or $-r / 2<h \leqslant s<0$. Then $\mathbf{w}$ satisfies

$$
\begin{equation*}
\left(\Delta_{k, s} \mathbf{w}\right)_{t}-\operatorname{div}\left(\Delta_{k, s}\left(\mathbf{A}^{\varepsilon}(D \mathbf{w})\right)\right)=0 \text { in } Q_{3 r / 2} \tag{4.4}
\end{equation*}
$$

in the weak sense, where $\mathbf{A}^{\varepsilon}$ is defined as in (2.16) with $a=\varepsilon$.
Let $\zeta \in C^{\infty}\left(Q_{3 r / 2}\right)$ be such that $0 \leqslant \zeta \leqslant 1, \zeta=0$ in $Q_{2 r} \backslash Q_{3 r / 2}, \zeta \equiv 1$ in $Q_{r}$, and $r^{-1}|D \zeta|+\left|D^{2} \zeta\right|+\left|\zeta_{t}\right| \leqslant \frac{c(n)}{r^{2}}$. Then, testing (4.4) with the function $\left(\Delta_{k, s} \mathbf{w}\right) \zeta^{q}$, for every $t_{0} \in\left(-r^{2}, 0\right]$ we obtain

$$
\begin{aligned}
0= & \int_{-4 r^{2}}^{t_{0}} \int_{B_{2 r}}\left(\Delta_{k, s} \mathbf{w}\right)_{t} \cdot\left(\Delta_{k, s} \mathbf{w}\right) \zeta^{q} \mathrm{~d} x \mathrm{~d} t \\
& +\int_{-4 r^{2}}^{t_{0}} \int_{B_{2 r}} \Delta_{k, s}\left(\mathbf{A}^{\varepsilon}(D \mathbf{w})\right):\left(\zeta^{q} D\left[\Delta_{k, s} \mathbf{w}\right]+q \zeta^{q-1} \Delta_{k, s} \mathbf{w} \otimes D \zeta\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

Note that an integration by parts with respect to the time variable gives

$$
\begin{aligned}
\int_{-4 r^{2}}^{t_{0}} \int_{B_{2 r}}\left(\Delta_{k, s} \mathbf{w}\right)_{t} \cdot\left(\Delta_{k, s} \mathbf{w}\right) \zeta^{q} \mathrm{~d} x \mathrm{~d} t= & \frac{1}{2} \int_{B_{2 r}}\left|\Delta_{k, s} \mathbf{w}\left(x, t_{0}\right)\right|^{2} \zeta^{q} \mathrm{~d} x \\
& -\frac{q}{2} \int_{-4 r^{2}}^{t_{0}} \int_{B_{2 r}}\left|\Delta_{k, s} \mathbf{w}\right|^{2} \zeta^{q-1} \zeta_{t} \mathrm{~d} x \mathrm{~d} t .
\end{aligned}
$$

Hence, for every $t_{0} \in\left[-r^{2}, 0\right]$ we have that

$$
\begin{aligned}
& \int_{B_{r}}\left|\Delta_{k, s} \mathbf{w}\left(x, t_{0}\right)\right|^{2} \mathrm{~d} x \\
& \quad+2 \int_{-4 r^{2}}^{t_{0}} \int_{B_{2 r}} \Delta_{k, s}\left(\mathbf{A}^{\varepsilon}(D \mathbf{w})\right):\left(\Delta_{k, s}(D \mathbf{w}) \zeta^{q}+q \zeta^{q-1} \Delta_{k, s} \mathbf{w} \otimes D \zeta\right) \mathrm{d} x \mathrm{~d} t \\
& \leqslant \\
& \leqslant \int_{-4 r^{2}}^{t_{0}} \int_{B_{2 r}}\left|\Delta_{k, s} \mathbf{w}\right|^{2} \zeta^{q-1} \zeta_{t} \mathrm{~d} x \mathrm{~d} t .
\end{aligned}
$$

We first observe that by (2.20),

$$
\begin{aligned}
& \Delta_{k, s}\left(\mathbf{A}^{\varepsilon}(D \mathbf{w})\right): \Delta_{k, s} D \mathbf{w} \\
& =\left[\mathbf{A}^{\varepsilon}\left(D \mathbf{w}\left(x+s e_{k}, t\right)\right)-\mathbf{A}^{\varepsilon}(D \mathbf{w}(x, t))\right]:\left[D \mathbf{w}\left(x+s e_{k}, t\right)-D \mathbf{w}(x, t)\right] \\
& \geqslant \frac{1}{c}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} .
\end{aligned}
$$

Now, by (2.19) and (2.13),

$$
\begin{aligned}
\left|\Delta_{k, s} \mathbf{A}^{\varepsilon}(D \mathbf{w})\right| & =\left|\mathbf{A}^{\varepsilon}\left(D \mathbf{w}\left(x+s e_{k}, t\right)\right)-\mathbf{A}^{\varepsilon}(D \mathbf{w}(x, t))\right| \\
& \leqslant c \frac{\left.\varphi_{\varepsilon}^{\prime}\left|D \mathbf{w}\left(x+s e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|\right)}{\left|D \mathbf{w}\left(x+s e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|}\left|\Delta_{k, s} D \mathbf{w}(x, t)\right| \\
& \leqslant c \varphi_{\varepsilon+|D \mathbf{w}|}^{\prime}\left(\left|\Delta_{k, s} D \mathbf{w}(x, t)\right|\right)
\end{aligned}
$$

whence

$$
\begin{aligned}
& \left|\Delta_{k, s}\left(\mathbf{A}^{\varepsilon}(D \mathbf{w})\right): \Delta_{k, s} \mathbf{w} \otimes D \zeta \zeta^{q-1}\right| \\
& \leqslant c f_{0}^{s} \underbrace{\varphi_{\varepsilon+|D \mathbf{w}|}^{\prime}\left(\left|\Delta_{k, s} D \mathbf{w}\right|\right)|s|\left|D \mathbf{w}\left(x+\tau e_{k}, t\right)\right||D \zeta|}_{=: J} \mathrm{~d} \tau .
\end{aligned}
$$

Note that we shall write $f_{0}^{s}=\frac{1}{s} \int_{0}^{s}$ even if $s \in \mathbb{R}$ is negative. Recalling (4.3), we have

$$
\mathbf{w}\left(x+\tau e_{k}, t\right)=T_{k, \tau} \circ \mathbf{w}(x, t) .
$$

Now, from (2.14), Young's inequality in (2.12) and (2.21), recalling $h \in \mathbb{R}$ fixed above, for any sufficiently small $\delta>0$ we have that

$$
\begin{aligned}
J \leqslant & c\left(\varphi_{\varepsilon+\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|}^{\prime}\left(\left|\Delta_{k, s-\tau} D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|\right)+\varphi_{\varepsilon+\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|}^{\prime}\left(\left|\Delta_{k, \tau} D \mathbf{w}\right|\right)\right)|s|\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right||D \zeta| \\
\leqslant & \delta\left(\frac{|s|}{|h|}\right)^{\frac{q}{q-1}}\left\{\varphi_{\varepsilon+\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|}\left(\left|\Delta_{k, s-\tau} D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|\right)+\varphi_{\varepsilon+\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|}\left(\left|\Delta_{k, \tau} D \mathbf{w}\right|\right)\right\} \\
& +c_{\delta} \varphi_{\varepsilon+\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|}\left(|h|\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right||D \zeta|\right) \\
\leqslant & \delta \frac{|s|}{|h|}\left(\left|\Delta_{k, s-\tau} \mathbf{V}^{\varepsilon}\left(D\left[T_{k, \tau} \circ \mathbf{w}\right]\right)\right|^{2}+\left|\Delta_{k, \tau} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2}\right)+c_{\delta} \frac{h^{2}}{r^{2}} \varphi_{\varepsilon}\left(\left|D\left[T_{k, \tau} \circ \mathbf{w}\right]\right|\right),
\end{aligned}
$$

where we have used the facts that $0<|s| \leqslant|h|<r / 2,|D \zeta| \leqslant \frac{c}{r} \leqslant \frac{c}{|h|}$ and for $\varepsilon>0$ and $s \in(0,1]$

$$
\varphi_{a}^{*}(s t) \leqslant s^{\frac{q}{q-1}} \varphi_{a}^{*}(t)
$$

and

$$
\varphi_{\varepsilon+t}(s t) \sim \frac{\varphi^{\prime}(\varepsilon+t+s t)}{\varepsilon+t+s t}(s t)^{2} \sim s^{2} \frac{\varphi^{\prime}(\varepsilon+t)}{\varepsilon+t} t^{2} \sim s^{2} \varphi_{\varepsilon}(t), \quad s \in[0,1]
$$

Note that applying Fubini's Theorem and the change of variables $y=x+\tau e_{k}$ and $\tilde{\tau}=s-\tau$, we get

$$
\begin{aligned}
& \int_{Q_{3 r / 2}} f_{0}^{s}\left|\Delta_{k, s-\tau} \mathbf{V}^{\varepsilon}\left(D\left[T_{k, \tau} \circ \mathbf{w}\right]\right)\right|^{2} \mathrm{~d} \tau \mathrm{~d} x \\
& =f_{0}^{s} \int_{Q_{3 r / 2}}\left|\mathbf{V}^{\varepsilon}\left(D \mathbf{w}\left(x+\tau e_{k}+(s-\tau) e_{k}, t\right)\right)-\mathbf{V}^{\varepsilon}\left(D \mathbf{w}\left(x+\tau e_{k}, t\right)\right)\right|^{2} \mathrm{~d} x \mathrm{~d} \tau \\
& \leqslant f_{0}^{s} \int_{Q_{2 r}}\left|\mathbf{V}^{\varepsilon}\left(D \mathbf{w}\left(y+\tilde{\tau} e_{k}, t\right)\right)-\mathbf{V}^{\varepsilon}(D \mathbf{w}(y, t))\right|^{2} \mathrm{~d} y \mathrm{~d} \tilde{\tau}
\end{aligned}
$$

Therefore, we have

$$
\begin{align*}
& \sup _{t_{0} \in\left[-r^{2}, 0\right]} \int_{B_{r}}\left[\Delta_{k, s} \mathbf{w}\left(x, t_{0}\right)\right]^{2} \mathrm{~d} x+\int_{Q_{r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z  \tag{4.5}\\
& \leqslant c \delta \frac{|s|}{|h|} f_{0}^{s} \int_{Q_{2 r}}\left|\Delta_{k, \tau} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} x \mathrm{~d} \tau+c(\delta) \frac{h^{2}}{r^{2}} \int_{Q_{2 r}} \varphi_{\varepsilon}(|D \mathbf{w}|) \mathrm{d} z+\frac{c}{r^{2}} \int_{Q_{2 r}}\left|\Delta_{k, s} \mathbf{w}\right|^{2} \zeta^{q-1} \mathrm{~d} z
\end{align*}
$$

Further, we estimate the final term in the right hand side of the inequality above using the integration by parts:

$$
\begin{aligned}
& \int_{Q_{2 r}}\left|\Delta_{k, s} \mathbf{w}\right|^{2} \zeta^{q-1} \mathrm{~d} z=\int_{0}^{s} \int_{Q_{2 r}} \mathbf{w}_{x_{k}}\left(x+\tau e_{k}, t\right) \cdot \Delta_{k, s} \mathbf{w} \zeta^{q-1} \mathrm{~d} z \mathrm{~d} \tau \\
& =-\int_{0}^{s} \int_{Q_{2 r}} \mathbf{w}\left(x+\tau e_{k}, t\right) \cdot\left(\Delta_{k, s} \mathbf{w}_{x_{k}} \zeta^{q-1}+(q-1) \Delta_{k, s} \mathbf{w} \zeta^{q-2} \zeta_{x_{k}}\right) \mathrm{d} z \mathrm{~d} \tau \\
& \leqslant|s| \lambda \int_{Q_{3 r / 2}}\left|\Delta_{k, s} D \mathbf{w}\right|+\left|\Delta_{k, s} \mathbf{w}\right||D \zeta| \mathrm{d} z \\
& \leqslant|s| \lambda \int_{Q_{3 r / 2}}\left(\varepsilon+\left|D \mathbf{w}\left(x+s e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|\right)^{\frac{p-2}{2}+\frac{2-p}{2}}\left|\Delta_{k, s} D \mathbf{w}\right| \mathrm{d} z \\
& \quad+\frac{c \lambda s^{2}}{r} \int_{Q_{3 r / 2}}\left|s^{-1} \Delta_{k, s} \mathbf{w}\right| \mathrm{d} z .
\end{aligned}
$$

Now applying Young's inequality and using facts that $\frac{\varphi(t)}{t^{p-1}}$ is increasing and $t^{p} \leqslant c(\varphi(t)+$ 1 ), we have that for any $\tilde{\delta} \in(0,1)$, in order to reabsorb some terms to the left-hand side,

$$
\begin{aligned}
\int_{Q_{2 r}}\left|\Delta_{k, s} \mathbf{w}\right|^{2} \zeta^{q-1} \mathrm{~d} z \leqslant & \tilde{\delta} \frac{\varphi^{\prime}(\varepsilon) r^{2}}{\varepsilon^{p-1}} \int_{Q_{3 r / 2}}\left(\varepsilon+\left|D \mathbf{w}\left(x+s e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|\right)^{p-2}\left|\Delta_{k, s} D \mathbf{w}\right|^{2} \mathrm{~d} z \\
& +c \tilde{\delta}^{-1} \frac{\varepsilon^{p-1}}{r^{2} \varphi^{\prime}(\varepsilon)} \lambda^{2} s^{2} \int_{Q_{3 r / 2}}\left(\varepsilon+\left|D \mathbf{w}\left(x+s e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|\right)^{2-p} \mathrm{~d} z \\
& +\frac{c \lambda s^{2}}{r} \int_{Q_{2 r}}|D \mathbf{w}| \mathrm{d} z \\
\leqslant & \tilde{\delta} r^{2} \int_{Q_{3 r / 2}} \frac{\varphi^{\prime}\left(\varepsilon+\left|D \mathbf{w}\left(x+s e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|\right)}{\varepsilon+\left|D \mathbf{w}\left(x+s e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|}\left|\Delta_{k, s} D \mathbf{w}\right|^{2} \mathrm{~d} z \\
& +c \frac{\lambda s^{2}}{\tilde{\delta} r^{2}}\left(\frac{\varepsilon^{p-1}}{\varphi^{\prime}(\varepsilon)} \lambda+\frac{1}{r}\right) \int_{Q_{2 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z \\
\leqslant & \tilde{\delta} r^{2} \int_{Q_{2 r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \\
& +c \frac{s^{2} \lambda}{\tilde{\delta} r^{2}}\left(\frac{\varepsilon^{p-1}}{\varphi^{\prime}(\varepsilon)} \lambda+1\right) \int_{Q_{2 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z .
\end{aligned}
$$

Finally we have that for every $Q_{2 r} \Subset Q_{R}, \delta, \tilde{\delta} \in(0,1)$ and $s, h \in \mathbb{R}$ with $0<s \leqslant h<r / 2$ or $-r / 2<h \leqslant s<0$,

$$
\begin{align*}
& \int_{Q_{r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \leqslant c \delta \frac{|s|}{|h|} f_{0}^{s} \int_{Q_{2 r}}\left|\Delta_{k, \tau} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} x \mathrm{~d} \tau \\
& \quad+c \tilde{\delta} \int_{Q_{2 r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z+\frac{h^{2}}{r^{4}} C(\delta, \tilde{\delta}, \varepsilon, \lambda) \int_{Q_{2 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z . \tag{4.6}
\end{align*}
$$

Now, we re-absorb the first two terms on the right hand side. To do this, we first integrate both the sides of (4.6) with respect to $s$ from 0 to $h$ and apply Fubini's Theorem, so that

$$
\begin{aligned}
& f_{0}^{h} \int_{Q_{r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \mathrm{~d} s \\
& \leqslant c \delta f_{0}^{h} \frac{|s|}{|h|} f_{0}^{s} \int_{Q_{2 r}}\left|\Delta_{k, \tau} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} x \mathrm{~d} \tau \mathrm{~d} s+c \tilde{\delta} f_{0}^{h} \int_{Q_{2 r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \mathrm{~d} s \\
& \quad+\frac{h^{2}}{r^{4}} C(\delta, \tilde{\delta}, \varepsilon, \lambda) \int_{Q_{2 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z \\
& \leqslant c(\delta+\tilde{\delta}) f_{0}^{h} \int_{Q_{2 r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} x \mathrm{~d} s+\frac{h^{2}}{r^{4}} C(\delta, \tilde{\delta}, \varepsilon, \lambda) \int_{Q_{2 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z .
\end{aligned}
$$

Therefore, applying the Giaquinta-Modica type covering argument in [13, Lemma 13] we have that

$$
f_{0}^{h} \int_{Q_{r}}\left|\Delta_{k, s} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \mathrm{~d} s \leqslant c \frac{h^{2}}{r^{4}} C(\varepsilon, \lambda) \int_{Q_{5 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z
$$

for every $Q_{5 r} \Subset Q_{R}$ and $h \in \mathbb{R}$ with $0<h<\frac{r}{10}$ or $-\frac{r}{10}<h<0$. Inserting this into (4.6) with $s=h$, we have

$$
\int_{Q_{r}}\left|\Delta_{k, h} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \leqslant c \tilde{\delta} \int_{Q_{2 r}}\left|\Delta_{k, h} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z+c \frac{h^{2}}{r^{4}} C(\tilde{\delta}, \varepsilon, \lambda) \int_{Q_{5 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z .
$$

Again applying the same covering argument, we have that for every $Q_{25 r} \Subset Q_{R}$ and $h \in \mathbb{R}$ with $0<|h|<\frac{r}{50}$,

$$
\begin{equation*}
\frac{1}{h^{2}} \int_{Q_{r}}\left|\Delta_{k, h} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \leqslant \frac{c}{r^{4}} C(\varepsilon, \lambda) \int_{Q_{25 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z \tag{4.7}
\end{equation*}
$$

Letting $h \rightarrow 0$ in (4.7), we then obtain ( $i$ ).
The results in (ii) and (iii) are direct consequences of (4.7). Let $Q_{25 r} \Subset Q_{R}$ and $h \in \mathbb{R}$ with $0<|h|<\frac{r}{50}$. By Young's inequality we have that

$$
\begin{array}{rl}
\int_{Q_{r}} h^{-p}\left|\Delta_{k, h} D \mathbf{w}\right|^{p} \mathrm{~d} z \leqslant & c h^{-2} \int_{Q_{r}}\left(\varepsilon+\left|D \mathbf{w}\left(x+h e_{k}\right)\right|+|D \mathbf{w}(x)|\right)^{p-2}\left|\Delta_{k, h} D \mathbf{w}\right|^{2} \mathrm{~d} z \\
& +c \int_{Q_{r}}\left(\varepsilon+\left|D \mathbf{w}\left(x+h e_{k}\right)\right|+|D \mathbf{w}(x)|\right)^{p} \mathrm{~d} z \\
\leqslant & c h^{-2} \frac{\varepsilon}{\varphi^{\prime}(\varepsilon)} \int_{Q_{r}} \frac{\varphi^{\prime}\left(\varepsilon+\left|D \mathbf{w}\left(x+h e_{k}\right)\right|+|D \mathbf{w}(x)|\right)}{\varepsilon+\left|D \mathbf{w}\left(x+h e_{k}\right)\right|+|D \mathbf{w}(x)|}\left|\Delta_{k, h} D \mathbf{w}\right|^{2} \mathrm{~d} z \\
& +c \int_{Q_{25 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z \\
\leqslant & c \\
r^{4} & C(\varepsilon, \lambda) \int_{Q_{25 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z
\end{array}
$$

and, passing to the limit as $h \rightarrow 0$, this implies the first half of (ii). Moreover, by estimate (4.5), passing to the limit as $h \rightarrow 0$, we get the second half of (ii).

Finally we prove (iii). Set $M:=\|D \mathbf{w}\|=\left\|D \mathbf{u}_{\varepsilon}\right\|_{L^{\infty}\left(Q_{25 r}, \mathbb{R}^{N n}\right)}$. Then, from (4.7), we have

$$
\begin{aligned}
\int_{Q_{r}}\left|\Delta_{k, h} D \mathbf{w}\right|^{2} \mathrm{~d} z & \leqslant \frac{\varepsilon+2 M}{\varphi^{\prime}(\varepsilon)} \int_{Q_{r}} \frac{\varphi^{\prime}\left(\varepsilon+\left|D \mathbf{w}\left(x+h e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|\right)}{\varepsilon+\left|D \mathbf{w}\left(x+h e_{k}, t\right)\right|+|D \mathbf{w}(x, t)|}\left|\Delta_{k, h} D \mathbf{w}\right|^{2} \mathrm{~d} z \\
& \leqslant c \frac{\varepsilon+2 M}{\varphi^{\prime}(\varepsilon)} \int_{Q_{r}}\left|\Delta_{k, h} \mathbf{V}^{\varepsilon}(D \mathbf{w})\right|^{2} \mathrm{~d} z \\
& \leqslant c \frac{\varepsilon+2 M}{\varphi^{\prime}(\varepsilon)} \frac{h^{2}}{r^{4}} C(\varepsilon, \lambda) \int_{Q_{25 r}}[\varphi(|D \mathbf{w}|)+1] \mathrm{d} z .
\end{aligned}
$$

This implies that $D \mathbf{w} \in L_{\text {loc }}^{2}\left(-R^{2}, 0 ; W_{\text {loc }}^{1,2}\left(B_{R} ; \mathbb{R}^{N n}\right)\right)$. Moreover, since $\left(\varphi_{\varepsilon}(|D \mathbf{w}|)\right)_{x_{k}}=$ $\varphi_{\varepsilon}^{\prime}(|D \mathbf{w}|) \frac{D \mathbf{w}: D \mathbf{w}_{x_{k}}}{|D \mathbf{w}|}$,

$$
\int_{Q_{r}}\left|D\left[\varphi_{\varepsilon}(|D \mathbf{w}|)\right]\right|^{2} \mathrm{~d} z \leqslant c\left[\varphi_{\varepsilon}^{\prime}(M)\right]^{2} \int_{Q_{r}}\left|D^{2} \mathbf{w}\right|^{2} \mathrm{~d} z
$$

From this we get $\varphi_{\varepsilon}(|D \mathbf{w}|) \in L_{\text {loc }}^{2}\left(-R^{2}, 0 ; W_{\text {loc }}^{1,2}\left(B_{R}\right)\right)$, and the proof concludes.
Combining (ii) of the above lemma with the parabolic Sobolev inequality, see [10, I, Proposition 3.1], we obtain the following result:
Lemma 4.2. Let $\varphi$ satisfy Assumption 2.2 with (1.5), and let $\mathbf{u}_{\varepsilon}$ be a weak solution to (4.2). Then $\left|D \mathbf{u}_{\varepsilon}\right| \in L_{\text {loc }}{ }^{\frac{p(n+2)}{}}\left(\Omega_{T}\right)$.

We end this section with the convergence results of $D \mathbf{u}_{\varepsilon}$ to $D \mathbf{u}$.
Lemma 4.3. Let $u$ be a weak solution to (1.1) and $\mathbf{u}_{\varepsilon}$ be the weak solution to (4.1) with $Q_{R} \Subset \Omega_{T}$. Then Du $\mathbf{u}_{\varepsilon}$ converges to Du in $L^{\varphi}\left(Q_{R}\right)$.

Proof. By virtue of (2.20), it suffices to show that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0+} \int_{Q_{R}}\left|\mathbf{V}\left(D \mathbf{u}_{\varepsilon}\right)-\mathbf{V}(D \mathbf{u})\right|^{2} \mathrm{~d} z=0 \tag{4.8}
\end{equation*}
$$

By following the proof of [15, Theorem 3.5], one has

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0+} \int_{Q_{R}}\left|\mathbf{V}^{\varepsilon}\left(D \mathbf{u}_{\varepsilon}\right)-\mathbf{V}(D \mathbf{u})\right|^{2} \mathrm{~d} z=0 \tag{4.9}
\end{equation*}
$$

Moreover, together with (2.11), this implies that

$$
\begin{aligned}
\int_{Q_{R}} \varphi\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \mathrm{d} z & \leqslant c \int_{Q_{R}}\left[\varphi_{\varepsilon}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)+\varphi(\varepsilon)\right] \mathrm{d} z \\
& \leqslant c \int_{Q_{R}}\left[\left|\mathbf{V}^{\varepsilon}\left(D \mathbf{u}_{\varepsilon}\right)\right|^{2}+\varphi(\varepsilon)\right] \mathrm{d} z \\
& \leqslant c \int_{Q_{R}}\left[|\mathbf{V}(D \mathbf{u})|^{2}+\varphi(\varepsilon)+1\right] \mathrm{d} z \\
& \leqslant c \int_{Q_{R}}[\varphi(|D \mathbf{u}|)+1] \mathrm{d} z
\end{aligned}
$$

for any sufficiently small $\varepsilon>0$. Applying (2.22), the change of shift formula (2.15), $\varphi_{a}(a) \leqslant c \varphi(a)$ and the preceding inequality we have that for any $\delta \in(0,1)$,

$$
\begin{aligned}
\int_{Q_{R}}\left|\mathbf{V}^{\varepsilon}\left(D \mathbf{u}_{\varepsilon}\right)-\mathbf{V}\left(D \mathbf{u}_{\varepsilon}\right)\right|^{2} \mathrm{~d} z & \leqslant c \int_{Q_{R}} \varphi_{\left|D \mathbf{u}_{\varepsilon}\right|}(\varepsilon) \mathrm{d} z \\
& \leqslant c \delta \int_{Q_{R}} \varphi_{\left|D \mathbf{u}_{\varepsilon}\right|}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \mathrm{d} z+c_{\delta} \varphi(\varepsilon)\left|Q_{R}\right| \\
& \leqslant c \delta \int_{Q_{R}} \varphi\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \mathrm{d} z+c_{\delta} \varphi(\varepsilon)\left|Q_{R}\right| \\
& \leqslant c \delta \int_{Q_{R}}[\varphi(|D \mathbf{u}|)+1] \mathrm{d} z+c_{\delta} \varphi(\varepsilon)\left|Q_{R}\right|
\end{aligned}
$$

hence

$$
\limsup _{\varepsilon \rightarrow 0^{+}} \int_{Q_{R}}\left|\mathbf{V}^{\varepsilon}\left(D \mathbf{u}_{\varepsilon}\right)-\mathbf{V}\left(D \mathbf{u}_{\varepsilon}\right)\right|^{2} \mathrm{~d} z \leqslant c \delta \int_{Q_{R}}[\varphi(|D \mathbf{u}|)+1] \mathrm{d} z
$$

Therefore, since $\delta \in(0,1)$ is arbitrary, we have

$$
\lim _{\varepsilon \rightarrow 0+} \int_{Q_{R}}\left|\mathbf{V}^{\varepsilon}\left(D \mathbf{u}_{\varepsilon}\right)-\mathbf{V}\left(D \mathbf{u}_{\varepsilon}\right)\right|^{2} \mathrm{~d} z=0
$$

This and (4.9) yield (4.8).

## 5. Local boundedness of the gradient

Now, we address the problem of obtaining an $L^{\infty}$-bound for $D \mathbf{u}$, by deriving uniform estimates in $\varepsilon$ for weak solutions to the non-degenerate systems (4.1). We follow some ideas underlying the Moser iteration for the Lipschitz regularity for parabolic $p$-Laplace systems, which can be found in [8, Theorem 4], [9, Theorem 4] and [6, Proposition 3.1].

Note that $D \mathbf{u}_{\varepsilon}$ is weakly differentiable with respect to the spatial variable $x$ by Lemma 4.1(ii). Hence differentiating (4.2) with respect to $x_{k}$ we find

$$
\begin{align*}
\partial_{t}\left(\mathbf{u}_{\varepsilon}\right)_{x_{k}}^{\alpha} & =\left(\frac{\varphi_{\varepsilon}^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}{\left|D \mathbf{u}_{\varepsilon}\right|}\left(\mathbf{u}_{\varepsilon}\right)_{x_{i} x_{k}}^{\alpha}+\left(\frac{\varphi_{\varepsilon}^{\prime \prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}{\left|D \mathbf{u}_{\varepsilon}\right|}-\frac{\varphi_{\varepsilon}^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}{\left|D \mathbf{u}_{\varepsilon}\right|^{2}}\right) \frac{\left(\mathbf{u}_{\varepsilon}\right)_{x_{j}}^{\beta}\left(\mathbf{u}_{\varepsilon}\right)_{x_{j} x_{k}}^{\beta}}{\left|D \mathbf{u}_{\varepsilon}\right|}\left(\mathbf{u}_{\varepsilon}\right)_{x_{i}}^{\alpha}\right)_{x_{i}}  \tag{5.1}\\
& =:\left(\bar{A}_{i j}^{\alpha \beta}\left(\mathbf{u}_{\varepsilon}\right)_{x_{j} x_{k}}^{\beta}\right)_{x_{i}}, \quad \alpha=1,2, \ldots, N,
\end{align*}
$$

where

$$
\bar{A}_{i j}^{\alpha \beta}:=\left(\mathbf{A}^{\varepsilon}\right)_{i j}^{\alpha \beta}\left(D \mathbf{u}_{\varepsilon}\right)=\left.\frac{\partial \mathbf{A}^{\varepsilon}(\mathbf{Q})_{j}^{\beta}}{\partial Q_{i}^{\beta}}\right|_{\mathbf{Q}=D \mathbf{u}_{\varepsilon}}
$$

We start with obtaining a Caccioppoli type inequality for the system (5.1).
Lemma 5.1. Let $\varphi$ satisfy Assumption 2.2 with (1.5) and (2.7), and let $\mathbf{u}_{\varepsilon}$ be a weak solution to (4.2). Suppose $f \in C^{0,1}([0, \infty))$ is positive, increasing and satisfying $f^{\prime}(s)>0$ for a.e. s with $f(s)>0$, and set $F(s):=\int_{0}^{s} \tau f(\tau) \mathrm{d} \tau$. For every $Q:=B_{\rho} \times\left[t_{1}, t_{2}\right] \Subset \Omega_{T}$, $\xi \in C_{0}^{\infty}\left(B_{\rho}\right)$ with $0 \leqslant \xi \leqslant 1$ and $\eta \in C^{\infty}(\mathbb{R})$ with $0 \leqslant \eta \leqslant 1$ and $\eta_{t} \geqslant 0$, we have

$$
\begin{align*}
& \int_{B_{\rho}} F\left(\left|D \mathbf{u}_{\varepsilon}\left(x, \tau_{2}\right)\right|\right) \xi^{2} \eta \mathrm{~d} x-\int_{B_{\rho}} F\left(\left|D \mathbf{u}_{\varepsilon}\left(x, \tau_{1}\right)\right|\right) \xi^{2} \eta \mathrm{~d} x \\
& \quad+\frac{1}{c} \int_{Q} \frac{\varphi_{\varepsilon}^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}{\left|D \mathbf{u}_{\varepsilon}\right|}\left[f\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)\left|D^{2} \mathbf{u}_{\varepsilon}\right|^{2}+\frac{f^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}{\left|D \mathbf{u}_{\varepsilon}\right|}\left|D\left(\left|D \mathbf{u}_{\varepsilon}\right|^{2}\right)\right|^{2}\right] \xi^{2} \eta \mathrm{~d} z  \tag{5.2}\\
& \leqslant c \int_{Q} \varphi_{\varepsilon}^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \frac{f\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)^{2}}{f^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}|D \xi|^{2} \eta \mathrm{~d} z+\int_{Q} F\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \xi^{2} \eta_{t} \mathrm{~d} z
\end{align*}
$$

Moreover, the term $\varphi_{\varepsilon}^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \frac{f\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)^{2}}{f^{\prime}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)}$ in the above estimate can be replaced by $\varphi_{\varepsilon}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) f\left(\left|D \mathbf{u}_{\varepsilon}\right|\right)$.
Proof. For simplicity, we shall write $\bar{\varphi}=\varphi_{\varepsilon}$ and $\mathbf{w}=\left(w^{\alpha}\right)=\mathbf{u}_{\varepsilon}$.
We test (5.1) with $w_{x_{k}}^{\alpha} f(|D \mathbf{w}|) \xi^{2} \eta$ to obtain that

$$
\underbrace{\int_{\tau_{1}}^{\tau_{2}} \int_{B_{\rho}}\left(w_{x_{k}}^{\alpha}\right)_{t} w_{x_{k}}^{\alpha} f(|D \mathbf{w}|) \xi^{2} \eta \mathrm{~d} x \mathrm{~d} t}_{=: I_{1}}+\underbrace{\int_{Q} \bar{A}_{i j}^{\alpha \beta} w_{x_{j} x_{k}}^{\beta}\left[w_{x_{k}}^{\alpha} f(|D \mathbf{w}|) \xi^{2} \eta\right]_{x_{i}} \mathrm{~d} z}_{=: I_{2}}=0
$$

We estimate $I_{1}$ and $I_{2}$ separately. We have

$$
\begin{aligned}
I_{1} & =\int_{\tau_{1}}^{\tau_{2}} \int_{B_{\rho}}\left[\partial_{t}(F(|D \mathbf{w}|) \eta)-F(|D \mathbf{w}|) \eta_{t}\right] \xi^{2} \mathrm{~d} x \mathrm{~d} t \\
& =\int_{B_{\rho}} F\left(\left|D \mathbf{w}\left(x, \tau_{2}\right)\right|\right) \xi^{2} \eta \mathrm{~d} x-\int_{B_{\rho}} F\left(\left|D \mathbf{w}\left(x, \tau_{1}\right)\right|\right) \xi^{2} \eta \mathrm{~d} x-\int_{Q} F(|D \mathbf{w}|) \xi^{2} \eta_{t} \mathrm{~d} z
\end{aligned}
$$

As for $I_{2}$, we first observe that, with (2.17), (2.18),

$$
\bar{A}_{i j}^{\alpha \beta} w_{x_{j} x_{k}}^{\beta} w_{x_{k} x_{i}}^{\alpha} \geqslant(p-1) \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|D^{2} \mathbf{w}\right|^{2}
$$

$$
\begin{aligned}
& \bar{A}_{i j}^{\alpha \beta} w_{x_{j} x_{k}}^{\beta} w_{x_{k}}^{\alpha} w_{x_{l}}^{\kappa} w_{x_{l} x_{i}}^{\kappa} \\
& =\frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left\{\delta_{i j} \delta^{\alpha \beta}+\left(\frac{\bar{\varphi}^{\prime \prime}(|D \mathbf{w}|)|D \mathbf{w}|}{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}-1\right) \frac{w_{x_{i}}^{\alpha} w_{x_{j}}^{\beta}}{|D \mathbf{w}|^{2}}\right\} w_{x_{j} x_{k}}^{\beta} w_{x_{k}}^{\alpha} w_{x_{l}}^{\kappa} w_{x_{l} x_{i}}^{\kappa} \\
& =\frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left\{\frac{\left|D\left(|D \mathbf{w}|^{2}\right)\right|^{2}}{4}+\left(\frac{\bar{\varphi}^{\prime \prime}(|D \mathbf{w}|)|D \mathbf{w}|}{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}-1\right) \frac{\sum_{\alpha=1}^{N}\left[D w^{\alpha} \cdot D\left(|D \mathbf{w}|^{2}\right)\right]^{2}}{4|D \mathbf{w}|^{2}}\right\} \\
& \geqslant(p-1) \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|} \frac{\left|D\left(|D \mathbf{w}|^{2}\right)\right|^{2}}{4},
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\bar{A}_{i j}^{\alpha \beta} w_{x_{j} x_{k}}^{\beta} w_{x_{k}}^{\alpha}\right| & =\frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|\left\{\delta_{i j} \delta^{\alpha \beta}+\left(\frac{\bar{\varphi}^{\prime \prime}(|D \mathbf{w}|)|D \mathbf{w}|}{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}-1\right) \frac{w_{x_{i}}^{\alpha} w_{x_{j}}^{\beta}}{|D \mathbf{w}|^{2}}\right\} w_{x_{j} x_{k}}^{\beta} w_{x_{k}}^{\alpha}\right| \\
& \leqslant c \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|D\left(|D \mathbf{w}|^{2}\right)\right|
\end{aligned}
$$

Inserting these inequalities into $I_{2}$, we have

$$
\begin{align*}
I_{2}= & \int_{Q} \bar{A}_{i j}^{\alpha \beta} w_{x_{j} x_{k}}^{\beta}\left[w_{x_{k} x_{i}}^{\alpha} f(|D \mathbf{w}|)+w_{x_{k}}^{\alpha} w_{x_{l}}^{\kappa} w_{x_{l} x_{i}}^{\kappa} \frac{f^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\right] \xi^{2} \eta \mathrm{~d} z \\
& +\int_{Q} 2 \bar{A}_{i j}^{\alpha \beta} w_{x_{j} x_{k}}^{\beta} w_{x_{k}}^{\alpha} f(|D \mathbf{w}|) \xi \xi_{x_{i}} \eta \mathrm{~d} z  \tag{5.3}\\
\geqslant & \frac{1}{c_{1}} \int_{Q} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left[f(|D \mathbf{w}|)\left|D^{2} \mathbf{w}\right|^{2}+\frac{f^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|D\left(|D \mathbf{w}|^{2}\right)\right|^{2}\right] \xi^{2} \eta \mathrm{~d} z \\
& \quad-c \int_{Q} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|D\left(|D \mathbf{w}|^{2}\right)\right| f(|D \mathbf{w}|) \xi|D \xi| \eta \mathrm{d} z
\end{align*}
$$

for some constant $c_{1}>0$. Applying Young's inequality to the last integrand, we obtain

$$
\begin{aligned}
I_{2} \geqslant & \frac{1}{2 c_{1}} \int_{Q} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left[f(|D \mathbf{w}|)\left|D^{2} \mathbf{w}\right|^{2}+\frac{f^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|D\left(|D \mathbf{w}|^{2}\right)\right|^{2}\right] \xi^{2} \eta \mathrm{~d} z \\
& \quad-c \int_{Q} \bar{\varphi}^{\prime}(|D \mathbf{w}|) \frac{f(|D \mathbf{w}|)^{2}}{f^{\prime}(|D \mathbf{w}|)}|D \xi|^{2} \eta \mathrm{~d} z
\end{aligned}
$$

or

$$
\begin{aligned}
I_{2} \geqslant & \frac{1}{c_{1}} \int_{Q} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left[f(|D \mathbf{w}|)\left|D^{2} \mathbf{w}\right|^{2}+\frac{f^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|D\left(|D \mathbf{w}|^{2}\right)\right|^{2}\right] \xi^{2} \eta \mathrm{~d} z \\
& \quad-c \int_{Q} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}|D \mathbf{w}|\left|D^{2} \mathbf{w}\right| f(|D \mathbf{w}|) \xi|D \xi| \eta \mathrm{d} z \\
\geqslant & \frac{1}{2 c_{1}} \int_{Q} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left[f(|D \mathbf{w}|)\left|D^{2} \mathbf{w}\right|^{2}+\frac{f^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}\left|D\left(|D \mathbf{w}|^{2}\right)\right|^{2}\right] \xi^{2} \eta \mathrm{~d} z \\
& \quad-c \int_{Q} \bar{\varphi}(|D \mathbf{w}|) f(|D \mathbf{w}|)|D \xi|^{2} \eta \mathrm{~d} z .
\end{aligned}
$$

Therefore, combining the above estimates, we get (5.2).
Theorem 5.2. Let $\varphi$ satisfy Assumption 2.2 with (1.5) and (2.7), and $\mathbf{u}_{\varepsilon}$ with $\varepsilon \in(0,1)$ be a weak solution to (4.2). Then $D \mathbf{u}_{\varepsilon} \in L_{\mathrm{loc}}^{\infty}\left(\Omega_{T}, \mathbb{R}^{N n}\right)$. Moreover, we have that for every
$Q_{2 r}\left(z_{0}\right) \Subset \Omega_{T}$,

$$
\begin{equation*}
\left\|D \mathbf{u}_{\varepsilon}\right\|_{L^{\infty}\left(Q_{r}\left(z_{0}\right), \mathbb{R}^{N n}\right)} \leqslant c\left(f_{Q_{2 r}\left(z_{0}\right)} \varphi_{\varepsilon}\left(\left|D \mathbf{u}_{\varepsilon}\right|\right) \mathrm{d} z+1\right)^{\frac{2}{(n+2)^{p-2 n}}} \tag{5.4}
\end{equation*}
$$

for some $c \geqslant 1$ depending on $n, N, p$ and $q$, and independent of $\varepsilon$.
Proof. Step 1. (Setting and Caccioppoli type estimate) To enlighten the notation, we will write $\bar{\varphi}:=\varphi_{\varepsilon}$ and $\mathbf{w}:=\mathbf{u}_{\varepsilon}$. Let $Q_{2 r}=Q_{2 r}\left(z_{0}\right) \Subset Q_{T}$. Without loss of generality, we assume that $z_{0}=\left(x_{0}, t_{0}\right)=(0,0)$. Let $\rho_{1}=s_{1} r$ and $\rho_{2}=s_{2} r$ with $1 \leqslant s_{1}<s_{2} \leqslant 2$, $\xi \in C_{0}^{\infty}\left(B_{\rho_{2}}\right)$ and $\eta \in C^{\infty}(\mathbb{R})$ be as in (3.3) and (3.4), respectively.

Then applying Lemma 5.1 with $f(t)=t^{\chi}$ where $\chi \geqslant 0, \rho=\rho_{2}, \tau_{1}=-\rho_{2}^{2}$ and $\tau_{2} \in\left(-\rho_{1}^{2}, 0\right)$, we have

$$
\begin{align*}
& \sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{2}}}|D \mathbf{w}(x, \tau)|^{2+\chi} \xi^{2} \mathrm{~d} x+\int_{Q_{\rho_{2}}} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}|D \mathbf{w}|^{\chi}\left|D^{2} \mathbf{w}\right|^{2} \eta^{2} \xi^{2} \mathrm{~d} z \\
& \leqslant \frac{c(2+\chi)}{\left(\rho_{2}-\rho_{1}\right)^{2}} \int_{Q_{\rho_{2}}}\left[|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right]|D \mathbf{w}|^{\chi} \mathrm{d} z . \tag{5.5}
\end{align*}
$$

Step 2. (Improving inequality) We set

$$
\begin{equation*}
F(z):=\left[\bar{\varphi}(|D \mathbf{w}(x, t)|)|D \mathbf{w}(x, t)|^{\chi}\right]^{\frac{1}{2}} \eta(t) \xi(x) . \tag{5.6}
\end{equation*}
$$

Note that, in order to enlighten the notation, we will often omit the dependence of $F$, $u, \eta$ and $\xi$ on the respective arguments. Differentiating (5.6) with respect to $x_{i}$ we then have

$$
\begin{aligned}
F_{x_{i}}=\frac{1}{2}[ & \left.\bar{\varphi}(|D \mathbf{w}|)|D \mathbf{w}|^{\chi}\right] \left.^{-\frac{1}{2}}\left[\bar{\varphi}^{\prime}(|D \mathbf{w}|)|D \mathbf{w}|^{\chi}+\chi|D \mathbf{w}|^{\chi-1} \bar{\varphi}(|D \mathbf{w}|)\right] \frac{w_{x_{j}}^{\alpha} w_{x_{j} x_{i}}^{\alpha}}{\mid D \xi} \right\rvert\, \\
& +\left[\bar{\varphi}(|D \mathbf{w}|)|D \mathbf{w}|^{\chi}\right]^{\frac{1}{2}} \eta \xi_{x_{i}},
\end{aligned}
$$

whence, recalling the upper bound (3.3) for $|D \xi|$, we obtain

$$
|D F|^{2} \leqslant c(\chi+1)^{2} \frac{\bar{\varphi}^{\prime}(|D \mathbf{w}|)}{|D \mathbf{w}|}|D \mathbf{w}|^{\chi}\left|D^{2} \mathbf{w}\right|^{2} \eta \xi+\frac{c}{\left(\rho_{2}-\rho_{1}\right)^{2}} \bar{\varphi}(|D \mathbf{w}|)|D \mathbf{w}|^{\chi} .
$$

Therefore, combining with (5.5) we have

$$
\begin{align*}
& \sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{2}}}|D \mathbf{w}(x, \tau)|^{2+\chi} \xi^{2} \mathrm{~d} x+\int_{Q_{\rho_{2}}}|D F|^{2} \mathrm{~d} z  \tag{5.7}\\
& \leqslant \frac{c(1+\chi)^{3}}{\left(\rho_{2}-\rho_{1}\right)^{2}} \int_{Q_{\rho_{2}}}\left[|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right]|D \mathbf{w}|^{\chi} \mathrm{d} z .
\end{align*}
$$

Now, applying Hölder's inequality, the Sobolev inequality to function $F \in W_{0}^{1,2}\left(B_{r}\right)$ and using (5.7), we can write

$$
\begin{aligned}
& \int_{Q_{\rho_{1}}}|D \mathbf{w}|^{\frac{4}{n}+\chi\left(\frac{2}{n}+1\right)} \bar{\varphi}(|D \mathbf{w}|) \mathrm{d} z \\
& \leqslant \int_{-\rho_{1}^{2}}^{0}\left(\int_{B_{\rho_{1}}}|D \mathbf{w}|^{2+\chi} \mathrm{d} x\right)^{\frac{2}{n}}\left(\int_{B_{\rho_{1}}}\left[\bar{\varphi}(|D \mathbf{w}|)|D \mathbf{w}|^{\chi}\right]^{\frac{n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \mathrm{~d} t \\
& \leqslant\left(\sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{1}}}|D \mathbf{w}(x, \tau)|^{2+\chi} \mathrm{d} x\right)^{\frac{2}{n}} \int_{-\rho_{1}^{2}}^{0}\left(\int_{B_{\rho_{2}}}|F|^{2^{*}} \mathrm{~d} x\right)^{\frac{2}{2^{*}}} \mathrm{~d} t \\
& \leqslant\left(\sup _{-\rho_{1}^{2}<\tau<0} \int_{B_{\rho_{1}}}|D \mathbf{w}(x, \tau)|^{2+\chi} \mathrm{d} x\right)^{\frac{2}{n}} \int_{Q_{\rho_{2}}(z)}|D F|^{2} \mathrm{~d} z \\
& \leqslant c\left(\frac{(1+\chi)^{3} r^{2}}{\left(\rho_{2}-\rho_{1}\right)^{2}} \int_{Q_{\rho_{2}}}\left(|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right)|D \mathbf{w}|^{\chi} \mathrm{d} z\right)^{1+\frac{2}{n}}
\end{aligned}
$$

By Lemma 4.2, we have that $|D \mathbf{w}| \in L^{p(n+2) / n}\left(Q_{2 r}\right)$. Note that by under the assumption (1.5) on $p, p(n+2) / n>2$. Therefore, it holds that

$$
\begin{equation*}
\int_{Q_{2 r}}\left[|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right] \mathrm{d} z<\infty \tag{5.9}
\end{equation*}
$$

Since $2<\frac{4}{n}+p$ again by (1.5), setting

$$
\begin{equation*}
\chi_{1}:=\frac{4}{n}+p-2 \tag{5.10}
\end{equation*}
$$

we may improve estimate (5.8) as

$$
\begin{align*}
\int_{Q_{\rho_{1}}} & \left(|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right)|D \mathbf{w}|^{\chi_{1}+\chi\left(1+\frac{2}{n}\right)} \frac{\mathrm{d} z}{\left|Q_{2 r}\right|} \\
& \leqslant c\left(\frac{(1+\chi)^{3} r^{2}}{\left(\rho_{2}-\rho_{1}\right)^{2}} \int_{Q_{\rho_{2}}}\left[\left(|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right)|D \mathbf{w}|^{\chi}+1\right] \frac{\mathrm{d} z}{\left|Q_{2 r}\right|}\right)^{1+\frac{2}{n}} \tag{5.11}
\end{align*}
$$

Step 3. (Iteration) Let $s_{1}, s_{2}$ such that $1 \leqslant s_{1}<s_{2} \leqslant 2$ be fixed. For $m=0,1,2, \ldots$, we set

$$
\chi_{0}:=0 \quad \text { and } \quad \chi_{m}:=\chi_{1}+\theta \chi_{m-1} \quad(m \geqslant 1), \quad \text { where } \quad \theta:=1+\frac{2}{n}
$$

and
$J_{m}:=\int_{Q_{r_{m}}}\left[\left(|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right)|D \mathbf{w}|^{\chi_{m}}+1\right] \frac{\mathrm{d} z}{\left|Q_{r}\right|}, \quad$ where $\quad r_{m}:=\left(s_{1}+2^{-m}\left(s_{2}-s_{1}\right)\right) r$.
Note that $\chi_{m}=\left(\theta^{m}-1\right) \frac{\chi_{1} n}{2}$. Then we have from (5.11) that

$$
J_{m} \leqslant \frac{c 4^{\theta m} \theta^{3 \theta m}}{\left(s_{2}-s_{1}\right)^{2 \theta}} J_{m-1}^{\theta} \leqslant \frac{c_{0}^{m}}{\left(s_{2}-s_{1}\right)^{2 \theta}} J_{m-1}^{\theta}, \quad m=1,2, \ldots
$$

where $c_{0} \geqslant 1$ depends on $n, N, p$ and $q$. Hence, for $m \geqslant 2$,

$$
\begin{aligned}
J_{m} & \leqslant \frac{c_{0}^{m}}{\left(s_{2}-s_{1}\right)^{2 \theta}}\left(\frac{c_{0}^{m-1}}{\left(s_{2}-s_{1}\right)^{2 \theta}} J_{m-2}^{\theta}\right)^{\theta} \\
& \leqslant \frac{c_{0}^{m+(m-1) \theta}}{\left(s_{2}-s_{1}\right)^{2\left(\theta+\theta^{2}\right)}} J_{m-2}^{\theta^{2}} \\
& \leqslant \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& \leqslant \frac{c_{0}^{\sum_{k=1}^{m}(m-k+1) \theta^{k-1}}}{\left(s_{2}-s_{1}\right)^{2 \sum_{k=1}^{m} \theta^{k}}} J_{0}^{\theta^{m}} \leqslant\left(\frac{c_{1}}{\left(s_{2}-s_{1}\right)^{\beta_{0}}} J_{0}\right)^{\theta^{m}}
\end{aligned}
$$

for some large $c_{1}, c_{2}, \beta_{0}>1$ depending on $n, N, p$ and $q$. Consequently, setting

$$
\mathrm{d} \mu(z):=\left[|D \mathbf{w}(z)|^{2}+\bar{\varphi}(|D \mathbf{w}(z)|)\right] \frac{\mathrm{d} z}{\left|Q_{2 r}\right|},
$$

we have

$$
\begin{aligned}
\|D \mathbf{w}\|_{L^{\infty}\left(Q_{s_{1} r, \mathbb{R}^{N n}}\right)} & \leqslant\||D \mathbf{w}|\|_{L^{\infty}\left(Q_{s_{1} r} ; \mathrm{d} \mu\right)}=\lim _{m \rightarrow \infty}\left(\int_{Q_{r}}|D \mathbf{w}|^{\chi_{m}} \mathrm{~d} \mu\right)^{\frac{1}{\chi_{m}}} \leqslant \limsup _{m \rightarrow \infty} J_{m}^{\frac{1}{\chi_{m}}} \\
& \leqslant \limsup _{m \rightarrow \infty}\left(\frac{c_{1}}{\left(s_{2}-s_{1}\right)^{\theta_{0}}} J_{0}\right)^{\frac{\theta^{i}}{\chi_{m}}} \leqslant \frac{c}{\left(s_{2}-s_{1}\right)^{\theta_{1}}} J_{0}^{\frac{2}{x_{1}}}
\end{aligned}
$$

where we used also the fact that $\chi_{m}=\left(\theta^{m}-1\right) \frac{\chi_{1} n}{2}$. Therefore, we have

$$
\begin{equation*}
\|D \mathbf{w}\|_{L^{\infty}\left(Q_{s_{1} r}, \mathbb{R}^{N n}\right)} \leqslant \frac{c}{\left(s_{2}-s_{1}\right)^{\theta_{1}}}\left(f_{Q_{s_{2} r}}\left[|D \mathbf{w}|^{2}+\bar{\varphi}(|D \mathbf{w}|)\right] \mathrm{d} z+1\right)^{\frac{2}{n \chi_{1}}} \tag{5.12}
\end{equation*}
$$

By virtue of (5.9), this shows that $D \mathbf{w} \in L_{\text {loc }}^{\infty}\left(Q_{R} ; \mathbb{R}^{N n}\right)$.
Step 4. (Interpolation) Now we get rid of the term $|D \mathbf{w}|^{2}$ in the integrand in (5.12) by using an interpolation argument. Since $D \mathbf{w} \in L_{\text {loc }}^{\infty}\left(Q_{R} ; \mathbb{R}^{N n}\right)$ and $\frac{2(2-p)}{n \chi_{1}}<1$ by (1.5), using Young's inequality we have that for every $1 \leqslant s_{1}<s_{2} \leqslant 2$,

$$
\begin{aligned}
&\|D \mathbf{w}\|_{L^{\infty}\left(Q_{s_{1} r}, \mathbb{R}^{N n}\right)} \leqslant \frac{c\|D \mathbf{w}\|_{L^{\infty}\left(Q_{s_{2} r}, \mathbb{R}^{N n}\right)}^{\frac{2(2-p)}{n n_{1}}}\left(f_{Q_{s_{2} r}}|D \mathbf{w}|^{p} \mathrm{~d} z\right)^{\frac{2}{n \chi_{1}}}}{\left(s_{2}-s_{1}\right)^{\theta_{1}}} \\
&+\frac{c}{\left(s_{2}-s_{1}\right)^{\theta_{1}}}\left(f_{Q_{s_{2} r}} \bar{\varphi}(|D \mathbf{w}|) \mathrm{d} z+1\right)^{\frac{2}{n \chi_{1}}} \\
& \leqslant \frac{1}{2}\|D \mathbf{w}\|_{L^{\infty}\left(Q_{s_{2} r} r, \mathbb{R}^{N n}\right)}+\frac{c}{\left(s_{2}-s_{1}\right)^{\frac{\theta_{1} n \chi_{1}}{n \chi_{1}-2(2-p)}}}\left(f_{Q_{s_{2} r}}|D \mathbf{w}|^{p} \mathrm{~d} z\right)^{\frac{2}{n \chi_{1}-2(2-p)}} \\
&+\frac{c}{\left(s_{2}-s_{1}\right)^{\theta_{1}}}\left(f_{Q_{s_{2} r}} \bar{\varphi}(|D \mathbf{w}|) \mathrm{d} z+1\right)^{\frac{2}{n \chi_{1}}} \\
& \leqslant \frac{1}{2}\|D \mathbf{w}\|_{L^{\infty}\left(Q_{s_{2} r} r \mathbb{R}^{N n}\right)}+\frac{c}{\left(s_{2}-s_{1}\right)^{\theta_{2}}}\left(f_{Q_{2 r}} \bar{\varphi}(|D \mathbf{w}|)+1 \mathrm{~d} z\right)^{\frac{2}{n_{1}-2(2-p)}}
\end{aligned}
$$

Therefore, we can remove the first term on the right hand side (cfr. [20, Lemma 6.1]). Finally, recalling (5.10), we obtain (5.4).

From the previous theorem and Lemma 4.3, we obtain the boundedness of the gradient of a weak solution to (1.1).

Corollary 5.3. Let $\varphi$ satisfy Assumption 2.2 with (1.5), and $\mathbf{u}$ be a weak solution to (1.1). Then $D \mathbf{u} \in L_{\mathrm{loc}}^{\infty}\left(\Omega_{T}, \mathbb{R}^{N n}\right)$. Moreover, we have that for every $Q_{2 r} \Subset \Omega_{T}$,

$$
\begin{equation*}
\|D \mathbf{u}\|_{L^{\infty}\left(Q_{r}\left(z_{0}\right), \mathbb{R}^{N n}\right)} \leqslant c\left(f_{Q_{2 r}\left(z_{0}\right)} \varphi(|D \mathbf{u}|) \mathrm{d} z+1\right)^{\frac{2}{(n+2) p-2 n}} \tag{5.13}
\end{equation*}
$$

for some $c=c(n, N, p, q) \geqslant 1$.
Remark 5.4. When $\varphi(t)=t^{p}$ with $\frac{2 n}{n+2}<p<2$, the estimate (5.13) is exactly the same as [10, eq. (5.10)].

## 6. Hölder continuity of $D \mathbf{u}$ Revisited

We prove local Hölder continuity for the gradient of weak solution to (1.1), where $\varphi$ satisfies Assumption 2.3. We remark that the result was already obtained by Lieberman in [27] by assuming the local boundedness of $D \mathbf{u}$. In this section, we take advantage of the results of Section 5 and revisit his $C^{1, \alpha}$-regularity's proof, according to the setting of our paper. We also note that Lieberman's proof parallels the one given by Di Benedetto and Friedman [11, 12], using a measure theoretic approach. In addition, we are adapting the geometry of the cylinders accordingly, due to the growth conditions of the operator.

We define the intrinsic parabolic cylinder associated with an $N$-function $\varphi$ as

$$
Q_{r}^{\lambda}\left(x_{0}, t_{0}\right):=B_{r}\left(x_{0}\right) \times\left(t_{0}-r^{2} / \varphi^{\prime \prime}(\lambda), t_{0}\right] .
$$

where $\lambda, r>0$, and oscillation of a function $f: U \rightarrow \mathbb{R}^{m}$ by

$$
\operatorname{osc}_{U}^{\operatorname{osc}} f:=\sup _{x, y \in U}|f(x)-f(y)| .
$$

Now, we state the main result of this section.
Theorem 6.1. Let $\varphi:[0, \infty) \rightarrow[0, \infty)$ satisfy Assumption 2.3, and let $\mathbf{u}$ be a weak solution to the parabolic system (1.1). and $Q_{R}\left(z_{0}\right) \Subset \Omega_{T}$. If $D \mathbf{u} \in L_{\mathrm{loc}}^{\infty}\left(Q_{R}\left(z_{0}\right) ; \mathbb{R}^{N n}\right)$, then $D \mathbf{u} \in C_{l o c}^{0, \alpha}\left(Q_{R}\left(z_{0}\right) ; \mathbb{R}^{N n}\right)$ for some $\alpha \in(0,1)$ depending on $n, N, p, q, \gamma_{1}$ and $c_{h}$. Moreover, any $Q_{R}\left(z_{0}\right) \Subset \Omega_{T}, r \in(0, R)$ and $\lambda \geqslant\|D \mathbf{u}\|_{L^{\infty}\left(Q_{R}\left(z_{0}\right) ; \mathbb{R}^{N n}\right)}$, we have

$$
\underset{Q_{r}\left(z_{0}\right)}{\operatorname{Osc}} D \mathbf{u} \leqslant c \lambda\left(\max \left\{\varphi^{\prime \prime}(\lambda)^{\frac{1}{2}}, \varphi^{\prime \prime}(\lambda)^{-\frac{1}{2}}\right\} \frac{r}{R}\right)^{\alpha}
$$

for some $c=c\left(n, N, p, q, \gamma_{1}, c_{h}\right)>0$.
This result can be obtained by approximation via Lemma 4.3, once we obtain the analog of Theorem 6.1 for the gradients $D \mathbf{u}_{\varepsilon}$ of weak solutions $\mathbf{u}_{\varepsilon}$ to the approximating nondegenerate parabolic system (4.2), where $\varepsilon \in(0,1]$. This will be a consequence of the following two propositions (cfr. [27, Propositions 1.3 and 1.4]) for $\mathbf{u}_{\varepsilon}$. Note that all estimates in this section are independent of $\varepsilon \in(0,1]$. Thus, for simplicity, we shall write $\mathbf{u}=\mathbf{u}_{\varepsilon}$ and $\varphi=\varphi_{\varepsilon}$.

The first proposition provides an estimate on the oscillation of $D \mathbf{u}$ on subcylinders when $|D \mathbf{u}|$ is small on a small portion of the main cylinder.

Proposition 6.2. Let $\varphi:[0, \infty) \rightarrow[0, \infty)$ satisfy Assumption 2.3, and let $\mathbf{u}$ be a weak solution to (4.2). Suppose that for some $\lambda, R>0, Q_{R}^{\lambda}\left(z_{0}\right) \Subset \Omega_{T}$ and

$$
\begin{equation*}
|D \mathbf{u}| \leqslant \lambda \underset{24}{\operatorname{in}} Q_{R}^{\lambda}\left(z_{0}\right) . \tag{6.1}
\end{equation*}
$$

There exist $\sigma \in\left(0,2^{-(n+1)}\right)$ and $C \geqslant 1$ depending on $n, N, p, q, \gamma_{1}$ and $c_{h}$. such that if

$$
\begin{equation*}
\left|\{|D \mathbf{u}| \leqslant(1-\sigma) \lambda\} \cap Q_{R}^{\lambda}\left(z_{0}\right)\right| \leqslant \sigma\left|Q_{R}^{\lambda}\left(z_{0}\right)\right| \tag{6.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\underset{Q_{r}^{\top}\left(z_{0}\right)}{\operatorname{osc}} D \mathbf{u} \leqslant C\left(\frac{r}{R}\right)^{\frac{3}{4}} \underset{Q_{R}^{\lambda}\left(z_{0}\right)}{\operatorname{osc}} D \mathbf{u} \tag{6.3}
\end{equation*}
$$

for all $r \in(0, R)$.
If (6.2) fails, the following proposition gives an estimate of how $|D \mathbf{u}|$ decreases.
Proposition 6.3. Let $\varphi:[0, \infty) \rightarrow[0, \infty)$ satisfy Assumption 2.3, and let $\mathbf{u}$ be a weak solution to (4.2). Suppose that for some $\lambda, R>0, Q_{R}^{\lambda}\left(z_{0}\right) \Subset \Omega_{T}$ and (6.1) holds. For any $\sigma \in\left(0, \frac{1}{2}\right)$, there exists $\nu \in(0,1)$ depending on $n, N, p, q$ and $\sigma$ such that if

$$
\begin{equation*}
\left|\{|D \mathbf{u}| \leqslant(1-\sigma) \lambda\} \cap Q_{R}^{\lambda}\left(z_{0}\right)\right|>\sigma\left|Q_{R}^{\lambda}\left(z_{0}\right)\right| \tag{6.4}
\end{equation*}
$$

then

$$
\begin{equation*}
|D \mathbf{u}| \leqslant \nu \lambda \quad \text { in } \quad Q_{\sigma R / 2}^{\lambda}\left(z_{0}\right) . \tag{6.5}
\end{equation*}
$$

Proposition 6.2 and Proposition 6.3 will be proved in Subsection 6.1 and Subsection 6.2, respectively. In the remaining subsections, we always assume that $\varphi:[0, \infty) \rightarrow[0, \infty)$ satisfies Assumption 2.3, $\mathbf{u}$ is a weak solution to (4.2), and (6.1) holds for some $Q_{R}^{\lambda}\left(z_{0}\right) \Subset$ $\Omega_{T}$ with $\lambda, R>0$. In addition, without loss of generality, we further assume that assume (2.7) and $z_{0}=\left(x_{0}, t_{0}\right)=(0,0)=0$, and write $Q_{r}^{\lambda}=Q_{r}^{\lambda}(0)$ for all $r \in(0, R]$.
6.1. Proof of Proposition 6.2. Before starting the proof, we recall the following weighted version of Poincaré's inequality, which is quite elementary and can be deduced, for instance, from [13, Theorem 7].
Lemma 6.4. Suppose $f \in W^{1, p}\left(B_{R} ; \mathbb{R}^{m}\right)$ and $\xi \in L^{1}\left(B_{R}\right)$ is nonnegative and satisfies $\|\xi\|_{L^{1}\left(B_{R}\right)}=1$. Then we have

$$
\int_{B_{R}}\left|\frac{f-\langle f\rangle_{\xi}}{R}\right|^{p} \mathrm{~d} x \leqslant c \int_{B_{R}}|D f|^{p} \mathrm{~d} x
$$

for some $c=c(n, m, p)>0$, where $\langle f\rangle_{\xi}=\int f \xi \mathrm{~d} x$.
We first derive a higher integrability result for $D \mathbf{u}$ (cfr. [27, Lemma 4.2]).
Lemma 6.5. Let $\mathbf{P} \in \mathbb{R}^{N n}$ satisfying $\frac{\lambda}{2} \leqslant|\mathbf{P}| \leqslant \lambda$. There exist $\gamma, c>0$ depending on $n, N, p$ and $q$ such that

$$
\left(f_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-\mathbf{P}|^{2(1+\gamma)} \mathrm{d} z\right)^{\frac{1}{1+\gamma}} \leqslant c f_{Q_{R}^{\lambda}}|D \mathbf{u}-\mathbf{P}|^{2} \mathrm{~d} z
$$

Proof. Fix any $Q_{2 r}^{\lambda}\left(z_{1}\right) \subset Q_{R}^{\lambda}$ with $z_{1}=\left(x_{1}, t_{1}\right) \in Q_{R}^{\lambda}$ and $r \leqslant r_{1}<r_{2} \leqslant 2 r$. We further set $r_{3}=\frac{r_{1}+r_{2}}{2}, r_{4}=\frac{r_{1}+3 r_{2}}{4}$ and $t_{2}=t_{1}-\frac{r_{2}^{2}}{\varphi^{\prime \prime}(\lambda)}$. Note that $r_{1}<r_{3}<r_{4}<r_{2}$. We consider two cut-off functions. Let $\xi_{0} \in C_{0}^{\infty}\left(B_{r_{2}}\left(x_{1}\right)\right)$ satisfying $0 \leqslant \xi_{0} \leqslant 1, \xi_{0}=1$ in $B_{r_{4}}\left(x_{1}\right)$ and $\left|D \xi_{0}\right| \leqslant 8 /\left(r_{2}-r_{1}\right)$, and set $\xi=\left\|\xi_{0}\right\|_{L^{1}\left(B_{r_{2}}\right)}^{-1} \xi_{0}$. Note that $\left|B_{r}\right| \leqslant\left|B_{r_{4}}\right| \leqslant$ $\left\|\xi_{0}\right\|_{L^{1}\left(B_{r_{2}}\right)} \leqslant\left|B_{r_{2}}\right| \leqslant 2^{n}\left|B_{r}\right|$ and $\|\xi\|_{L^{1}\left(B_{r_{2}}\right)}=1$. Next, let $\zeta \in C^{\infty}\left(Q_{r_{2}}^{\lambda}\left(z_{1}\right)\right)$ such that $\zeta=0$ on $\partial_{\mathrm{p}} Q_{r_{2}}^{\lambda}\left(z_{1}\right), \zeta=1$ in $Q_{r_{1}}^{\lambda}\left(z_{1}\right)$,

$$
|D \zeta|^{2}+\left|D^{2} \zeta\right| \leqslant \frac{c}{\left(r_{2}-r_{1}\right)^{2}} \quad \text { and } \quad 0 \leqslant \zeta_{t} \leqslant \frac{c \varphi^{\prime \prime}(\lambda)}{\left(r_{2}-r_{1}\right)^{2}}
$$

Finally, define

$$
\begin{aligned}
& \qquad \mathbf{w}(z):=\mathbf{u}(z)-\mathbf{P}\left(x-x_{1}\right), \quad \mathbf{W}(t):=\int_{B_{r_{2}}\left(x_{1}\right)} \mathbf{w}(x, t) \xi(x) \mathrm{d} x \\
& \text { and } \quad \tilde{\mathbf{w}}:=\mathbf{w}-\mathbf{w}_{0} \text { with } \mathbf{w}_{0}:=\frac{\varphi^{\prime \prime}(\lambda)}{r^{2}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)} \mathbf{w} \xi \mathrm{d} z=f_{t_{2}}^{t_{1}} \mathbf{W}(t) \mathrm{d} t .
\end{aligned}
$$

We take $\zeta^{\chi} \tilde{\mathbf{w}}$ with $\chi \geqslant 2$ as a test function in the weak form of (1.1) to get, for every $\tau \in I_{r_{2}}^{\lambda}\left(t_{1}\right)$,

$$
\int_{t_{2}}^{\tau} \int_{B_{r_{2}\left(z_{1}\right)}}\left(\mathbf{w}_{t} \cdot \tilde{\mathbf{w}}\right) \zeta^{\chi} \mathrm{d} x \mathrm{~d} t+\int_{t_{2}}^{\tau} \int_{B_{r_{2}}\left(z_{1}\right)}(\mathbf{A}(D \mathbf{u})-\mathbf{A}(\mathbf{P})): D\left(\zeta^{\chi} \tilde{\mathbf{w}}\right) \mathrm{d} x \mathrm{~d} t=0
$$

which yields

$$
\begin{aligned}
& \sup _{\tau \in I_{r_{2}}^{\prime}\left(t_{1}\right)} \int_{B_{r_{2}}\left(x_{1}\right)}|\tilde{\mathbf{w}}|^{2} \zeta^{\chi} \mathrm{d} x+\int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)} \frac{\varphi^{\prime}(|D \mathbf{u}|+|\mathbf{P}|)}{|D \mathbf{u}|+|\mathbf{P}|}|D \mathbf{w}|^{2} \zeta^{\chi} \mathrm{d} z \\
& \leqslant \frac{c}{r_{2}-r_{1}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)} \frac{\varphi^{\prime}(|D \mathbf{u}|+|\mathbf{P}|)}{|D \mathbf{u}|+|\mathbf{P}|}|D \mathbf{w}||\tilde{\mathbf{w}}| \zeta^{\chi-1} \mathrm{~d} z+c \frac{\varphi^{\prime \prime}(\lambda)}{\left(r_{2}-r_{1}\right)^{2}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|\tilde{\mathbf{w}}|^{2} \zeta^{\chi-1} \mathrm{~d} z
\end{aligned}
$$

Here we used (2.19). Set

$$
S_{\chi}:=\sup _{\tau \in I I_{r_{2}}^{\lambda}\left(t_{1}\right)} \int_{B_{r_{2}\left(x_{1}\right)}}|\tilde{\mathbf{w}}|^{2} \zeta^{\chi} \mathrm{d} x
$$

Applying Young's inequality to the integrand of the first integral on the right hand side and using the facts that $\chi \geqslant 2,|D \mathbf{u}| \leqslant \lambda$ and $\frac{\lambda}{2} \leqslant|\mathbf{P}| \leqslant \lambda$, we have

$$
S_{\chi}+\varphi^{\prime \prime}(\lambda) \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{2} \zeta^{\chi} \mathrm{d} z \leqslant c \frac{\varphi^{\prime \prime}(\lambda)}{\left(r_{2}-r_{1}\right)^{2}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|\tilde{\mathbf{w}}|^{2} \zeta^{\chi-2} \mathrm{~d} z
$$

Then, when $\chi=4$ and $\chi=2$, we have

$$
\begin{equation*}
\int_{Q_{r_{1}}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z \leqslant c \frac{S_{2}^{\frac{2}{n+2}}}{\left(r_{2}-r_{1}\right)^{2}} \int_{t_{2}}^{t_{1}}\left(\int_{B_{r_{2}}\left(x_{1}\right)}|\tilde{\mathbf{w}}(x, t)|^{2} \mathrm{~d} x\right)^{\frac{n}{n+2}} \mathrm{~d} t \tag{6.6}
\end{equation*}
$$

and

$$
S_{2} \leqslant c \frac{\varphi^{\prime \prime}(\lambda)}{\left(r_{2}-r_{1}\right)^{2}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|\tilde{\mathbf{w}}|^{2} \mathrm{~d} z \leqslant c \frac{\varphi^{\prime \prime}(\lambda)}{\left(r_{2}-r_{1}\right)^{2}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}\left[|\mathbf{w}-\mathbf{W}(t)|^{2}+\left|\mathbf{w}_{0}-\mathbf{W}(t)\right|^{2}\right] \mathrm{d} z
$$

By Poincaré's inequality with the weight $\xi$ (Lemma 6.4) we see that for every $t \in I_{r_{2}}^{\lambda}\left(t_{1}\right)$

$$
\int_{B_{r_{2}}}|\mathbf{w}(x, t)-\mathbf{W}(t)|^{2} \mathrm{~d} x \leqslant c r^{2} \int_{B_{r_{2}}}|D \mathbf{w}(x, t)|^{2} \mathrm{~d} x .
$$

Moreover, by testing (4.2) with $\zeta=(\xi, \cdots, \xi)$ and using $|D \xi| \leqslant \frac{c}{r^{n}\left(r_{2}-r_{1}\right)}$ and (2.19) with $|D \mathbf{u}| \leqslant \lambda \leqslant 2|\mathbf{P}| \leqslant 2 \lambda$, we see that for every $t_{2}<\tau<\tau^{\prime}<t_{1}$,

$$
\begin{aligned}
\left|\mathbf{W}(\tau)-\mathbf{W}\left(\tau^{\prime}\right)\right| & =\left|\int_{\tau}^{\tau^{\prime}} \int_{B_{r_{2}\left(x_{1}\right)}}(\mathbf{A}(D \mathbf{u})-\mathbf{A}(\mathbf{P})): D \zeta \mathrm{~d} x \mathrm{~d} t\right| \\
& \leqslant c \frac{r^{2}}{\left(r_{2}-r_{1}\right)} f_{Q_{r_{2}}\left(z_{1}\right)}|D \mathbf{w}| \mathrm{d} z,
\end{aligned}
$$

hence for every $t \in\left(t_{2}, t_{1}\right)$,

$$
\begin{equation*}
\left|\mathbf{w}_{0}-\mathbf{W}(t)\right| \leqslant \sup _{t_{2}<\tau<\tau^{\prime}<t_{1}}\left|\mathbf{W}(\tau)-\mathbf{W}\left(\tau^{\prime}\right)\right| \leqslant c \frac{r^{2}}{\left(r_{2}-r_{1}\right)} f_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}| \mathrm{d} z \tag{6.7}
\end{equation*}
$$

Therefore, combining the above estimates together with Hölder's inequality, we have (6.8)

$$
S_{2} \leqslant c \frac{\varphi^{\prime \prime}(\lambda)}{\left(r_{2}-r_{1}\right)^{2}}\left(\frac{r^{4}}{\left(r_{2}-r_{1}\right)^{2}}+r^{2}\right) \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z \leqslant c \frac{\varphi^{\prime \prime}(\lambda) r^{4}}{\left(r_{2}-r_{1}\right)^{4}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z
$$

Moreover, by (6.7), a weighted Sobolev-Poincaré type inequality and Hölder's inequality, we also see that for every $t \in\left(t_{2}, t_{1}\right)$

$$
\begin{align*}
& \int_{B_{r_{2}}\left(x_{1}\right)}|\tilde{\mathbf{w}}(x, t)|^{2} \mathrm{~d} x \leqslant c \int_{B_{r_{2}}\left(x_{1}\right)}|\mathbf{w}(x, t)-\mathbf{W}(t)|^{2} \mathrm{~d} x+c r^{n}\left|\mathbf{W}(t)-\mathbf{w}_{0}\right|^{2} \\
& \leqslant c\left(\int_{B_{r_{2}}\left(x_{1}\right)}|D \mathbf{w}(x, t)|^{\frac{2 n}{n+2}} \mathrm{~d} x\right)^{\frac{n+2}{n}}+c \frac{r^{n+4}}{\left(r_{2}-r_{1}\right)^{2}}\left(f_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{\frac{2 n}{n+2}} \mathrm{~d} z\right)^{\frac{n+2}{n}} \tag{6.9}
\end{align*}
$$

Therefore, inserting (6.8) and (6.9) into (6.6) and using Young's inequality, we have that for every $0<r_{1}<r_{2} \leqslant r$,

$$
\begin{aligned}
& \int_{Q_{r_{1}}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z \leqslant \frac{c}{\left(r_{2}-r_{1}\right)^{2}}\left(\frac{\varphi^{\prime \prime}(\lambda) r^{4}}{\left(r_{2}-r_{1}\right)^{4}} \int_{Q_{r_{2}}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z\right)^{\frac{2}{n+2}} \\
& \times\left(\frac{r}{r_{2}-r_{1}}\right)^{\frac{2 n}{n+2}} \int_{Q_{r_{2}}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{\frac{2 n}{n+2}} \mathrm{~d} z \\
& \leqslant c\left(\frac{r}{r_{2}-r_{1}}\right)^{\frac{4(n+3)}{n+2}} \frac{\varphi^{\prime \prime}(\lambda)^{\frac{2}{n+2}}}{r^{2}}\left(\int_{Q_{r_{2}}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z\right)^{\frac{2}{n+2}} \int_{Q_{2 r}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{\frac{2 n}{n+2}} \mathrm{~d} z \\
& \leqslant \frac{1}{2}\left(\frac{r}{r_{2}-r_{1}}\right)^{2(n+3)} \int_{Q_{r_{2}}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z+c\left(\frac{\varphi^{\prime \prime}(\lambda)}{r^{n+2}}\right)^{\frac{2}{n}}\left(\int_{Q_{2 r}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{\frac{2 n}{n+2}} \mathrm{~d} z\right)^{\frac{n+2}{n}} .
\end{aligned}
$$

Then we can remove the first term on the right hand side, and have

$$
f_{Q_{r}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{2} \mathrm{~d} z \leqslant c\left(f_{Q_{2 r}^{\lambda}\left(z_{1}\right)}|D \mathbf{w}|^{\frac{2 n}{n+2}} \mathrm{~d} z\right)^{\frac{n+2}{n}}
$$

for every $Q_{r}^{\lambda}\left(z_{1}\right) \subset Q_{R}^{\lambda}$. Finally, applying Gehring's Lemma (cfr. [20, Theorem 6.6]), we obtain the conclusion.

Next we obtain an $L^{2}$-comparison estimate between $D \mathbf{u}$ and the gradient of a weak solution to a corresponding linear system with constant coefficients (cfr. [27, Lemma 4.3]). We recall (2.8) and the definition of $A_{i j}^{\alpha \beta}$ in (2.17), so that

$$
\begin{equation*}
\sum_{i, j, \alpha, \beta}\left|A_{i j}^{\alpha \beta}(\mathbf{Q})-A_{i j}^{\alpha \beta}(\mathbf{P})\right| \leqslant c_{h}\left(\frac{|\mathbf{Q}-\mathbf{P}|}{|\mathbf{Q}|}\right)^{\gamma_{1}} \varphi^{\prime \prime}(|\mathbf{Q}|) \quad \text { for } \quad|\mathbf{Q}-\mathbf{P}| \leqslant \frac{1}{2}|\mathbf{Q}| . \tag{6.10}
\end{equation*}
$$

Lemma 6.6. Let $\mathbf{P}=\left(P_{i}^{\alpha}\right) \in \mathbb{R}^{N n}$ satisfying $\frac{\lambda}{2} \leqslant|\mathbf{P}| \leqslant \lambda$, and $\mathbf{v}=\left(v_{i}^{\alpha}\right)$ be the weak solution to

$$
\left\{\begin{array}{l}
\left(v^{\alpha}\right)_{t}-\left(A_{i j}^{\alpha \beta}(\mathbf{P}) v_{x_{j}}^{\beta}\right)_{x_{i}}=0 \quad \text { in } Q_{R / 2}^{\lambda}, \quad \alpha=1,2, \ldots, N,  \tag{6.11}\\
\mathbf{v}=\mathbf{u} \text { on } \partial_{p} Q_{R / 2}^{\lambda}
\end{array}\right.
$$

Then for every $\varepsilon_{0} \in\left(0, \frac{1}{2}\right)$,

$$
f_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-D \mathbf{v}|^{2} \mathrm{~d} z \leqslant c\left[\varepsilon_{0}^{2 \gamma_{1}}+\varepsilon_{0}^{-2 \gamma} \lambda^{-2 \gamma}\left(f_{Q_{R}^{\lambda}}|D \mathbf{u}-\mathbf{P}|^{2} \mathrm{~d} z\right)^{\gamma}\right] f_{Q_{R}^{\lambda}}|D \mathbf{u}-\mathbf{P}|^{2} \mathrm{~d} z
$$

for some $c=c\left(n, N, p, q, \gamma_{1}, c_{h}\right)>0$, where $\gamma>0$ is from Lemma 6.5
Proof. Observe the u satisfies

$$
\left(u^{\alpha}\right)_{t}-\left(A_{i j}^{\alpha \beta}(\mathbf{P}) u_{x_{j}}^{\beta}\right)_{x_{i}}=-\left(A_{i j}^{\alpha \beta}(\mathbf{P})\left(u_{x_{j}}^{\beta}-P_{j}^{\beta}\right)+[\mathbf{A}(\mathbf{P})]_{i}^{\alpha}-[\mathbf{A}(D \mathbf{u})]_{i}^{\alpha}\right)_{x_{i}}=:-\left(H_{i}^{\alpha}\right)_{x_{i}}
$$

for every $\alpha=1,2, \ldots, N$. By taking $u^{\alpha}-v^{\alpha}$ as a test function in the weak form of the above two equations, we have

$$
\begin{aligned}
\frac{1}{2} \int_{B_{R / 2}}|\mathbf{u}(x, 0)-\mathbf{v}(x, 0)|^{2} \mathrm{~d} x+\int_{Q_{R / 2}^{\lambda}} A_{i j}^{\alpha \beta}(\mathbf{P})\left(u_{x_{j}}^{\beta}-v_{x_{j}}^{\beta}\right) & \left(u_{x_{i}}^{\alpha}-v_{x_{i}}^{\alpha}\right) \mathrm{d} z \\
& =\int_{Q_{R / 2}^{\lambda}} H_{i}^{\alpha}\left(u_{x_{i}}^{\alpha}-v_{x_{i}}^{\alpha}\right) \mathrm{d} z
\end{aligned}
$$

and

$$
f_{Q_{R / 2}^{\lambda}} \varphi^{\prime \prime}(|\mathbf{P}|)|D \mathbf{u}-D \mathbf{v}|^{2} \mathrm{~d} z \leqslant \frac{c}{\varphi^{\prime \prime}(|\mathbf{P}|)} f_{Q_{R / 2}^{\lambda}}|\mathbf{H}|^{2} \mathrm{~d} z
$$

where $\mathbf{H}=\left(H_{i}^{\alpha}\right)$. We note that

$$
\begin{aligned}
H_{i}^{\alpha} & =A_{i j}^{\alpha \beta}(\mathbf{P})\left(u_{x_{j}}^{\beta}-P_{j}^{\beta}\right)+[\mathbf{A}(\mathbf{P})]_{i}^{\alpha}-[\mathbf{A}(D \mathbf{u})]_{i}^{\alpha} \\
& =A_{i j}^{\alpha \beta}(\mathbf{P})\left(u_{x_{j}}^{\beta}-P_{j}^{\beta}\right)-\left(\int_{0}^{1} A_{i j}^{\alpha \beta}(\tau D \mathbf{u}+(1-\tau) \mathbf{P}) \mathrm{d} \tau\right)\left(u_{x_{j}}^{\beta}-P_{j}^{\beta}\right) .
\end{aligned}
$$

If $|D \mathbf{u}-\mathbf{P}| \leqslant \varepsilon_{0}|\mathbf{P}|$, by (6.10)

$$
|\mathbf{H}| \leqslant c\left(\int_{0}^{1}\left[\frac{|\tau(D \mathbf{u}-\mathbf{P})|}{|\mathbf{P}|}\right]^{\gamma_{1}} \mathrm{~d} \tau\right) \varphi^{\prime \prime}(|\mathbf{P}|)|D \mathbf{u}-\mathbf{P}| \leqslant c \varepsilon_{0}^{\gamma_{1}} \varphi^{\prime \prime}(|\mathbf{P}|)|D \mathbf{u}-\mathbf{P}|
$$

If $|D \mathbf{u}-\mathbf{P}|>\varepsilon_{0}|\mathbf{P}|$, then by (2.18) and (6.1)

$$
|\mathbf{H}| \leqslant c \varphi^{\prime \prime}(|\mathbf{P}|)|D \mathbf{u}-\mathbf{P}| \leqslant c \varepsilon_{0}^{-\gamma} \varphi^{\prime \prime}(|\mathbf{P}|)|\mathbf{P}|^{-\gamma}|D \mathbf{u}-\mathbf{P}|^{1+\gamma}
$$

where $\gamma$ is from Lemma 6.5. Combining the above results we have
$f_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-D \mathbf{v}|^{2} \mathrm{~d} z \leqslant c\left(\varepsilon_{0}^{2 \gamma_{1}} f_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-\mathbf{P}|^{2} \mathrm{~d} z+c \varepsilon_{0}^{-2 \gamma} \lambda^{-2 \gamma} f_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-\mathbf{P}|^{2(1+\gamma)} \mathrm{d} z\right)$.
Therefore, applying Lemma 6.5, we obtain the desired estimate.
Set $\overline{\mathbf{v}}(x, t):=\mathbf{v}\left(R x, \frac{R^{2}}{\varphi^{\prime \prime}(\lambda)} t\right)$, where $\mathbf{v}$ is a weak solution to (6.11) with $\mathbf{P} \in \mathbb{R}^{N n}$ satisfying $\frac{\lambda}{2} \leqslant|\mathbf{P}| \leqslant \lambda$. Then $\overline{\mathbf{v}}$ is a weak solution to

$$
\bar{v}_{t}^{\alpha}-\left(\frac{A_{i j}^{\alpha \beta}(\mathbf{P})}{\varphi^{\prime \prime}(\lambda)} \bar{v}_{x_{j}}^{\beta}\right)_{x_{i}}=0 \quad \text { in } \quad Q_{1 / 2}, \quad \alpha=1,2, \ldots, N
$$

Since $\bar{L}^{-1}|\boldsymbol{\omega}|^{2} \leqslant \frac{A_{i j}^{\alpha \beta}(\mathbf{P})}{\varphi^{\prime \prime}(\lambda)} \omega_{i}^{\alpha} \omega_{j}^{\beta} \leqslant \bar{L}|\boldsymbol{\omega}|^{2}$ for all $\boldsymbol{\omega}=\left(\omega_{i}^{\alpha}\right) \in \mathbb{R}^{N n}$ and some $\bar{L} \geqslant 1$, by regularity theory for linear parabolic systems with constant coefficients (see, for instance, [20, XI. Theorem 6.6] with its proof), we have that for every $\rho \in\left(0, \frac{1}{2}\right)$,

$$
\int_{Q_{\rho}}\left|D \overline{\mathbf{v}}-(D \overline{\mathbf{v}})_{Q_{\rho}}\right|^{2} \mathrm{~d} z \leqslant c \rho^{2} \int_{Q_{1 / 2}}\left|D \overline{\mathbf{v}}-(D \overline{\mathbf{v}})_{Q_{1 / 2}}\right|^{2} \mathrm{~d} z
$$

which implies the following estimate for $\mathbf{v}$ : for every $\rho \in\left(0, \frac{R}{2}\right)$,

$$
\begin{equation*}
\int_{Q_{P}^{\lambda}}\left|D \mathbf{v}-(D \mathbf{v})_{Q_{\rho}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant c\left(\frac{\rho}{R}\right)^{n+4} \int_{Q_{R / 2}^{\lambda}}\left|D \mathbf{v}-(D \mathbf{v})_{Q_{R / 2}^{\lambda}}\right|^{2} \mathrm{~d} z \tag{6.12}
\end{equation*}
$$

The estimate (6.12) is a key ingredient to obtain the following result, which provides an estimate for the decay of the mean oscillation of $D \mathbf{u}$ on each scale (cfr. [27, Lemma 4.4]).

Lemma 6.7. Suppose

$$
\left|(D \mathbf{u})_{Q_{R}^{\lambda}}\right| \geqslant \frac{1}{2} \lambda \quad \text { and } \quad f_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \varepsilon \lambda^{2}
$$

for some $\varepsilon \in(0,1)$. Then for every $\theta, \varepsilon_{0} \in\left(0, \frac{1}{2}\right)$, we have

$$
\int_{Q_{\theta R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{\theta R}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant c_{1}\left(\varepsilon_{0}^{2 \gamma_{1}}+\varepsilon_{0}^{-2 \gamma} \varepsilon^{\gamma}+\theta^{n+4}\right) \int_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z
$$

for some $c_{1} \geqslant 1$, where $\gamma>0$ is from Lemma 6.5.
Proof. By Lemma 6.6 with $\mathbf{P}=(D \mathbf{u})_{Q_{R}^{\lambda}}$ and (6.12), we have that for every $\theta \in\left(0, \frac{1}{2}\right)$,

$$
\begin{aligned}
\int_{Q_{\theta R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{\theta R}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant 2 \int_{Q_{R}^{\lambda}}|D \mathbf{u}-D \mathbf{v}|^{2} \mathrm{~d} z+2 \int_{Q_{\theta R}^{\lambda}}\left|D \mathbf{v}-(D \mathbf{v})_{Q_{\theta R}^{\lambda}}\right|^{2} \mathrm{~d} z \\
\quad \leqslant c\left[\varepsilon_{0}^{2 \gamma_{1}}+\varepsilon_{0}^{-2 \gamma} \varepsilon^{\gamma}\right] \int_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z+c \theta^{n+4} \int_{Q_{R / 2}^{\lambda}}\left|D \mathbf{v}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z
\end{aligned}
$$

This concludes the proof.
The counterpart of [27, Lemma 4.5] is the following result.
Lemma 6.8. There exist small constants $\theta, \varepsilon \in(0,1)$ such if

$$
\left|(D \mathbf{u})_{Q_{R}^{\lambda}}\right| \geqslant \frac{3}{4} \lambda \quad \text { and } \quad f_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \varepsilon \lambda^{2}
$$

then for every $m \in \mathbb{N}$,

$$
\left|(D \mathbf{u})_{Q_{R_{m}}}\right| \geqslant\left(\frac{1}{2}+\frac{1}{2^{2+m}}\right) \lambda, \text { where } R_{m}:=\theta^{m} R
$$

and

$$
\begin{aligned}
f_{Q_{R_{m}}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R_{m}}^{\lambda}}\right|^{2} \mathrm{~d} z & \leqslant \theta^{\frac{3}{2}} f_{Q_{R_{m-1}}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R_{m-1}}^{\lambda}}\right|^{2} \mathrm{~d} z \\
& \leqslant \cdots \leqslant \theta^{\frac{3}{2} m} f_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z
\end{aligned}
$$

In particular, we have that for every $r \in(0, R]$,

$$
f_{Q_{r}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{r}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \theta^{-n-\frac{7}{2}}\left(\frac{r}{R}\right)^{\frac{3}{2}} f_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z .
$$

Proof. Choose $\theta, \varepsilon$ and $\varepsilon_{0}$ small so that

$$
\theta \leqslant \min \left\{\left(4 c_{1}\right)^{-2}, 2^{-4 / 3}\right\}, \quad \varepsilon_{0} \leqslant\left(\frac{\theta^{n+7 / 2}}{4 c_{1}}\right)^{\frac{1}{2 \gamma_{1}}}, \quad \varepsilon \leqslant \min \left\{\varepsilon_{0}^{2}\left[\theta^{n+7 / 2} /\left(4 c_{1}\right)\right]^{1 / \eta}, 2^{-6} \theta^{2 n+4}\right\}
$$

where the constant $c_{1} \geqslant 1$ is from the preceding lemma. We prove the lemma by induction. We first obtain the desired estimates when $m=1$. By the preceding lemma, we have

$$
f_{Q_{\theta R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{\hat{\theta} R}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \theta^{3 / 2} f_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right|^{2} \mathrm{~d} z,
$$

which is the desired second estimate when $m=1$. Moreover,

$$
\left|(D \mathbf{u})_{Q_{\theta R}^{\lambda}}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right| \leqslant \theta^{-n-2} f_{Q_{R}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R}^{\lambda}}\right| \mathrm{d} z \leqslant \theta^{-n-2} \varepsilon^{1 / 2} \lambda \leqslant \frac{1}{8} \lambda
$$

hence

$$
\left|(D \mathbf{u})_{Q_{\theta R}^{\lambda}}\right| \geqslant\left|(D \mathbf{u})_{Q_{R}^{\lambda}}\right|-\frac{1}{8} \lambda \geqslant\left(\frac{1}{2}+\frac{1}{2^{3}}\right) \lambda .
$$

This is the first estimate when $m=1$.
Next, we suppose the estimates hold for all $m \leqslant m_{0}$. Then from the first and the second inequalities when $m=m_{0}$ we see that

$$
\left|(D \mathbf{u})_{Q_{R m_{0}}^{\lambda}}\right| \geqslant\left(\frac{1}{2}+\frac{1}{2^{2+m_{0}}}\right) \lambda>\frac{1}{2} \lambda \text { and } f_{Q_{R_{m_{0}}}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R m_{0}}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \varepsilon \theta^{\frac{3}{2} m_{0}} \lambda^{2}<\varepsilon \lambda^{2}
$$

Therefore, applying the preceding lemma with $R$ replaced by $R_{m_{0}}$ and the second inequality when $m=m_{0}$, we see that

$$
f_{Q_{R_{m_{0}+1}}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R_{m_{0}+1}}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \theta^{3 / 2} f_{Q_{R_{m_{0}}}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R_{m_{0}}}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \theta^{\frac{3}{2}\left(m_{0}+1\right)} \varepsilon \lambda^{2}
$$

This is the second estimate when $m=m_{0}+1$. Moreover, by the first estimate when $m=m_{0}$ and the upper bounds of $\theta$ and $\varepsilon$,

$$
\left|(D \mathbf{u})_{Q_{R_{m_{0}+1}}^{\lambda}}-(D \mathbf{u})_{Q_{R_{m_{0}}}^{\lambda}}\right| \leqslant \frac{1}{\theta^{n+2}} f_{Q_{R_{m_{0}}}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R_{m_{0}}}^{\lambda}}\right| \mathrm{d} z \leqslant \frac{\theta^{\frac{3}{4} m_{0}} \varepsilon^{\frac{1}{2}}}{\theta^{n+2}} \lambda \leqslant \frac{1}{2^{3+m_{0}}} \lambda
$$

Therefore we have

$$
\left|(D \mathbf{u})_{Q_{R_{m_{0}+1}}^{\lambda}}\right| \geqslant\left|(D \mathbf{u})_{Q_{R_{m_{0}}}^{\lambda}}\right|-\frac{1}{2^{3+m_{0}}} \lambda \geqslant\left(\frac{1}{2}+\frac{1}{2^{3+m_{0}}}\right) \lambda .
$$

This is the first estimate when $m=m_{0}+1$, and the proof is concluded.
We conclude the list of the auxiliary results needed to prove Proposition 6.2 with the following one, which corresponds to [27, Lemma 4.6]. For a $\sigma>0$ small enough such that (6.2) holds, we have that the average of $D \mathbf{u}$ is comparable with $\lambda$ and that $D \mathbf{u}$ remains close to its average.

Lemma 6.9. For $\varepsilon>0$, there exists $\sigma=\sigma(\varepsilon) \in\left(0,2^{-(n+2)}\right)$ such that if $\sigma$ satisfies (6.2), then

$$
\frac{7}{8} \lambda \leqslant\left|(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right| \leqslant \lambda
$$

and

$$
f_{Q_{R / 2}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|^{2} \leqslant \varepsilon \lambda^{2}
$$

Proof. Let $f(s):=(s-(1-2 \theta) \lambda)_{+}$with $\theta \in(0,1 / 4)$ to be determined and $F(s):=$ $\int_{0}^{s} \tau f(\tau) \mathrm{d} \tau$. Note that we have that
(i) when $f(|D \mathbf{u}|)>0, \frac{1}{2} \lambda<(1-2 \theta) \lambda \leqslant|D \mathbf{u}| \leqslant \lambda\left(\right.$ hence $\left.2^{-q} \varphi(\lambda) \leqslant \varphi(|D \mathbf{u}|) \leqslant \varphi(\lambda)\right)$ and $f^{\prime}(|D \mathbf{u}|)=1$;
(ii) $0 \leqslant f(|D \mathbf{u}|) \leqslant 2 \theta \lambda$ and $0 \leqslant F(|D \mathbf{u}|) \leqslant 4 \theta^{2} \lambda^{3}$.

Let $\xi \in C_{0}^{\infty}\left(B_{R}\right)$ and $\eta \in C^{\infty}(\mathbb{R})$ be cut-off functions such that $\xi \equiv 1$ in $B_{R / 2},|D \xi| \leqslant \frac{4}{R}$, $\eta \equiv 0$ in $\left(-\infty,-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}\right), \eta \equiv 1$ in $\left(-\frac{R^{2}}{4 \varphi^{\prime \prime}(\lambda)}, \infty\right)$ and $0 \leqslant \eta_{t} \leqslant \frac{8 \varphi^{\prime \prime}(\lambda)}{R^{2}}$. Then, the Caccioppoli estimate (5.2) with $\rho=R, \tau_{1}=-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}$ and $\tau_{2}=-\frac{R^{2}}{4 \varphi^{\prime \prime}(\lambda)}$ yields

$$
\begin{aligned}
\int_{A((1-\theta) \lambda, R / 2)} \varphi^{\prime \prime}(\lambda) \theta \lambda\left|D^{2} \mathbf{u}\right|^{2} \mathrm{~d} z & \leqslant c \int_{Q_{R / 2}^{\lambda}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} f(|D \mathbf{u}|)\left|D^{2} \mathbf{u}\right|^{2} \mathrm{~d} z \\
& \leqslant c R^{-2} \int_{Q_{R}^{\lambda}}\left[\varphi^{\prime}(|D \mathbf{u}|) \frac{f(|D \mathbf{u}|)^{2}}{f^{\prime}(|D \mathbf{u}|)}+\varphi^{\prime \prime}(|D \mathbf{u}|) F(|D \mathbf{u}|)\right] \mathrm{d} z \\
& \leqslant c R^{-2}\left|\{|D \mathbf{u}|>(1-2 \theta) \lambda\} \cap Q_{R}^{\lambda}\right| \theta^{2} \lambda \varphi(\lambda)
\end{aligned}
$$

where $A(k, r):=\left\{z \in Q_{r}^{\lambda}:|D \mathbf{u}(z)|>k\right\}$. Note that in the second inequality, we used the fact that $\varphi^{\prime \prime}(\lambda) \leqslant 2^{q+2} \varphi^{\prime \prime}(|D \mathbf{u}|)$ when $F(|D \mathbf{u}|)>0$. Hence we have

$$
\begin{equation*}
\int_{A((1-\theta) \lambda, R / 2)}\left|D^{2} \mathbf{u}\right|^{2} \mathrm{~d} z \leqslant c \theta R^{-2} \lambda^{2}\left|\{|D \mathbf{u}|>(1-2 \theta) \lambda\} \cap Q_{R}^{\lambda}\right| \tag{6.13}
\end{equation*}
$$

Let $h_{0} \in C^{1}(\mathbb{R})$ be increasing such that $h_{0}(t)=0$ for $t \leqslant 3 \lambda / 4, h_{0}(t)=1$ for $t>7 \lambda / 8$, and $h_{0}^{\prime} \leqslant 16 \lambda^{-1}$, and set $\mathbf{h}(z)=h_{0}(|D \mathbf{u}(z)|) D \mathbf{u}(z)$. Then we have $|D \mathbf{h}|^{2} \leqslant c\left|D^{2} \mathbf{u}\right|^{2}$. Let $\xi_{0} \in C_{0}^{\infty}\left(B_{R / 2}\right)$ be a cut-off function such that $0 \leqslant \xi_{0} \leqslant 1$ with $\xi_{0} \equiv 1$ in $B_{R / 4}$ and $\left|D^{2} \xi_{0}\right|+\left|D \xi_{0}\right|^{2} \leqslant c / R^{2}$, and $\xi=\left\|\xi_{0}\right\|_{L^{1}\left(B_{R / 2}\right)}^{-1} \xi_{0} \approx \frac{\xi_{0}}{R^{n}}$. Set

$$
\mathbf{W}(t):=\int_{B_{R}} D \mathbf{u}(x, t) \xi(x) \mathrm{d} x, \quad \mathbf{W}_{h}(t):=\int_{B_{R}} \mathbf{h}(x, t) \xi(x) \mathrm{d} x
$$

and

$$
\mathbf{W}_{0}=\frac{\varphi^{\prime \prime}(\lambda)}{R^{2}} \int_{-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}}^{0} \int_{B_{R}} D \mathbf{u}(x, t) \xi(x) \mathrm{d} x \mathrm{~d} t=f_{-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}}^{0} \mathbf{W}(t) \mathrm{d} t .
$$

Note that by Lemma 6.4 with $f=\mathbf{h}(\cdot, t)$ and $p=\frac{2 n}{n+1}$, we have

$$
\begin{align*}
\iint_{Q_{R / 2}^{\lambda}}\left|\mathbf{h}(x, t)-\mathbf{W}_{h}(t)\right|^{2} \mathrm{~d} x \mathrm{~d} t & \leqslant c \lambda^{\frac{2}{n+1}} \iint_{Q_{R / 2}^{\lambda}}\left|\mathbf{h}(x, t)-\mathbf{W}_{h}(t)\right|^{\frac{2 n}{n+1}} \mathrm{~d} x \mathrm{~d} t  \tag{6.14}\\
& \leqslant c\left(\left|B_{R}\right| \lambda\right)^{\frac{2}{n+1}} \int_{Q_{R / 2}^{\lambda}}|D \mathbf{h}|^{\frac{2 n}{n+1}} \mathrm{~d} z
\end{align*}
$$

Set

$$
\Sigma_{0}:=A(3 \lambda / 4, R / 2) \backslash A((1-\sigma) \lambda, R / 2) \quad \text { and } \quad \Sigma:=A((1-\sigma) \lambda, R / 2) .
$$

Since $|D \mathbf{h}|=0$ on $Q_{R / 2}^{\lambda} \backslash A(3 \lambda / 4, R / 2)$, we have

$$
\int_{Q_{R / 2}^{\lambda}}|D \mathbf{h}|^{\frac{2 n}{n+1}} \mathrm{~d} z=\int_{\Sigma_{0}}|D \mathbf{h}|^{\frac{2 n}{n+1}} \mathrm{~d} z+\int_{\Sigma}|D \mathbf{h}|^{\frac{2 n}{n+1}} \mathrm{~d} z
$$

By Hölder's inequality, (6.2) and (6.13) with $\theta=\frac{1}{4}$, the first term on the right hand side can be estimated as

$$
\int_{\Sigma_{0}}|D \mathbf{h}|^{\frac{2 n}{n+1}} \mathrm{~d} z \leqslant\left|\Sigma_{0}\right|^{\frac{1}{n+1}}\left(\int_{A(3 \lambda / 4, R / 2)}|D \mathbf{h}|^{2} \mathrm{~d} z\right)^{\frac{n}{n+1}} \leqslant c \sigma^{\frac{1}{n+1}} \lambda^{\frac{2 n}{n+1}} R^{-\frac{2 n}{n+1}}\left|Q_{R}^{\lambda}\right|
$$

Moreover, by (6.13) with $\theta=\sigma$

$$
\begin{aligned}
\int_{\Sigma}|D \mathbf{h}|^{\frac{2 n}{n+1}} \mathrm{~d} z & \leqslant\left|Q_{R}^{\lambda}\right|^{\frac{1}{n+1}}\left(\int_{A((1-\sigma) \lambda, R / 2)}|D \mathbf{h}|^{2} \mathrm{~d} z\right)^{\frac{n}{n+1}} \\
& \leqslant c \sigma^{\frac{n}{n+1}} \lambda^{\frac{2 n}{n+1}} R^{-\frac{2 n}{n+1}}\left|Q_{R}^{\lambda}\right|
\end{aligned}
$$

Therefore, we have

$$
\int_{Q_{R / 2}^{\lambda}}|D \mathbf{h}|^{\frac{2 n}{n+1}} \mathrm{~d} z \leqslant c \sigma^{\frac{1}{n+1}} \lambda^{\frac{2 n}{n+1}} R^{-\frac{2 n}{n+1}}\left|Q_{R}^{\lambda}\right|
$$

hence, inserting this into (6.14),

$$
\begin{equation*}
\iint_{Q_{R / 2}^{\lambda}}\left|\mathbf{h}(x, t)-\mathbf{W}_{h}(t)\right|^{2} \mathrm{~d} x \mathrm{~d} t \leqslant c \sigma^{\frac{1}{n+1}} \lambda^{2}\left|Q_{R}^{\lambda}\right| . \tag{6.15}
\end{equation*}
$$

Note that

$$
\left|D \mathbf{u}-\mathbf{w}_{0}\right|^{2} \leqslant c\left(|D \mathbf{u}-\mathbf{h}|^{2}+\left|\mathbf{h}-\mathbf{W}_{h}\right|^{2}+\left|\mathbf{W}_{h}-\mathbf{W}\right|^{2}+\left|\mathbf{W}-\mathbf{w}_{0}\right|^{2}\right) .
$$

First, by (6.2) with the definition of $\mathbf{h}$, we have

$$
\begin{equation*}
\int_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-\mathbf{h}|^{2} \mathrm{~d} z=\int_{Q_{R / 2}^{\lambda} \backslash \Sigma}\left(1-h_{0}(|D \mathbf{u}|)\right)^{2}|D \mathbf{u}|^{2} \mathrm{~d} z \leqslant \sigma \lambda^{2}\left|Q_{R}^{\lambda}\right| . \tag{6.16}
\end{equation*}
$$

Moreover, by Hölder's inequality and the definition of $\zeta$, we also have

$$
\begin{align*}
& \int_{Q_{R / 2}^{\lambda}}\left|\mathbf{W}_{h}-\mathbf{W}\right|^{2} \mathrm{~d} z=\left|B_{R / 2}\right| \int_{-R^{2} /\left(4 \varphi^{\prime \prime}(\lambda)\right)}^{0}\left|\int_{B_{R / 2}}(D \mathbf{u}(x, t)-\mathbf{h}(x, t)) \xi(x) \mathrm{d} x\right|^{2} \mathrm{~d} t \\
& \leqslant\left|B_{R / 2}\right| \int_{-R^{2} /\left(4 \varphi^{\prime \prime}(\lambda)\right)}^{0}\left[\int_{B_{R / 2}}(D \mathbf{u}(x, t)-\mathbf{h}(x, t))^{2} \mathrm{~d} x\right]\left[\int_{B_{R / 2}} \xi^{2} \mathrm{~d} x\right] \mathrm{d} t  \tag{6.17}\\
& \leqslant c \int_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-\mathbf{h}|^{2} \mathrm{~d} z \leqslant c \sigma \lambda^{2}\left|Q_{R}^{\lambda}\right| .
\end{align*}
$$

Second, since $\mathbf{u}=\mathbf{u}_{\varepsilon}$ is a weak solution to (4.2), by testing (4.2) with $\zeta=\left(\xi_{x_{i}}, \ldots, \xi_{x_{i}}\right) \in$ $C_{0}^{\infty}\left(B_{R}, \mathbb{R}^{N}\right), i=1,2, \ldots, n$, we have that for every $-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}<\tau<\tau^{\prime}<0$,

$$
\int_{B_{r}}\left(u_{x_{i}}^{\alpha}\left(x, \tau^{\prime}\right)-u_{x_{i}}^{\alpha}(x, \tau)\right) \xi(x) d x=\int_{\tau}^{\tau^{\prime}} \int_{B_{R}}\left([\mathbf{A}(D \mathbf{u})]^{\alpha}-\left[\mathbf{A}(\mathbf{W}(t)]^{\alpha}\right)\right) \cdot D \xi_{x_{i}} \mathrm{~d} z,
$$

$\alpha=1,2, \ldots, N$, hence, using (2.19) and the facts that $|D \mathbf{u}| \leqslant \lambda$ in $Q_{R}^{\lambda}$ and $\varphi(t) / t^{p-1}$ is increasing,

$$
\begin{align*}
\mid \mathbf{W}\left(\tau^{\prime}\right) & -\mathbf{W}(\tau)\left|\leqslant c \int_{Q_{R / 2}^{\lambda}}\right| \mathbf{A}(D \mathbf{u})-\mathbf{A}(\mathbf{W}(t))| | D^{2} \xi \mid \mathrm{d} z \\
& \leqslant \frac{c}{R^{n+2}} \int_{Q_{R / 2}^{\lambda}} \frac{\varphi^{\prime}(|D \mathbf{u}|+|\mathbf{W}(t)|)}{|D \mathbf{u}|+|\mathbf{W}(t)|}(|D \mathbf{u}|+|\mathbf{W}(t)|)^{2-p}|D \mathbf{u}-\mathbf{W}(t)|^{p-1} \mathrm{~d} z \\
& \leqslant c \frac{\varphi^{\prime}(\lambda)}{\lambda^{p-1} R^{n+2}} \int_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-\mathbf{W}|^{p-1} \mathrm{~d} z  \tag{6.18}\\
& \leqslant c \lambda^{2-p}\left(f_{Q_{R / 2}^{\lambda}}|D \mathbf{u}-\mathbf{W}|^{2} \mathrm{~d} z\right)^{\frac{p-1}{2}} .
\end{align*}
$$

Applying the estimates (6.15), (6.16) and (6.17), we obtain for every $-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}<\tau<\tau^{\prime}<0$,

$$
\left|\mathbf{W}\left(\tau^{\prime}\right)-\mathbf{W}(\tau)\right| \leqslant c \lambda^{2-p}\left(\sigma^{\frac{1}{n+1}} \lambda^{2}\right)^{\frac{p-1}{2}} \leqslant c \sigma^{\frac{p-1}{2(n+1)}} \lambda,
$$

which also implies

$$
\begin{equation*}
\int_{Q_{R / 2}^{\lambda}}\left|\mathbf{W}-\mathbf{w}_{0}\right|^{2} \mathrm{~d} z \leqslant c\left|Q_{R}^{\lambda}\right| \sup _{-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}<\tau<\tau^{\prime}<0}\left|\mathbf{W}\left(\tau^{\prime}\right)-\mathbf{W}(\tau)\right|^{2} \leqslant c \sigma^{\frac{p-1}{n+1}} \lambda^{2}\left|Q_{R}^{\lambda}\right| \tag{6.19}
\end{equation*}
$$

Therefore, combining the results in (6.15)-(6.19), we have

$$
f_{Q_{R / 2}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant f_{Q_{R / 2}^{\lambda}}\left|D \mathbf{u}-\mathbf{w}_{0}\right|^{2} \mathrm{~d} z \leqslant c \sigma^{\frac{p-1}{n+1}} \lambda^{2}
$$

This implies the second desired estimate by choosing $\sigma$ sufficiently small. Moreover, since $|D \mathbf{u}| \leqslant\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|+\left|(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|$ and by the assumption of the lemma

$$
\left|\{|D \mathbf{u}|>(1-\sigma) \lambda\} \cap Q_{R / 2}^{\lambda}\right|>(1-\sigma)\left|Q_{R / 2}^{\lambda}\right|>\left(1-2^{-(n+2)}\right)\left|Q_{R / 2}^{\lambda}\right|,
$$

we have

$$
\begin{aligned}
\left|(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right| & \geqslant f_{Q_{R / 2}^{\lambda}}|D \mathbf{u}| \mathrm{d} z-\left(f_{Q_{R / 2}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \\
& \geqslant\left[(1-\sigma)\left(1-2^{-(n+2)}\right)-c \sigma^{\frac{p-1}{2(n+1)}}\right] \lambda
\end{aligned}
$$

Finally, by choosing $\sigma$ sufficiently small we obtain the first desired estimate.
We are now in position to prove Proposition 6.2.
Proof of Proposition 6.2. As we mentioned above, we assume $z_{0}=0$. Let $\varepsilon>0$ be given from Proposition 6.8. With this $\varepsilon$, we determine $\sigma$ as in Lemma 6.9 with $\frac{\varepsilon}{2}$ in place of $\varepsilon$, and suppose that $Q_{R}^{\lambda}=Q_{R}^{\lambda}(0)$ satisfies (6.2). Therefore, we have

$$
\frac{7}{8} \lambda \leqslant\left|(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right| \leqslant \lambda
$$

and

$$
f_{Q_{R / 2}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|^{2} \mathrm{~d} z \leqslant \frac{\varepsilon}{2} \lambda .
$$

Choose $z_{1}=\left(x_{1}, t_{1}\right) \in Q_{R}^{\lambda}$ such that $\max \left\{\left|x_{1}\right|, \sqrt{\varphi^{\prime \prime}(\lambda)\left|t_{1}\right|}\right\}<\varepsilon^{\prime} R$, where $\varepsilon^{\prime} \in(0,1 / 2)$ is a small constant to be determined. Then $Q_{R / 2}^{\lambda}\left(z_{1}\right) \subset Q_{R}^{\lambda}$ and $\left|Q_{R / 2}^{\lambda}\left(z_{1}\right) \backslash Q_{R / 2}^{\lambda}\right|, \mid Q_{R / 2}^{\lambda} \backslash$ $Q_{R / 2}^{\lambda}\left(z_{1}\right)\left|\leqslant c \varepsilon^{\prime}\right| Q_{R}^{\lambda} \mid$ for some $c>0$ depending $n$ if $\varepsilon^{\prime}$ is sufficiently small. Therefore, by (6.1) and the preceding two inequalities, we have

$$
\begin{aligned}
& f_{Q_{R / 2}^{\lambda}\left(z_{1}\right)}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}}\left(z_{1}\right)\right|^{2} \mathrm{~d} z \\
& \leqslant \frac{1}{\left|Q_{R / 2}^{\lambda}\right|} \int_{Q_{R / 2}^{\lambda}\left(z_{1}\right) \backslash Q_{R / 2}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|^{2} \mathrm{~d} z+f_{Q_{R / 2}^{\lambda}}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|^{2} \mathrm{~d} z \\
& \leqslant\left(c \varepsilon^{\prime}+\frac{\varepsilon}{2}\right) \lambda^{2} \leqslant \varepsilon \lambda^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|(D \mathbf{u})_{Q_{R / 2}^{\lambda}\left(z_{1}\right)}\right| & \geqslant\left|(D \mathbf{u})_{Q_{R / 2}^{\lambda}}\right|-\left|(D \mathbf{u})_{Q_{R / 2}^{\lambda}}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}\left(z_{1}\right)}\right| \\
& \geqslant \frac{7}{8} \lambda-\frac{1}{\left|Q_{R / 2}^{\lambda}\right|} \int_{\left(Q_{R / 2}^{\lambda}\left(z_{1}\right) \backslash Q_{R / 2}^{\lambda}\right) \cup\left(Q_{R / 2}^{\lambda} \backslash Q_{R / 2}^{\lambda}\left(z_{1}\right)\right)}|D \mathbf{u}| \mathrm{d} z \\
& \geqslant \frac{7}{8} \lambda-c \varepsilon^{\prime} \lambda \geqslant \frac{3}{4} \lambda .
\end{aligned}
$$

provided that $\varepsilon^{\prime}$ is sufficiently small. Therefore, by Lemma 6.8 with $Q_{R / 2}^{\lambda}\left(z_{1}\right)$ in place of $Q_{R}^{\lambda}$, we obtain that for every $z_{1} \in Q_{R / 2}^{\lambda}$ and every $0<r<\frac{R}{2}$ we have

$$
\begin{equation*}
f_{Q_{r}^{\lambda}\left(z_{1}\right)}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{r}^{\lambda}\left(z_{1}\right)}\right|^{2} d z \leqslant c\left(\frac{r}{R}\right)^{3 / 2} f_{Q_{R / 2}^{\lambda}\left(z_{1}\right)}\left|D \mathbf{u}-(D \mathbf{u})_{Q_{R / 2}^{\lambda}\left(z_{1}\right)}\right|^{2} \mathrm{~d} z \tag{6.20}
\end{equation*}
$$

Consequently, the desired oscillation decay estimate (6.3) follows from (6.20) by the standard embedding argument by Campanato in the parabolic setting (see for instance [28, Lemma 4.3]).
6.2. Proof of Proposition 6.3. We start with a density result from (6.4) (cfr. [27, Lemma 6.2]).

Lemma 6.10. Suppose (6.4) holds for some $\sigma \in\left(0, \frac{1}{2}\right)$. There exists $m_{1} \in \mathbb{N}$ depending on $\sigma$ such that

$$
\sup _{\substack{\frac{R^{2}}{2 \varphi^{\prime \prime}(\lambda)}} t \leqslant 0}\left|\left\{|D \mathbf{u}(x, t)|>\left(1-2^{-m_{1}} \sigma\right) \lambda\right\} \cap B_{\tilde{\sigma} R}\right| \leqslant \tilde{\sigma}\left|B_{\tilde{\sigma} R}\right| \text {, where } \tilde{\sigma}:=\left(1-\frac{\sigma}{2}\right)^{\frac{1}{n+2}} \text {. }
$$

Proof. Step 1. We first prove that there exists $t_{1} \in\left(-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)},-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}\right)$ such that

$$
\begin{equation*}
\left|\left\{x \in B_{R}:\left|D \mathbf{u}\left(x, t_{1}\right)\right|>(1-\sigma) \lambda\right\}\right| \leqslant\left(1-\frac{\sigma}{2}\right)\left|B_{R}\right| \tag{6.21}
\end{equation*}
$$

Set

$$
I:=\int_{-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}}^{-\frac{\sigma R^{2}}{2 \varphi^{n}(\lambda)}}\left|\left\{x \in B_{R}:|D \mathbf{u}(x, t)|>(1-\sigma) \lambda\right\}\right| \mathrm{d} t .
$$

Then by (6.4),

$$
I \leqslant\left|\{|D \mathbf{u}|>(1-\sigma) \lambda\} \cap Q_{R}^{\lambda}\right| \leqslant(1-\sigma) \frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}\left|B_{R}\right| .
$$

On the other hand, by the mean value theorem for integrals, there exists $t_{1} \in\left(-\frac{R^{2}}{\varphi^{\prime \prime}(\lambda)},-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}\right)$ such that

$$
I=\left|\left\{x \in B_{R}:\left|D \mathbf{u}\left(x, t_{1}\right)\right|>(1-\sigma) \lambda\right\}\right|\left(1-\frac{\sigma}{2}\right) \frac{R^{2}}{\varphi^{\prime \prime}(\lambda)}
$$

This inequality with $\frac{1-\sigma}{1-\sigma / 2}<1-\frac{\sigma}{2}$ yields (6.21).
Step 2. Let

$$
\Psi(s):=\ln _{+}\left(\frac{\sigma}{1-s / \lambda+2^{1-m} \sigma}\right), \quad 0 \leqslant s \leqslant \lambda
$$

where $g_{+}(s):=\max \{g(s), 0\}$ and $m \in \mathbb{N}$ with $m \geqslant 2$, and set

$$
f(s):=\frac{2 \Psi(s) \Psi^{\prime}(s)}{s}, \quad 0 \leqslant s \leqslant \lambda
$$

Then we have the following straightforward properties for $\Psi$ and $f$ :
(i) $0 \leqslant \Psi(s) \leqslant(m-1) \ln 2$ and $\Psi(s)=0$ if and only if $0 \leqslant s \leqslant\left(1-\sigma+2^{1-m} \sigma\right) \lambda$;
(ii) for $\left(1-\sigma+2^{1-m} \sigma\right) \lambda<s<\lambda, \Psi^{\prime}(s)=\frac{1}{\left(1+2^{1-m_{\sigma}} \sigma \lambda-s\right.}$ and $\Psi^{\prime \prime}(s)=\Psi^{\prime}(s)^{2}$;
(iii) for $\left(1-\sigma+2^{1-m} \sigma\right) \lambda<s<\lambda, f^{\prime}(s)=\frac{2(1+\Psi(s)) \Psi^{\prime}(s)^{2}}{s}-\frac{f(s)}{s}>0$;
(iv) $F(s):=\int_{0}^{s} \tau f(\tau) \mathrm{d} \tau=\Psi(s)^{2}$.

Choose any $\tilde{t} \in\left[-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}, 0\right]$ and let $t_{1}$ be that given from (6.21). Then from the proof of Lemma 5.1 (applying (5.3) to $I_{2}$ ) with $\rho=R, \tau_{1}=t_{1}, \tau_{2}=\tilde{t}$ and $\eta \equiv 1$, we deduce that

$$
\begin{align*}
& \int_{B_{R}} F(|D \mathbf{u}(x, \tilde{t})|) \xi^{2} \mathrm{~d} x \\
& \quad+\int_{t_{1}}^{\tilde{t}} \int_{B_{R}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|}\left(f(|D \mathbf{u}|)\left|D^{2} \mathbf{u}\right|^{2}+\frac{f^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \frac{\left|D\left(|D \mathbf{u}|^{2}\right)\right|^{2}}{4}\right) \xi^{2} \mathrm{~d} x \mathrm{~d} t  \tag{6.22}\\
& \leqslant \int_{B_{R}} F\left(\left|D \mathbf{u}\left(x, t_{1}\right)\right|\right) \xi^{2} \mathrm{~d} x+c \int_{t_{1}}^{\tilde{t}} \int_{B_{R}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|}\left|D\left(|D \mathbf{u}|^{2}\right)\right| f(|D \mathbf{u}|) \xi|D \xi| \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

where $\xi \in C_{0}^{\infty}\left(B_{R}\right)$ is a cut-off function satisfying that $\xi \equiv 1$ on $B_{\tilde{\sigma} R}$ and $|D \xi| \leqslant \frac{2}{(1-\tilde{\sigma}) R}$. For what concerns the left hand side, applying (iii) and (iv), we have

$$
\begin{aligned}
(\text { LHS of }(6.22)) \geqslant & \int_{B_{R}} \Psi(|D \mathbf{u}(x, \tilde{t})|)^{2} \xi^{2} \mathrm{~d} x \\
& +\int_{t_{1}}^{\tilde{t}} \int_{B_{R}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \frac{(\Psi(|D \mathbf{u}|)+1) \Psi^{\prime}(|D \mathbf{u}|)^{2}}{|D \mathbf{u}|^{2}} \frac{\mid D\left(\left.|D \mathbf{u}|^{2}\right|^{2}\right.}{2} \xi^{2} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

On the other hand, as for the right hand side, Young's inequality with the definition of $f$ and (iv) yields.

$$
\begin{aligned}
(\text { RHS of }(6.22)) \leqslant & \int_{B_{R}} \Psi\left(\left|D \mathbf{u}\left(x, t_{1}\right)\right|\right)^{2} \xi^{2} \mathrm{~d} x+c \int_{t_{1}}^{\tilde{t}} \int_{B_{R}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \Psi(|D \mathbf{u}|)|D \xi|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \left.+\frac{1}{4} \int_{t_{1}}^{\tilde{t}} \int_{B_{R}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \frac{\Psi(|D \mathbf{u}|) \Psi^{\prime}(|D \mathbf{u}|)^{2}}{|D \mathbf{u}|^{2}} \right\rvert\, D\left(\left.|D \mathbf{u}|^{2}\right|^{2} \xi^{2} \mathrm{~d} x \mathrm{~d} t\right.
\end{aligned}
$$

Therefore, we have

$$
\begin{align*}
\int_{B_{\tilde{\sigma} R}} & \Psi(|D \mathbf{u}(x, \tilde{t})|)^{2} \mathrm{~d} x  \tag{6.23}\\
& \leqslant \int_{B_{R}} \Psi\left(\left|D \mathbf{u}\left(x, t_{1}\right)\right|\right)^{2} \mathrm{~d} x+\frac{c}{(1-\tilde{\sigma})^{2} R^{2}} \int_{\tilde{t}}^{t_{2}} \int_{B_{R}} \frac{\varphi^{\prime}(|D \mathbf{u}|)}{|D \mathbf{u}|} \Psi(|D \mathbf{u}|) \mathrm{d} x \mathrm{~d} t
\end{align*}
$$

For the left hand side, we see that

$$
\begin{aligned}
(\text { LHS of }(6.23)) & \geqslant \Psi\left(\left(1-2^{-m} \sigma\right) \lambda\right)^{2}\left|\left\{|D \mathbf{u}(x, \tilde{t})|>\left(1-2^{-m} \sigma\right) \lambda\right\} \cap B_{\tilde{\sigma} R}\right| \\
& \geqslant((m-2) \ln 2)^{2}\left|\left\{|D \mathbf{u}(x, \tilde{t})|>\left(1-2^{-m} \sigma\right) \lambda\right\} \cap B_{\tilde{\sigma} R}\right| .
\end{aligned}
$$

On the other hand, to estimate the right hand side, we apply Step 1 and (i) to get

$$
\begin{aligned}
(\text { RHS of }(6.23)) \leqslant & ((m-1) \ln 2)^{2}\left|\left\{x \in B_{R}:\left|D \mathbf{u}\left(x, t_{1}\right)\right|>\left(1-\sigma+2^{1-m} \sigma\right) \lambda\right\}\right| \\
& +\frac{c(m-1) \ln 2}{(1-\sigma)(1-\tilde{\sigma})^{2}}\left|B_{R}\right| \\
\leqslant & \left\{((m-1) \ln 2)^{2} \frac{\left(1-\frac{\sigma}{2}\right)}{\tilde{\sigma}^{n}}+\frac{c(m-1)}{\tilde{\sigma}^{n}}\right\}\left|B_{\tilde{\sigma} R}\right| \\
\leqslant & \left\{((m-1) \ln 2)^{2} \tilde{\sigma}^{2}+\frac{c(m-1)}{\tilde{\sigma}^{n}}\right\}\left|B_{\tilde{\sigma} R}\right| .
\end{aligned}
$$

Therefore, combining the above results, we have

$$
\left|\left\{|D \mathbf{u}(x, \tilde{t})|>\left(1-2^{-m} \sigma\right) \lambda\right\} \cap B_{\tilde{\sigma} R}\right| \leqslant\left\{\left(\frac{m-1}{m-2}\right)^{2} \tilde{\sigma}^{2}+\frac{c_{*}(m-1)}{\tilde{\sigma}^{n}(m-2)^{2}}\right\}\left|B_{\tilde{\sigma} R}\right| .
$$

Finally, by choosing $m \in \mathbb{N}$ sufficiently large so that

$$
\left(\frac{m-1}{m-2}\right)^{2} \leqslant \frac{1+\tilde{\sigma}}{2 \tilde{\sigma}} \quad \text { and } \quad \frac{m-1}{(m-2)^{2}} \leqslant \frac{\tilde{\sigma}^{n+1}(1-\tilde{\sigma})}{2 c_{*}}
$$

we obtain the conclusion.

We note that $\tilde{\sigma}>\frac{\sigma}{2}$ since $\sigma \in\left(0, \frac{1}{2}\right)$. Now, we are ready for proving Proposition 6.3.
Proof of Proposition 6.3. We remark that constants $c$ in the proof depend also on $\sigma$.
Step 1. Let

$$
f(t):=\frac{\left(t-\left(1-\nu_{1}\right) \lambda\right)_{+}^{\chi-1}}{t}, \quad \chi \geqslant 2
$$

where $\nu_{1} \in\left(0, \frac{1}{2}\right)$ is a sufficiently small constant to be determined, and set $F(t):=$ $\int_{0}^{t} s f(s) d s=\frac{1}{\chi}\left(t-\left(1-\nu_{1}\right) \lambda\right)_{+}^{\chi}$. Note that, since $f^{\prime}(t)=\frac{\left(t-\left(1-\nu_{1}\right) \lambda\right)^{x-2}\left((\chi-2) t+\left(1-\nu_{1}\right) \lambda\right)}{t^{2}}$ if $t>\left(1-\nu_{1}\right) \lambda$, we have

$$
f^{\prime}(t) \geqslant \frac{\left(t-\left(1-\nu_{1}\right) \lambda\right)_{+}^{\chi-2}\left(1-\nu_{1}\right)}{\lambda} \geqslant \frac{\left(t-\left(1-\nu_{1}\right) \lambda\right)_{+}^{\chi-2}}{2 \lambda} \text { for } 0<t \leqslant \lambda,
$$

and

$$
\frac{f(t)^{2}}{f^{\prime}(t)}=\frac{\left(t-\left(1-\nu_{1}\right) \lambda\right)_{+}^{\chi}}{(\chi-2) t+\left(1-\nu_{1}\right) \lambda} \leqslant \frac{\left(t-\left(1-\nu_{1}\right) \lambda\right)_{+}^{\chi}}{\left(1-\nu_{1}\right) \lambda} \leqslant 2 \frac{\left(t-\left(1-\nu_{1}\right) \lambda\right)_{+}^{\chi}}{\lambda} .
$$

Let $\xi_{0} \in C_{0}^{\infty}\left(B_{\tilde{\sigma} R}\right)$ be a cut-off function with $0 \leqslant \xi_{0} \leqslant 1, \xi_{0} \equiv 1$ on $B_{\tilde{\sigma} R / 2}$ and $\left|D \xi_{0}\right| \leqslant \frac{4}{\tilde{\sigma} R}$, and $\eta_{0} \in C^{\infty}(\mathbb{R})$ with $0 \leqslant \eta_{0} \leqslant 1, \eta_{0} \equiv 0$ in $\left(-\infty,-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}\right], \eta_{0} \equiv 1$ in $\left[-\frac{\sigma R^{2}}{4 \varphi^{\prime \prime}(\lambda)}, \infty\right)$ and $0 \leqslant\left(\eta_{0}\right)_{t} \leqslant \frac{8 \varphi^{\prime \prime}(\lambda)}{\sigma R^{2}}$. Set $\xi=\xi_{0}^{\frac{(n+2) x-n}{2}}, \eta=\eta_{0}^{(n+2) \chi-n}$. Then applying (5.2) with $\rho=\tilde{\sigma} R, \tau_{1}=t_{1}$ and $\tau_{2}=t^{\prime} \in\left(-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}, 0\right)$, and using the fact that $\frac{1}{2} \lambda \leqslant|D \mathbf{u}| \leqslant \lambda$
when $|D \mathbf{u}|>\left(1-\nu_{1}\right) \lambda$, we have

$$
\begin{aligned}
& \frac{1}{\chi} \int_{B_{\tilde{\sigma} R}} w\left(x, t^{\prime}\right)^{\chi} \zeta\left(x, t^{\prime}\right)^{(n+2) \chi-n} \mathrm{~d} x+\varphi^{\prime \prime}(\lambda) \int_{t_{1}}^{t^{\prime}} \int_{B_{\tilde{\sigma} R}} w^{\chi-2} \frac{\left|D\left(|D \mathbf{u}|^{2}\right)\right|^{2}}{|D \mathbf{u}|^{2}} \xi^{2} \eta \mathrm{~d} x \mathrm{~d} t \\
& \leqslant c \int_{t_{1}}^{t^{\prime}} \int_{B_{\tilde{\sigma} R}}\left[\varphi^{\prime \prime}(\lambda) w^{\chi}|D \xi|^{2} \eta+\frac{1}{\chi} w^{\chi} \xi^{2} \eta_{t}\right] \mathrm{d} x \mathrm{~d} t \\
& \leqslant c \chi \int_{t_{1}}^{t^{\prime}} \int_{B_{\tilde{\sigma} R}}\left[\varphi^{\prime \prime}(\lambda) w^{\chi}\left|D \xi_{0}\right|^{2} \zeta^{(n+2) \chi-n-2}+w^{\chi}\left(\eta_{0}\right)_{t} \zeta^{(n+2) \chi-n-1}\right] \mathrm{d} x \mathrm{~d} t \\
& \leqslant c \chi \frac{\varphi^{\prime \prime}(\lambda)}{R^{2}} \int_{t_{1}}^{t^{\prime}} \int_{B_{\tilde{\sigma} R}} w^{\chi}\left(\zeta^{(n+2) \chi-n-2}+\zeta^{(n+2) \chi-n-1}\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

where we denote

$$
w:=\left(|D \mathbf{u}|-\left(1-\nu_{1}\right) \lambda\right)_{+} \quad \text { and } \quad \zeta:=\xi_{0} \eta_{0} .
$$

Moreover, since $D\left(w^{\frac{\chi}{2}} \xi\right)=\frac{\chi}{4} w^{\frac{\chi-2}{2}} \frac{D\left(|D \mathbf{u}|^{2}\right)}{|D \mathbf{u}|} \xi+w^{\frac{\chi}{2}} D \xi$ and $0 \leqslant \zeta \leqslant 1$,

$$
\begin{align*}
& \sup _{-\frac{\sigma^{2}}{2 \varphi^{\prime \prime}(\lambda)}<t<0} \int_{B_{\tilde{\sigma} R}} w^{\chi} \zeta^{(n+2) \chi-n} \mathrm{~d} x+\varphi^{\prime \prime}(\lambda) \int_{-\frac{\sigma R^{2}}{2 \varphi^{\prime}(\lambda)}}^{0} \int_{B_{\tilde{\sigma} R}}\left|D\left(w^{\frac{\chi}{2}} \zeta^{\frac{(n+2) \chi-n}{2}}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t  \tag{6.24}\\
& \leqslant c \chi^{3} \frac{\varphi^{\prime \prime}(\lambda)}{R^{2}} \int_{-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}}^{0} \int_{B_{\tilde{\sigma} R}} w^{\chi} \zeta^{(n+2) \chi-n-2} \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

Setting

$$
\bar{w}:=w \zeta^{n+2},
$$

by Hölder's inequality and Sobolev's inequality we have

$$
\begin{aligned}
& \int_{-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}}^{0} \int_{B_{\tilde{\sigma} R}} \bar{w}^{\chi\left(1+\frac{2}{n}\right)} \zeta^{-n-2} \mathrm{~d} x \mathrm{~d} t \\
& \leqslant \int_{-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}}^{0}\left(\int_{B_{\bar{\sigma} R}} \bar{w}^{\chi} \zeta^{-n} \mathrm{~d} x\right)^{\frac{2}{n}}\left(\int_{B_{\tilde{\sigma} R}}\left(\bar{w}^{\frac{\chi}{2}} \zeta^{\frac{-n}{2}}\right)^{\frac{2 n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \mathrm{~d} t \\
& \leqslant c \sup _{-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}<t<0}\left(\int_{B_{\tilde{\sigma} R}} \bar{w}^{\chi} \zeta^{-n} \mathrm{~d} x\right)^{\frac{2}{n}} \int_{-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}}^{0} \int_{B_{\tilde{\sigma} R}}\left|D\left(\bar{w}^{\frac{\chi}{2}} \zeta^{-\frac{n}{2}}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leqslant c \varphi^{\prime \prime}(\lambda)^{\frac{2}{n}}\left(\frac{\chi^{3}}{R^{2}} \int_{-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}}^{0} \int_{B_{\tilde{\sigma} R}} \bar{w}^{\chi} \zeta^{-n-2} \mathrm{~d} x \mathrm{~d} t\right)^{1+\frac{2}{n}} .
\end{aligned}
$$

We further set $\tilde{Q}:=B_{\tilde{\sigma} R} \times\left(-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}, 0\right]$. Then we have

$$
f_{\tilde{Q}} \bar{w}^{\chi\left(1+\frac{2}{n}\right)} \zeta^{-n-2} \mathrm{~d} z \leqslant c \chi^{3\left(1+\frac{2}{n}\right)}\left(f_{\tilde{Q}} \bar{w}^{\chi} \zeta^{-n-2} \mathrm{~d} z\right)^{1+\frac{2}{n}}, \quad \chi \geqslant 2 .
$$

We now apply Moser's iteration. For $m=0,1,2, \ldots$, we set

$$
\chi_{m}=2 \theta^{m}, \quad \text { where } \theta:=1+\frac{2}{n}
$$

and

$$
J_{m}:=f_{\tilde{Q}} \bar{w}^{\chi_{m}} \zeta^{-n-2} \mathrm{~d} z
$$

Then we have that for $m=2,3, \ldots$,

$$
\begin{aligned}
J_{m} \leqslant c \chi_{m-1}^{\theta} J_{m-1}^{3 \theta} \leqslant c^{1+\theta} \theta^{3 \theta} \chi_{m-2}^{3 \theta+3 \theta^{2}} J_{m-2}^{\theta^{2}} \leqslant \cdots & \leqslant c^{\frac{\theta^{m}-1}{\theta-1}} \theta^{\frac{3 \theta}{\theta-1}}\left(\frac{\theta\left(\theta^{m-1}-1\right)}{\theta-1}-1\right) 2^{\frac{\theta\left(\theta^{m}-1\right)}{\theta-1}} J_{0}^{\theta^{m}} \\
& \leqslant\left(c J_{0}\right)^{\theta^{m}}
\end{aligned}
$$

which together with $\bar{w}=w \zeta^{n+2}$ yields

$$
\|w\|_{L^{\infty}(\tilde{Q})}=\left\|\bar{w} \zeta^{-n-2}\right\|_{L^{\infty}(\tilde{Q})}=\lim _{m \rightarrow \infty} J_{m}^{\frac{1}{x m}} \leqslant c\left(f_{\tilde{Q}} \bar{w}^{2} \zeta^{-n-2} \mathrm{~d} z\right)^{\frac{1}{2}} \leqslant c\left(f_{\tilde{Q}} w^{2} \mathrm{~d} z\right)^{\frac{1}{2}}
$$

and by the definitions of $w$ and $\tilde{Q}=B_{\tilde{\sigma} R} \times\left(-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}, 0\right] \supset Q_{\sigma R / 2}^{\lambda}$,

$$
\begin{align*}
\left\|\left(|D \mathbf{u}|-\left(1-\nu_{1}\right) \lambda\right)_{+}\right\|_{L^{\infty}\left(Q_{\sigma R / 2}^{\lambda}\right)} & \leqslant c\left(f_{\tilde{Q}} w^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \\
& \leqslant c \nu_{1} \lambda\left(\frac{\left|\left\{\left(|D \mathbf{u}|-\left(1-\nu_{1}\right) \lambda\right)_{+}>0\right\} \cap \tilde{Q}\right|}{|\tilde{Q}|}\right)^{\frac{1}{2}} \tag{6.25}
\end{align*}
$$

Step 2. Now, we show that the ratio of measures on the right hand side of (6.25) is sufficiently small if $\nu_{1}$ is small. We follow the argument in [11, Lemma 6.4]. We start recalling the following well-known Poincaré-type inequality, see for instance [11, Lemma $6.3]$ : for $v \in W^{1,2}\left(B_{r}\right)$ and $k<l$,

$$
\begin{equation*}
(l-k)\left|\{v>l\} \cap B_{r}\right|^{1-\frac{1}{n}} \leqslant c \frac{r^{n}}{\left|B_{r} \backslash\{v>k\}\right|} \int_{\{k<v \leqslant l\} \cap B_{r}}|D v| \mathrm{d} x . \tag{6.26}
\end{equation*}
$$

Let $m_{2}$ be a positive number determined later, which is larger than the constant $m_{1}$ determined in Lemma 6.10, and $j \in\left\{m_{1}, m_{1}+1, \ldots, m_{2}-1\right\}$. Putting $l=\left(1-\frac{\sigma}{2^{j+1}}\right) \lambda$, $k=\left(1-\frac{\sigma}{2^{2 j}}\right) \lambda, v=|D \mathbf{u}(\cdot, t)|$ and $r=\tilde{\sigma} R$, and applying Lemma 6.10 we have that for $t \in\left[-\frac{\sigma R^{2}}{\varphi^{\prime \prime}(\lambda)}, 0\right]$,

$$
\begin{aligned}
& \frac{\sigma \lambda}{2^{j+1}}\left|\left\{|D \mathbf{u}(x, t)|>\left(1-\frac{\sigma}{2^{j+1}}\right) \lambda\right\} \cap B_{\tilde{\sigma} R}\right| \\
& \leqslant c \frac{R^{n+1}}{\left|B_{\tilde{\sigma} R} \backslash\left\{|D \mathbf{u}(x, t)|>\left(1-\frac{\sigma}{2^{j}}\right) \lambda\right\}\right|} \int_{\{k<|D \mathbf{u}|(x, t) \leqslant l\} \cap B_{\tilde{\sigma} R}}|D[|D \mathbf{u}(x, t)|]| \mathrm{d} x \\
& \leqslant c \frac{R}{1-\left(1-\frac{\sigma}{2}\right)^{1 /(n+2)}} \int_{\{k<|D \mathbf{u}(x, t)| \leqslant l\} \cap B_{\sigma_{\tilde{\sigma} R}}}|D[|D \mathbf{u}(x, t)|]| \mathrm{d} x \\
& \leqslant c R \int_{\{k<|D \mathbf{u}(x, t)| \leqslant l\} \cap B_{\tilde{\sigma} R}}|D[|D \mathbf{u}(x, t)|]| \mathrm{d} x .
\end{aligned}
$$

In addtion, by Hölder's inequality,

$$
\begin{aligned}
& \int_{\{k<|D \mathbf{u}(x, t)| \leqslant l\} \cap B_{\tilde{\sigma} R}}|D[|D \mathbf{u}(x, t)|]| \mathrm{d} x \\
& \leqslant\left(\int_{\{k<|D \mathbf{u}(x, t)| \leqslant l\} \cap B_{\tilde{\sigma} R}}\left|D\left(|D \mathbf{u}(x, t)|-\left(1-\frac{\sigma}{2^{j}}\right) \lambda\right)_{+}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}\left|\{k<|D \mathbf{u}(x, t)| \leqslant l\} \cap B_{\tilde{\sigma} R}\right|^{\frac{1}{2}}
\end{aligned}
$$

Therefore inserting this into the above estimate, integrating both the sides for $t$ from $-\frac{\sigma R^{2}}{2 \varphi^{\prime \prime}(\lambda)}$ to 0 and using Hölder's inequality, we have

$$
\begin{aligned}
& \frac{\sigma \lambda}{2^{j+1}}\left|\left\{|D \mathbf{u}|>\left(1-\frac{\sigma}{2^{j+1}}\right) \lambda\right\} \cap \tilde{Q}\right| \\
& \leqslant c R\left(\int_{\{k<|D \mathbf{u}| \leqslant l\} \cap \tilde{Q}}\left|D\left(|D \mathbf{u}|-\left(1-\frac{\sigma}{2^{j}}\right) \lambda\right)_{+}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}}|\{k<|D \mathbf{u}| \leqslant l\} \cap \tilde{Q}|^{\frac{1}{2}}
\end{aligned}
$$

Moreover, using almost the same analysis as the one employed to derive (6.24), we also obtain

$$
\begin{aligned}
\int_{\{k<|D \mathbf{u}| \leqslant l\} \cap \tilde{Q}}\left|D\left(|D \mathbf{u}|-\left(1-\frac{\sigma}{2^{j}}\right) \lambda\right)_{+}\right|^{2} \mathrm{~d} z & \leqslant \int_{\tilde{Q}}\left|D\left(|D \mathbf{u}|-\left(1-\frac{\sigma}{2^{j}}\right) \lambda\right)_{+}\right|^{2} \mathrm{~d} z \\
& \leqslant \frac{c}{(1-\tilde{\sigma})^{2} R^{2}} \int_{Q_{R}^{\lambda}}\left(|D \mathbf{u}|-\left(1-\frac{\sigma}{2^{j}}\right) \lambda\right)_{+}^{2} \mathrm{~d} z
\end{aligned}
$$

Combining the above results with the facts that $|D \mathbf{u}| \leqslant \lambda$ in $Q_{R}^{\lambda}$ and $\left|Q_{R}^{\lambda}\right| \leqslant \frac{c(n)}{\sigma^{n}}|\tilde{Q}|$, we have

$$
\left(\frac{\left|\left\{|D \mathbf{u}|>\left(1-\frac{\sigma}{2^{j+1}}\right) \lambda\right\} \cap \tilde{Q}\right|}{|\tilde{Q}|}\right)^{2} \leqslant c \frac{\left|\left\{\left(1-\frac{\sigma}{2^{j}}\right) \lambda<|D \mathbf{u}| \leqslant\left(1-\frac{\sigma}{2^{j+1}}\right) \lambda\right\} \cap \tilde{Q}\right|}{|\tilde{Q}|}
$$

Then summing over $j$ from $m_{1}$ to $m_{2}-1$,

$$
\left(m_{2}-m_{1}\right)\left(\frac{\left|\left\{|D \mathbf{u}|>\left(1-\frac{\sigma}{2^{m_{2}}}\right) \lambda\right\} \cap \tilde{Q}\right|}{|\tilde{Q}|}\right)^{2} \leqslant c
$$

which implies

$$
\frac{\left|\left\{|D \mathbf{u}|>\left(1-v_{1}\right) \lambda\right\} \cap \tilde{Q}\right|}{|\tilde{Q}|}=\frac{\left|\left\{|D \mathbf{u}|>\left(1-\frac{\sigma}{2^{m_{2}}}\right) \lambda\right\} \cap \tilde{Q}\right|}{|\tilde{Q}|} \leqslant \frac{c}{\sqrt{m_{2}-m_{1}}}
$$

where we choose

$$
\nu_{1}=\frac{\sigma}{2^{m_{2}}} .
$$

Step 3. We insert the previous estimate into (6.25) to get

$$
\left\|\left(|D \mathbf{u}|-\left(1-\nu_{1}\right) \lambda\right)_{+}\right\|_{L^{\infty}\left(Q_{\sigma R / 2}^{\lambda}\right)} \leqslant \frac{c_{\sigma} \nu_{1} \lambda}{\left(m_{2}-m_{1}\right)^{1 / 4}}
$$

for some $c_{\sigma}>0$ depending on $n, N, p, q$ and $\sigma$. At this stage, we determine $m_{2}$ depending on $n, N, p, q$ and $\sigma$ such that $\frac{c_{\sigma}}{\left(m_{2}-m_{1}\right)^{1 / 4}} \leqslant \frac{1}{2}$, hence $\nu_{1}=\frac{\sigma}{2^{m_{2}}}$ is also determined. Then we obtain

$$
\left\|\left(|D \mathbf{u}|-\left(1-\nu_{1}\right) \lambda\right)_{+}\right\|_{L^{\infty}\left(Q_{\sigma R / 2}^{\lambda}\right)} \leqslant \frac{\nu_{1}}{2} \lambda,
$$

which implies (6.5) with $\nu:=1-\frac{\nu_{1}}{2}$ since $Q_{\sigma 9}^{\lambda}{ }_{39}^{\lambda} \subset \tilde{Q}$.
6.3. Proof of Theorem 6.1. We are now in position to prove the main result, Theorem 6.1. Arguing as in [27, Corollary 1.2], it will be a consequence of the following claim.

Claim. Suppose that $|D \mathbf{u}| \leqslant \lambda$ in some $Q_{R}^{\lambda}=Q_{R}^{\lambda}\left(z_{0}\right) \Subset \Omega_{T}$ and $\lambda>0$. Then, for every $r \in(0, R)$ it holds that

$$
\begin{equation*}
\underset{Q_{r}^{\top}\left(z_{0}\right)}{\operatorname{OSc}} D \mathbf{u} \leqslant c\left(\frac{r}{R}\right)^{\alpha} \lambda \tag{6.27}
\end{equation*}
$$

for some $\alpha \in(0,1)$.
We assume that $z_{0}=(0,0)$ for simplicity. Fix $\sigma \in\left(0,2^{-n-1}\right)$ in Proposition 6.2. With this $\sigma$, choose $\nu \in(0,1)$ as in Proposition 6.3. If the assumption (6.2) holds, then (6.27) follows from Proposition 6.2. Hence, we assume that (6.2) does not hold, which means that (6.4) holds.

Choose $\theta \in(0,1)$ sufficiently small so that

$$
\theta \leqslant \frac{\sigma \nu^{\frac{q}{2}-1}}{2} \leqslant \frac{\sigma}{2} \quad \text { and } \quad \theta \leqslant\left(\frac{\nu}{C}\right)^{\frac{4}{3}}
$$

where $C \geqslant 1$ is from Proposition 6.2 and for $m \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$, set $R_{m}:=\theta^{m} R$ and $\lambda_{m}:=\nu^{m} \lambda$. Then one has $Q_{R_{m+1}}^{\lambda_{m+1}} \subset Q_{\sigma R_{m} / 2}^{\lambda_{m}}$ for every $j$. This implies $\left\{Q_{R_{m+1}}^{\lambda_{m+1}}\right\}_{m}$ is shrinking. Define

$$
\mathcal{N}:=\left\{m \in \mathbb{N}_{0}:(6.2) \text { holds with } R_{m} \text { and } \lambda_{m} \text { in place of } R \text { and } \lambda\right\},
$$

and

$$
m_{0}:= \begin{cases}\min \mathcal{N} & \text { if } \mathcal{N} \neq \emptyset \\ \infty & \text { if } \mathcal{N}=\emptyset\end{cases}
$$

Then $m_{0} \geqslant 1$. If $1 \leqslant m \leqslant m_{0}$, then by Proposition 6.4 with $R_{m-1}$ and $\lambda_{m-1}$ in place of $R$ and $\lambda$, we have $|D \mathbf{u}| \leqslant \lambda_{m}=\nu^{m} \lambda$ in $Q_{R_{m}}^{\lambda_{m}}$ and

$$
\left\{\begin{array}{l}
\operatorname{osc}(D \mathbf{u}) \leqslant 2\|D \mathbf{u}\|_{L^{\infty}\left(Q_{R_{m}}^{\lambda_{m}}, \mathbb{R}^{N n}\right)} \leqslant 2 \nu^{m} \lambda  \tag{6.28}\\
Q_{R_{m} m}^{\lambda_{m}} \\
\text { for all } m=0,1,2, \ldots, m_{0} \text { when } m_{0}<\infty, \text { or } m \in \mathbb{N}_{0} \text { when } m_{0}=\infty
\end{array}\right.
$$

Furthermore, if $m_{0}<\infty$, by Proposition 6.2 with $R_{m_{0}}$ and $\lambda_{m_{0}}$ in place of $R$ and $\lambda$, the second condition of $\theta$ in above and (6.28) with $m=m_{0}$, we have
(6.29) $\underset{\substack{\text { osc } \\ Q_{R_{m}}^{\lambda m_{0}}}}{\operatorname{osc}}(D \mathbf{u}) \leqslant C \theta^{\left(m-m_{0}\right) 3 / 4} \underset{\substack{\text { osc } \\ Q_{R m_{0}}^{\lambda m_{0}}}}{\operatorname{or}}(D \mathbf{u}) \leqslant 2 \nu^{m} \lambda$ for all $m>m_{0}$ when $m_{0}<\infty$.

Fix any $r \in(0, R / 2]$. Let $t_{1} \in\left(-\frac{r^{2}}{4 \varphi^{\prime \prime}(\lambda)}, 0\right]$. Note that $Q_{R / 2}^{\lambda}\left(0, t_{1}\right) \subset Q_{R}^{\lambda}$ and $\theta^{m+1} R / 2 \leqslant$ $r<\theta^{m} R / 2$ for some $m \in \mathbb{N}_{0}$. Then applying (6.28) and (6.29) for $Q_{R / 2}^{\lambda}\left(0, t_{1}\right)$ instead of $Q_{R}^{\lambda}$, we see that

$$
\begin{equation*}
\left|D \mathbf{u}\left(x, t_{1}\right)-D \mathbf{u}\left(0, t_{1}\right)\right| \leqslant 2 \nu^{m} \lambda \leqslant c\left(\frac{r}{R}\right)^{\alpha_{1}} \lambda . \tag{6.30}
\end{equation*}
$$

where $\alpha_{1}=\log _{\theta} \nu$, for all $\left(x, t_{1}\right) \in Q_{r}^{\lambda}$.
Let $\xi_{0} \in C_{0}^{\infty}\left(B_{r}\right)$ with $0 \leqslant \xi_{0} \leqslant 1, \eta \equiv 1$ on $B_{r / 2}$ and $\left|D^{2} \xi\right|+|D \xi|^{2} \leqslant \frac{c}{r^{2}}, \xi=$ $\left\|\xi_{0}\right\|_{L^{1}\left(B_{r}\right)}^{-1} \xi_{0}$, and

$$
\mathbf{W}(t):=\int_{B_{r}} D \mathbf{u}(x, t) \xi(x) \mathrm{d} x .
$$

Then by testing (4.2) with $\zeta=\left(\xi_{x_{i}}, \ldots, \xi_{x_{i}}\right) \in C_{0}^{\infty}\left(B_{r}, \mathbb{R}^{N}\right), i=1,2, \ldots, n$ and applying the analysis in (6.18) along with the inequality $\left|D^{2} \xi\right| \leqslant \frac{c}{r^{n+2}}$, we have

$$
|\mathbf{W}(t)-\mathbf{W}(0)| \leqslant \frac{c \varphi^{\prime}(\lambda)}{\lambda^{p-1} r^{n+2}} \iint_{Q_{r}^{\lambda}}|D \mathbf{u}(y, s)-\mathbf{W}(s)|^{p-1} \mathrm{~d} y \mathrm{~d} s, \quad t \in\left(-\frac{r^{2}}{\varphi^{\prime \prime}(\lambda)}, 0\right] .
$$

Moreover, by (6.30) it follows that
$|D \mathbf{u}(x, t)-\mathbf{W}(t)| \leqslant \int_{B_{r}}|D \mathbf{u}(x, t)-D \mathbf{u}(y, t)| \xi(y) \mathrm{d} y \leqslant c\left(\frac{r}{R}\right)^{\alpha_{1}} \lambda \quad$ for every $(x, t) \in Q_{r}^{\lambda}$.
Therefore, from the preceding two estimates we have that for every $(x, t) \in Q_{r}^{\lambda}$

$$
\begin{aligned}
|D \mathbf{u}(x, t)-D \mathbf{u}(0,0)| & \leqslant|D \mathbf{u}(x, t)-\mathbf{W}(t)|+|D \mathbf{u}(0,0)-\mathbf{W}(0)|+|\mathbf{W}(t)-\mathbf{W}(0)| \\
& \leqslant c\left(\frac{r}{R}\right)^{\alpha_{1}(p-1)} \lambda .
\end{aligned}
$$

This implies (6.27).
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