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Abstract. We establish local regularity theory for parabolic systems of Uhlenbeck type
with φ-growth. In particular, we prove local boundedness of weak solutions and their
gradient, and then local Hölder continuity of the gradients, providing suitable assump-
tions on the growth function φ. Our approach, being independent of the degeneracy of
the system, allows for a unified treatment of both the degenerate and the singular case.

1. Introduction

We study local regularity theory for the following parabolic φ-Laplace system

(1.1) ut − div

(
φ′(|Du|)
|Du|

Du

)
= 0 in ΩT = Ω× (0, T ) ,

where Ω ⊂ Rn (n ⩾ 2) is open, φ is an Orlicz function verifying suitable growth conditions
(see Section 2), u = (u1, . . . , uN) is a vector-valued function of (x, t) ∈ Ω × (0, T ), ut is
the derivative of u for time variable t, and Du = Dxu is the gradient of u for the spatial
variable x. In particular, we prove the local boundedness of u and Du and the local
Hölder continuity of Du.
A special case of φ in (1.1) is the p-power function, i.e., φ(t) = 1

p
tp with 1 < p < ∞.

In this case, we have the elliptic and parabolic p-Laplace systems

div
(
|Du|p−2Du

)
= 0 in Ω and ut − div

(
|Du|p−2Du

)
= 0 in ΩT .

For the elliptic p-Laplace system, Uhlenbeck [38] proved the local Hölder continuity of
Du when p > 2. In [38], Uhlenbeck considered the system

(1.2) div
(
ϱ(|Du|2)Du

)
= 0

and assumed that ϱ satisfies a p-growth condition. Note that by setting φ(s) :=
� s
0
τϱ(τ 2) dτ

(i.e., ϱ(s2) = φ′(s)/s) the previous system is changed to

(1.3) div

(
φ′(|Du|)
|Du|

Du

)
= 0,

which is the elliptic counterpart of (1.1) and the Euler-Lagrange system corresponding
to the following autonomous and isotropic energy functional�

Ω

φ(|Du|) dx .

From this fact, we sometimes say that the system (1.3) or (1.1) has the Uhlenbeck struc-
ture. It is worth to point out that the radial structure, meaning the dependence through
the modulus of the gradient, is the only one that prevent the formation of singularities
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(even boundedness of minimizers) and allows to prove everywhere regularity results in
the vectorial case, see counterexamples in [34, 36] and also [33, Section 3].

Examples of φ(t) satisfying the conditions in the paper are tp, tp log(1+ t), max{tp, tq},
min{tp, tq}, and so on. A more complicate example, which can fit experimental data,
can be found in [2, Section 2.3]. Moreover, the system (1.2) is strongly concerned with
stationary, irrotational flows of compressible fluids. Precisely, when N = 1 hence u = u,
if ϱ is the density of an irrotational flow, then the gradient Du of a solution to (1.2)
represents the velocity of the flow hence the solution u is called the velocity potential of
the flow. At this stage, for an ideal flow (e.g. a polytropic flow) the density function ϱ
depends on |Du|2. We refer to [3, 18] for applications of the above system to stationary,
irrotational flow of compressible fluids.

After the pioneering work of Uhlenbeck, Tolksdorf [37] obtained C1,α-regularity results
for more general elliptic systems with p-growth when 1 < p < ∞. We also refer to
[19, 1, 21] for everywhere C1,α-regularity results for elliptic systems with p-growth. For the
parabolic p-Laplace system, DiBenedetto and Friedman [11, 12] (see also the monograph
[10]) proved Hölder continuity of Du when 2n

n+2
< p <∞ and we refer to [5, 39, 6, 8, 9, 4]

for further related results for parabolic p-Laplace systems.
For a general function φ, Lieberman studied regularity theory for elliptic equations

(i.e., N = 1) with φ-growth, and around the same time Marcellini [30, 31] had considered
elliptic equations with general (p, q)-growth. Full C1,α-regularity for the elliptic φ-Laplace
system (1.3) was established by Marcellini and Papi [32] and by Diening, Stroffolini
and Verde [17]. Marcellini and Papi proved Lipschitz regularity for local minimizers of
functionals with growth conditions general enough to embrace linear and exponential
ones. The conclusion then follows using the C1-regularity of the operator, with the
help of classical results. The second result, instead, is reminiscent of the Uhlenbeck
proof: a nonlinear quantity φ(|Du|) is shown to be a subsolution of an elliptic equation.
In addition, the authors were able to prove an excess decay estimate for Vp(Du) (see
Section 2 for the definition of Vp) which implies the Hölder continuity of Vp(Du) and
hence of Du.
On the other hand, C1,α-regularity for the parabolic φ-Laplace system (1.1) has re-

mained an open problem. There have been partial developments in this direction. Lieber-
man [27] proved that if Du is bounded, then Du is Hölder continuous. Hence the local
boundedness of Du is missing. Diening, Scharle and Schwarzacher [15] obtained the local
boundedness of Du for (1.1) under an additional integrability condition on Du which is
unnatural in the singular case, that is, p < 2 in (2.6). Moreover, Isernia [26] obtained the
local boundedness of u for (1.1).
We note that in [27] the approximation of the parabolic system (1.1) with nondegen-

erate systems is omitted and the weak solution is assumed to be twice differentiable with
respect to the x variable. In fact, one has to consider approximate nondegenerate para-
bolic systems (e.g. (4.1)), and obtain uniform regularity estimates by differentiating these
systems. At this stage, the twice differentiability of weak solutions of these systems with
respect to the x variable is needed. However, the proof of the twice differentiability for
parabolic system with φ-growth is unclear and not an easy generalization of the one for
the parabolic p-Laplace system. Even in the elliptic case, a more delicate analysis is re-
quired, see [13, Section 4]. In addition, Baroni and Lindfors [2] obtained the Hölder and
Lipschitz continuity of solutions to Cauchy-Dirichlet problems for parabolic equations
(N = 1) with φ-growth, see also [29] for similar results for parabolic obstacle problems
with φ-growth. For more regularity results for the parabolic system with φ-growth we
refer to [7, 16, 23, 24, 25, 35].
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In this paper, we establish full C1,α-regularity for the parabolic φ-Laplace system (1.1)
by filling all the gaps in previous results. Let us state the main result.

1.1. Setting of the problem and main result. Suppose the function φ : [0,∞) →
[0,∞) is an N-function satisfying Assumption 2.1. A function u = (u1, u2, . . . , uN) ∈
Cloc(0, T ;L

2
loc(Ω,RN)) ∩ Lφloc(0, T ;W

1,φ
loc (Ω,RN)) is said to be a (local) weak solution to

(1.1) if it satisfies the following weak form of (1.1):

−
�
ΩT

u · ζt dz +
�
ΩT

φ′(|Du|)
|Du|

Du : Dζ dz = 0 for all ζ ∈ C∞
c (ΩT ,RN) ,

where “·” and “:” are the Euclidean inner products in RN and RNn, respectively. By
the density of smooth functions in Orlicz-Sobolev spaces and a standard approximation
argument (see e.g. the proof of Theorem 1 in [26]), one can see that the weak solution u
to (1.1) also satisfies for every 0 < t1 < t2 < T ,

(1.4)

�
Ω′
u · ζ(x, t) dx

∣∣∣∣t=t2
t=t1

+

�
Ω′

� t2

t1

[
−u · ζt +

φ′(|Du|)
|Du|

Du : Dζ

]
dt dx = 0

for all ζ ∈ W 1,2(t1, t2;L
2(Ω′,RN)) ∩ Lφ(t1, t2;W 1,φ

0 (Ω′,RN)) and Ω′ ⋐ Ω. We note that
weak solution u is not weakly differentiable with respect to t. Therefore, we cannot take
a test function ζ involving the weak solution directly. This technical obstacle can be
overcome by using approximation via Steklov average, see [10, I. 3-(i) and II. Proposition
3.1], which is by now a standard approximation argument. Hence we will assume that u
is differentiable, and consider test functions involving the weak solution without specific
comment.

We state C1,α-regularity, which is the maximal regularity, for the weak solution u of
the system (1.1). This result follows directly by combining Corollary 5.3 and Theorem
6.1.

Theorem 1.1. Suppose φ ∈ C1([0,∞)) ∩ C2((0,∞)) satisfies Assumption 2.3 with

(1.5) p >
2n

n+ 2
,

and let u be a weak solution to the parabolic system (1.1). Then Du is locally Hölder
continuous. Moreover, there exist α ∈ (0, 1) and c > 0 depending on n,N, p, q, γ1, c such
that for every Q2R(z0) ⋐ ΩT and every 0 < r ⩽ R,

osc
Qr(z0)

Du ⩽ cλ
(
max

{
φ′′(λ)

1
2 , φ′′(λ)−

1
2

} r

R

)α
where

λ :=

( 
Q2R(z0)

φ(|Du|) dz + 1

) 2
(n+2)p−2n

.

We remark that the condition (1.5) is essential in the regularity theory even for the
parabolic p-Laplace system, without any additional integrability condition on the solution
u, see [12, 8] and also [10].

We shall introduce the strategy of our paper. We prove sequentially local L∞-regularity
of the weak solution u to (1.1), the local L∞-regularity and Cα-regularity of Du, by pro-
viding essentially sharp conditions on φ. As for the local boundedness of u (Theorem 3.1),
we apply the Moser iteration to a suitable test function. Next, using the parabolic em-
bedding result in Lemma 2.9, we reach the conclusion. Once the L∞-regularity result is
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achieved, we prove twice differentiability of weak solutions to approximate nondegener-
ate systems in Lemma 4.1 by using the difference quotients and a Giaquinta-Modica type
covering argument. Note that the boundedness of u plays an important role in the proof
of Lemma 4.1 since the constant p in (2.6) can be less than 2. Then by differentiating the
approximate nondegenerate system and applying Moser iteration again, we obtain L∞

estimate for Du in Theorem 5.2 and Corollary 5.3. Finally, we revisit the results with
the proofs in [27], and prove Theorem 1.1.

2. Preliminaries

2.1. Notation. We write u = (uα) = (u1, . . . , uN) ∈ RN and Q = (Qα
i ) ∈ RN×n = RNn

where 1⩽ i ⩽ n and 1 ⩽ α ⩽ N . For z = (x, t) ∈ Rn × R, we introduce the parabolic
cylinder

(2.1) Qr(z) := Br(x)× (t− r2, t] ,

where Br(x) denotes the open ball in Rn with center x and radius r. The symbol ∂pQr(z)
denotes the usual parabolic boundary of Qr(z).
Let f : E → [0,∞) with E ⊂ R. f is called almost increasing (resp. almost decreasing)

if there is L ⩾ 1 such that f(s) ⩽ Lf(t) for all s, t ∈ E with s ⩽ t (resp. t ⩽ s). In
particular, if we can choose L = 1, then f is simply called increasing (resp. decreasing).
By χ∗ we denote the Sobolev conjugate exponent of χ; i.e., χ∗ := nχ

n−χ for χ < n, while

we agree that χ∗ := 2χ if χ ⩾ n.
The notation f ∼ g means that there exists constant c ⩾ 1 such that 1

c
f ⩽ g ⩽ cf . We

will use the Einstein summation convention, that is, we will omit the summation symbol
for indexes that appear twice, see e.g. (2.18) and the next inequality.

2.2. Orlicz functions. In this paper, φ : [0,∞) → [0,∞) is always an N -function, that
is, φ(0) = 0, there exists a right continuous derivative φ′ of φ, φ′ is increasing with
φ′(0) = 0 and φ′(t) > 0 when t > 0. For simplicity, we shall assume that

φ(1) = 1 .

Note that if we do not assume the above condition, then constants c may depend on φ(1).
Moreover, we assume that φ satisfies the following growth conditions:

Assumption 2.1. φ : [0,∞) → [0,∞) is an N-function, and there are 1 < p ⩽ q such

that φ(t)
tp

is almost increasing and φ(t)
tq

is almost decreasing for t ∈ (0,∞) with constant
L ⩾ 1.

The almost decreasing and increasing conditions in Assumption 2.1 are equivalent to
the ∆2 and ∇2 conditions for φ, respectively. Compared with the ∆2 type conditions,
the benefit of the almost increasing/decreasing condition is that we can directly see the
lower and upper bounds of an exponent factor of φ. In particular, we will prove the
boundedness of the weak solution to (1.1) under the above assumption where the lower
bound p will play a crucial role. We also remark that Assumption 2.1 with L = 1 is
equivalent to the following inequality

(2.2) 1 < p ⩽
tφ′(t)

φ(t)
⩽ q , t > 0 .

For any t > 0 and 0 < c < 1 < C there holds

(2.3) cqφ(t) ⩽ φ(ct) ⩽ cpφ(t) and Cpφ(t) ⩽ φ(Ct) ⩽ Cqφ(t) .
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The conjugate function of φ is defined as

φ∗(t) := sup
s⩾0

(st− φ(s)) .

From the definition, the following Young’s inequality

(2.4) st ⩽ φ(t) + φ∗(s) , s, t ⩾ 0 ,

holds true. Since the exact value of φ∗ is not always explicitly computable, the estimate

(2.5) φ∗
(
φ(t)

t

)
∼ φ∗(φ′(t)) ∼ φ(t)

will often be useful in computations (see [22, Theorem 2.4.10]). In fact, the above relation
holds true since Assumption 2.1 guarantees the ∆2 condition for both φ and φ∗, and
relevant constants depends on p, q and L.
For higher order regularity results we will consider stronger assumptions.

Assumption 2.2. φ : [0,∞) → [0,∞) is an N-function and satisfies

(1) φ ∈ C1([0,∞)) ∩ C2((0,∞))
(2) There exist 1 < p ⩽ q such that

(2.6) 0 < p− 1 ⩽
tφ′′(t)

φ′(t)
⩽ q − 1 , t > 0 .

Note that Assumption 2.2 implies Assumption 2.1 with the same p and q and with the
constant L = 1, hence we have (2.2).

We notice that in the above two assumptions we can replace p and q by min{p, 2− ε}
and max{q, 2+ε} for ε > 0, respectively. Therefore, without loss of generality, we always
assume that p and q satisfy

(2.7) 1 < p < 2 < q .

The next assumption is adding an Hölder type continuity on the Hessian of φ(|Q|) for
Q ∈ RNn, denoted by D2

Qφ(|Q|).

Assumption 2.3. φ : [0,∞) → [0,∞) is an N-function and satisfies Assumption (2.2).
Furthermore, there exist positive constants γ1 and ch such that for every Q,P ∈ RNn with
|Q−P| ⩽ 1

2
|Q|,

(2.8) |D2
Qφ(|Q|)−D2

Qφ(|P|)| ⩽ ch

(
|Q−P|
|Q|

)γ1
φ′′(|Q|).

Note that if φ(t) = tp with 1 < p < ∞, then it satisfies Assumption 2.3. Similar
assumptions were used for proving the C1,α-regularity for minimizers of functionals with
general growth in [17].

If φ satisfies Assumption 2.1, we define the Orlicz space Lφ(Ω,RN) as the set of all
measurable functions f : Ω → RN such that�

Ω

φ(|f(x)|) dx <∞,

and the Orlicz-Sobolev space W 1,φ(Ω,RN) as the set of all f ∈ Lφ(Ω,RN)∩W 1,1(Ω,RN)
such that �

Ω

φ(|Df(x)|) dx <∞.

Lφ(Ω,RN) and W 1,φ(Ω,RN) are endowed with the usual Luxembourg type norms. Then
they are reflexive Banach spaces. Moreover, the parabolic space Lφ(t1, t2;W

1,φ(Ω,RN))
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denotes the set of all functions f ∈ L1(t1, t2;W
1,1(Ω,RN)) such that f(·, t) ∈ W 1,φ(Ω,RN)

for a.e. t ∈ (0, T ) and � t2

t1

�
Ω

φ(|Df(x, t)|) dx dt <∞.

2.3. Shifted N-functions and related operators. The following definitions and re-
sults about shifted N -functions can be found in [13, 17].
For an N -function φ and for a ⩾ 0, we define the shifted N -function φa by

φa(t) :=

� t

0

φ′(a+ s)s

a+ s
ds

(
i.e., φ′

a(t) =
φ′(a+ t)

a+ t
t

)
.

We note that if φ satisfies Assumption 2.1 or 2.2 or 2.3, then φa also satisfies Assump-
tion 2.1 or 2.2 or 2.3 uniformly in a ⩾ 0 with the same p and q. We then recall useful
inequalities for shifted N -function φa in [13] and [17].

Lemma 2.4. [17] Let φ satisfy Assumption 2.2. Then we have

φa(t) ∼ φ′
a(t) t ;(2.9)

φa(t) ∼ φ′′(a+ t)t2 ∼ φ(a+ t)

(a+ t)2
t2 ∼ φ′(a+ t)

a+ t
t2 ,(2.10)

φ(a+ t) ∼ [φa(t) + φ(a)] ,(2.11)

which hold uniformly with respect to a ⩾ 0.

Lemma 2.5. [13, Lemma 32] Let φ satisfy Assumption 2.1. Then for all δ > 0 there
exists cδ > 0 depending only on p, q, L and δ, such that for all t, u, a ⩾ 0

(2.12)


tu ⩽ δφ(t) + cδφ

∗(u) ,

tφ′(u) + uφ′(t) ⩽ δφ(t) + cδφ(u) ,

tu ⩽ δφa(t) + cδφ
∗
a(u) ,

tφ′
a(u) + uφ′

a(t) ⩽ δφa(t) + cδφa(u) .

Lemma 2.6. [13, Lemmas 24 and 29]. Let φ satisfy Assumption 2.2.

(1) Uniformly in s, t ∈ Rn with |s|+ |t| > 0

(2.13) φ′′(|s|+ |t|)|s− t| ∼ φ′
|s|(|s− t|) ,

(2) There exists c = c(p, q) > 0 such that for all s1, s2, t ∈ Rn

(2.14) φ′
|s2|(|s1 − s2|) ≲ φ′

|t|(|s1 − t|) + φ′
|t|(|s2 − t|) ,

where the hidden constants above depend only on p and q.

The following lemma (see [14, Corollary 26]) deals with the change of shift for N -
functions.

Lemma 2.7 (change of shift). Let φ be an N-function with ∆2(φ),∆2(φ
∗) < ∞. Then

for any η > 0 there exists cη > 0, depending only on η and ∆2(φ), such that for all
a, b ∈ Rn and t ⩾ 0

(2.15) φ|a|(t) ⩽ cηφ|b|(t) + ηφ|a|(|a− b|) .

We next define vector valued functions A,V : RNn → RNn by

A(Q) :=
φ′(|Q|)
|Q|

Q = DQ[φ(|Q|)] and V(Q) :=

√
φ′(|Q|)
|Q|

Q.
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In particular, for 1 < p <∞, we denote byVp(Q) the functionV associated to φ(t) = 1
p
tp;

i.e., Vp(Q) := |Q| p−2
2 Q. With shifted N -function φa, we define accordingly

(2.16) Aa(Q) :=
φ′
a(|Q|)
|Q|

Q, Va(Q) :=

√
φ′
a(|Q|)
|Q|

Q and Va
p(Q) := (a+ |Q|)

p−2
2 Q .

We further suppose that φ satisfies Assumption 2.2. Denote

(2.17) Aαβij (Q) :=
∂A(Q)βj
∂Qα

i

=
φ′(|Q|)
|Q|

{
δijδ

αβ +

(
φ′′(|Q|)|Q|
φ′(|Q|)

− 1

)
Qα
i Q

β
j

|Q|2

}
,

where 1 ⩽ i, j ⩽ n and 1 ⩽ α, β ⩽ N . Here, δαβ and δij are the Kronecker symbols. Note

that D2
Qφ(|Q|) = (Aαβij (Q)). Then we see that

(2.18) min{p− 1, 1}φ
′(|Q|)
|Q|

|ω|2 ⩽ Aαβij (Q)ωαi ω
β
j ⩽ max{q − 1, 1}φ

′(|Q|)
|Q|

|ω|2

for all Q,ω ∈ RnN . Moreover, since

[A(P)−A(Q)]βj =

� 1

0

∂

∂τ
[A(τP+(1− τ)Q)]βj dτ =

� 1

0

Aαβij (τP+(1− τ)Q)(P−Q)αi dτ,

using the above results and [13, Lemma 20], we have that

(A(P)−A(Q)) : (P−Q) ⩾
1

c

(� 1

0

φ′(|τP+ (1− τ)Q|)
|τP+ (1− τ)Q|

dτ

)
|P−Q|2

⩾
1

c

φ′(|P|+ |Q|)
|P|+ |Q|

|P−Q|2,

and
(2.19)

|A(P)−A(Q)| ⩽ c

(� 1

0

φ′(|τP+ (1− τ)Q|)
|τP+ (1− τ)Q|

dτ

)
|P−Q| ⩽ c

φ′(|P|+ |Q|)
|P|+ |Q|

|P−Q|.

Moreover, we have that

(2.20) (A(P)−A(Q)) : (P−Q) ∼ φ|P|(|P−Q|) ∼ |V(P)−V(Q)|2

and

(2.21) |A(P)−A(Q)| ∼ φ′
|P|(|P−Q|) .

(see [15, Lemma 3.1]). We note that the estimates in above still hold for φa and the
related operators Aa and Va.

From [15, Lemma 3.3], it follows that

|Aa(Q)−A(Q)| ⩽ φ′
|Q|(a) .

Applying the same argument to the N -function φ̄|Q| defined by φ̄′
|Q|(t) :=

√
φ′
|Q|(t)t, we

obtain

(2.22) |Va(Q)−V(Q)|2 ⩽ c|φ̄′
|Q|(a)|2 ∼ φ|Q|(a) .

Note that all constants concerned with the relation ∼ and c in above depend only on
p and q.
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2.4. Embedding. We recall a Gagliardo-Nirenberg type inequality for Orlicz functions
in [23, Lemma 2.13]. A function φ : [0,∞) → [0,∞) is said to be a weak Φ-function if
it is increasing with φ(0) = 0, limt→0+ φ(t) = 0, limt→+∞ φ(t) = +∞ and such that the

map t→ φ(t)
t

is almost increasing. Note that every N -function is a weak Φ-function.

Lemma 2.8. Assume that ψ : [0,∞) → [0,∞) is a weak Φ-function and such that

t 7→ ψ(t)
tq1

is almost decreasing with constant L ⩾ 1 for some q1 ⩾ 1. For p ∈ [1, n) and
q2 > 0 we have(  

Br

ψ
(∣∣f

r

∣∣)γ dx) 1
γ

⩽ c

(  
Br

[
ψ(|Df |)p + ψ

(∣∣f
r

∣∣)p] dx) θ
p

ψ

(( 
Br

∣∣f
r

∣∣q2 dx) 1
q2

)1−θ

for some c = c(n, L, q1, q2) > 0, provided that θ ∈ (0, 1) and γ satisfies

1

γ
⩾

θ

p∗
+

(1− θ)q1
q2

.

Applying the above lemma we can obtain a parabolic embedding result for an Orlicz
function φ.

Lemma 2.9. Let m > 0. Suppose that φ satisfies Assumption 2.1 with

max{1, mn
n+m

} < p ⩽ q.

There exists θ = θ(n,m, p, q) ∈ (0, 1) and c = c(n,m, p, q, L) > 0 such that for every

f ∈ L∞(t1, t2;L
m(Br)) ∩ Lφ(t1, t2;W 1,φ(Br))

we have
 
Br×[t1,t2]

φ
(∣∣f

r

∣∣)n+m
n dz ⩽ c

(  
Br

[
φ(|Df |) + φ

(∣∣f
r

∣∣)] dx) θ(n+m)
n

× φ

((
ess sup
t∈[t1,t2]

 
Br

∣∣f
r

∣∣m dx) 1
m
) (1−θ)(n+m)

n

.

Proof. Without loss of generality, we can assume that p < n. If p ⩾ n, it is enough to

consider any p̃ ∈ ( mn
n+m

, n) instead of p. Note that by (2.2) the function φ
1
p is a weak

Φ-function, and the function φ1/p

tq/p
is decreasing. Therefore, applying Lemma 2.8 with

ψ = φ
1
p and (γ, p, q1, q2) = (pn+m

n
, p, q

p
,m), we have that for a.e. t ∈ [t1, t2],

 
Br

φ
(∣∣f(t)

r

∣∣)n+m
n dx ⩽ c

(  
Br

[
φ(|Df(t)|) + φ

(∣∣f(t)
r

∣∣)] dx) θ(n+m)
n

× φ

((  
Br

∣∣f(t)
r

∣∣m dx) 1
m
) (1−θ)(n+m)

n

,

where f(t) = f(x, t) and θ satisfies

n

n+m
=
θ(n− p)

n
+

(1− θ)q

m
⇐⇒ θ =

n(nm− nq −mq)

(n+m)(nm− nq −mp)
.

Note that θ ∈ (0, 1) by the assumption mn
n+m

< p ⩽ q, which yields n−p
n

< n
n+m

< q
m
, and

that θ(n+m)
n

∈ (0, 1]. Finally integrating for t in [t1, t2] and using Hölder’s inequality when

p < q (i.e., θ(n+m)
n

< 1), we obtain the desired estimate. □
8



Remark 2.10. In the above definition, if m = 2 , we see that

φ(|f |)1+
2
n ∈ L1(Br × [t1, t2]).

Note that this implies

f ∈ L
p(n+2)

n (Br × [t1, t2]) ,

where p(n+2)
n

> 2 if p > 2n
n+2

.

3. Local boundedness

We first prove that any weak solution u to (1.1) is locally bounded by using the Moser
iteration technique (for similar arguments, cfr. [9, Theorem 2], and [26], where the
superquadratic case is addressed). The key points in our approach are the introduction
of the function ψ in (3.2) and use of the embedding result Lemma 2.9 for Orlicz functions
in the parabolic setting, that measures the superquadratic or subquadratic character of
the function φ.

Theorem 3.1. Let φ satisfy Assumption 2.1 with (1.5) and let u be a weak solution to
(1.1). Then u ∈ L∞

loc(ΩT ,RN). Moreover, there exists c ⩾ 1 depending on n, N , p, q and
L such that for any Q2r ⋐ ΩT ,

(3.1) sup
Qr

φ(|u
r
|) ⩽ c

( 
Q2r

ψ(|u
r
|)φ(|u

r
|)χ0 dz

) 1
χ0

+ c,

where

(3.2) ψ(s) := max{s2, φ(s)}, s > 0,

and χ0 > 0 is determined in (3.12) below.

Proof. We divide the proof into three steps.
Step 1. (Caccioppoli type inequality) Let 0 < r < 1, z0 = (x0, t0) ∈ Rn × R and

Q2r(z0) ⋐ ΩT be defined as in (2.1). Let ρ1 = s1r and ρ2 = s2r with 1 ⩽ s1 < s2 ⩽ 2,
ξ ∈ C∞

0 (Bρ2(x0)) be such that

(3.3) 0 ⩽ ξ ⩽ 1 , ξ ≡ 1 in Bρ1(x0) and |Dξ| ⩽ 2

(s2 − s1)r
,

and let η ∈ C∞(R) be such that

(3.4) 0 ⩽ η ⩽ 1 , η ≡ 0 in (−∞,−ρ22] , η ≡ 1 in [−ρ21,∞) , 0 ⩽ ηt ⩽
2

(s22 − s21)r
2
.

With fixed χ > 0 to be determined later, we take

ζ = φ(|u
r
|)χη2ξqu

as a test function in (1.4) and integrate by parts. Then for every τ ∈ (−ρ21, 0] we have

0 =

� τ

−ρ22

�
Bρ2 (x0)

ut · uφ(|ur |)
χη2ξq dx dt︸ ︷︷ ︸

=:I1

+

� τ

−ρ22

�
Bρ2 (x0)

φ′(|Du|)
|Du|

Du : D[uφ(|u
r
|)χη2ξq] dx dt︸ ︷︷ ︸

=:I2

.
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Now, we estimate both the terms I1 and I2 separately. For what concerns I1, setting

(3.5) Φχ(s) :=

� s2

0

φ(
√
σ)χ dσ ⩽ s2φ(s)χ, s ⩾ 0,

we obtain

(3.6)

I1 = r2
� τ

−ρ22

�
Bρ2 (x0)

[
1
2
∂t(Φχ(|ur |)η

2)− Φχ(|ur |)ηηt
]
ξq dx dt

⩾
r2

2

�
Bρ2 (x0)

Φχ(|u(x,τ)r
|)η(τ)2ξq dx− 2

s22 − s21

�
Qρ2 (z0)

Φχ(|ur |) dz .

Integrating by parts and taking into account (2.2),

Φχ(s) = s2φ(s)χ − χ

� s2

0

σφ(
√
σ)χ−1φ′(

√
σ)

1

2
√
σ
dσ ⩾ s2φ(s)χ − qχ

2
Φχ(s)

hence

(3.7)
2

2 + qχ
s2φ(s)χ ⩽ Φχ(s) ⩽ s2φ(s)χ.

As for I2, we have
(3.8)

I2 =

� τ

−ρ22

�
Bρ2 (x0)

φ′(|Du|)
|Du|

(
|Du|2φ(|u

r
|)χ + χr2φ(|u

r
|)χ−1φ

′(|u
r
|)

|u
r
|

|D[|u
r
|2]|2

4

)
η2ξq dx dt

+

� τ

−ρ22

�
Bρ2 (x0)

φ′(|Du|)
|Du|

[Du : (Dξ ⊗ u)]φ(|u
r
|)χη2qξq−1 dx dt

⩾
1

c1

� τ

−ρ22

�
Bρ2 (x0)

(
φ(|Du|)φ(|u

r
|)χ + χr2

φ′(|Du|)
|Du|

φ(|u
r
|)χ

|u
r
|2

|D[|u
r
|2]|2

)
η2ξq dx dt

−
� τ

−ρ22

�
Bρ2 (x0)

[
1

2c1
φ∗(φ′(|Du|)ξq−1) + cφ(|Dξ||u|)

]
φ(|u

r
|)χη2 dx dt

⩾
1

2c1

� τ

−ρ22

�
Bρ2 (x0)

(
φ(|Du|)φ(|u

r
|)χ + χr2

φ′(|Du|)
|Du|

φ(|u
r
|)χ

|u
r
|2

|D[|u
r
|2]|2

)
η2ξq dx dt

− c

(s2 − s1)q

�
Qρ2 (z0)

φ(|u
r
|)χ+1 dz ,

where in the first inequality we have applied Young’s inequality to the second integral,
while in the last one we used the inequality |Dξ| ⩽ c

(s2−s1)r and (2.3).

Combining the above estimates (3.6) and (3.8), we have that for every τ ∈ (−ρ21, 0]

r2
�
Bρ2 (x0)

Φχ(|u(x,τ)r
|)ξq dx

+

� τ

−ρ22

�
Bρ2 (x0)

(
φ(|Du|)φ(|u

r
|)χ + χr2

φ′(|Du|)
|Du|

φ(|u
r
|)χ

|u
r
|2

|D[|u
r
|2]|2

)
η2ξq dx dt

⩽
c

s22 − s21

�
Qρ2 (z0)

Φχ(|ur |) dz +
c

(s2 − s1)q

�
Qρ2 (z0)

φ(|u
r
|)χ+1 dz .
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Therefore, taking into account (3.7), neglecting a non-negative term in the left hand side
and recalling (3.5), we have

(3.9)

sup
−ρ21<τ<0

�
Bρ2 (x0)

|u(x, τ)|2φ(|u(x,τ)
r

|)χξq dx+
�
Qρ2 (z0)

φ(|Du|)φ(|u
r
|)χη2ξq dz

⩽
c(1 + χ)

(s2 − s1)2

�
Qρ2 (z0)

|u
r
|2φ(|u

r
|)χ dz + c(1 + χ)

(s2 − s1)q

�
Qρ2 (z0)

φ(|u
r
|)χ+1 dz .

Step 2. (Sobolev inequality) Set

G(z) := rφ̃(|u
r
|)χ+1η

2
p0 ξ

q
p0 , where φ̃(s) := φ(s)

1
p0 and p0 :=

2n

n+ 2
.

Then

DG = (1 + χ)φ̃(|u
r
|)χφ̃′(|u

r
|)uDu

|u| η
2
p0 ξ

q
p0 + r q

p0
φ̃(|u

r
|)χ+1η

2
p0 ξ

q
p0

−1
Dξ ,

Now we apply Young’s inequality (2.4) to the N -function φ̃, with t = |Du| and s =
φ̃′(|u

r
|), together with (2.5) to get

|DG| ⩽ (1 + χ)φ̃(|u
r
|)χφ̃′(|u

r
|)|Du|η

2
p0 ξ

q
p0 + crφ̃(|u

r
|)χ+1|Dξ|

⩽ c(1 + χ)φ̃(|u
r
|)χφ̃(|Du|)η

2
p0 ξ

q
p0 + c

(
1 + χ+

1

s2 − s1

)
φ̃(|u

r
|)χ+1 .

Therefore, combining with (3.9) and recalling the definition of φ̃, we have

(3.10)

sup
−ρ21<τ<0

�
Bρ2 (x0)

|u(x, τ)|2φ(|u(x,τ)
r

|)χξq dx+
�
Qρ2 (z0)

|DG|p0 dz

⩽
c(1 + χ)2

(s2 − s1)2

�
Qρ2 (z0)

|u
r
|2φ(|u

r
|)χ dz + c(1 + χ)p0+1

(s2 − s1)q

�
Qρ2 (z0)

φ(|u
r
|)χ+1 dz

⩽
c(1 + χ)p0+1

(s2 − s1)q

�
Qρ2 (z0)

(
|u
r
|2 + φ(|u

r
|)
)
φ(|u

r
|)χ dz.

Now, applying Hölder’s inequality, the Sobolev inequality to the function G ∈ W 1,p0
0 (Br)

and using (3.10), we can write
�
Qρ1 (z0)

|u
r
|
2p0
n φ(|u

r
|)1+χ+

χp0
n

dz

rn+2

⩽
1

rn+2+
2p0
n

� 0

−ρ21

( �
Bρ1 (x0)

|u|2φ(|u
r
|)χ dx

) p0
n
( �

Bρ1 (x0)

φ̃(|u
r
|)

(1+χ)np0
n−p0 dx

)n−p0
n

dt

⩽
1

r(n+2)(1+
p0
n
)

(
sup

−ρ21<τ<0

�
Bρ1 (x0)

|u(x, τ)|2φ(|u(x,τ)
r

|)χ dx
) p0

n
� 0

−ρ21

( �
Bρ2 (x0)

|G|p∗0 dx
) p0

p∗0
dt

⩽
c

r(n+2)(1+
p0
n
)

(
sup

−ρ21<τ<0

�
Bρ1 (x0)

|u(x, τ)|2φ(|u(x,τ)
r

|)χ dx
) p0

n
�
Qρ2 (z0)

|DG|p0 dz

⩽ c

{
(1 + χ)p0+1

(s2 − s1)q

�
Qρ2 (z0)

(
|u
r
|2 + φ(|u

r
|)
)
φ(|u

r
|)χ dz

rn+2

}1+
p0
n

.
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Then, since s2 ⩽ cφ(s)s
2p0
n = cφ(s)s

4
n+2 for s ⩾ 1 by p > 2n

n+2
, recalling (3.2), we have

(3.11)

�
Qρ1 (z0)

ψ(|u
r
|)φ(|u

r
|)χ(1+

p0
n
) dz

|Q2r|
⩽ c

�
Qρ1 (z0)

φ(|u
r
|)1+χ+

χp0
n |u

r
|
2p0
n

dz

|Q2r|
+ c

⩽ c

{
(1 + χ)p0+1

(s2 − s1)q

�
Qρ2 (z0)

[
ψ(|u

r
|)φ(|u

r
|)χ + 1

] dz

|Q2r|

}1+
p0
n

.

Step 3. (Iteration) We first notice that by applying the Gagliardo-Nirenberg type
interpolation inequality to φ with p > 2n

n+2
provided by Lemma 2.9 and Remark 2.10, we

have �
Q2r

ψ(|u|)φ(|u|)χ0 dz <∞

where

(3.12) χ0 := min

{(
p(n+ 2)

n
− 2

)
1

q
,
2

n

}
> 0 .

For m = 0, 1, 2, . . . , set χm = χ0θ
m and

Jm :=

�
Qrm

[
ψ(|u

r
|)φ(|u

r
|)χm + 1

] dz

|Q2r|
, where θ := 1 +

p0
n

and rm := r(1 + 2−m) .

Then, we can iterate (3.11) and write

Jm ⩽ c2qθm(1 + χ0θ
m−1)(p0+1)θJθm−1 ⩽ cm0 J

θ
m−1, m = 1, 2, . . . ,

for some c0 ⩾ 1 depending on n, N , p, q and L. Hence, for m ⩾ 2,

Jm ⩽ cm0
(
cm−1
0 Jθm−2

)θ
⩽ c

m+(m−1)θ
0 Jθ

2

m−2 ⩽ · · · ⩽ c
∑m

k=1(m−k+1)θk−1

0 Jθ
m

0 ⩽ (c1J0)
θm

for some large c1 ⩾ 1 depending on n, N , p, q and L. Consequently, setting

dµ(z) := ψ(|u(z)
r
|) dz

|Q2r|
,

we have

∥φ(|u
r
|)∥L∞(Qr) ⩽ ∥φ(|u

r
|)∥L∞(Qr;dµ) = lim

m→∞

(�
Qr

φ(|u
r
|)χ0θm dµ

) 1
χ0θ

m

⩽ lim sup
m→∞

(Jm)
1

χ0θ
m ⩽ (c1J0)

1
χ0 .

This implies the estimate (3.1) and the proof is concluded. □

4. Approximating problems and Second order differentiability

Let u be a weak solution to (1.1). Then for QR ⋐ ΩT and a sufficiently small ε ∈
(0, 1) we consider the following non-degenerate parabolic system with Cauchy-Dirichlet
boundary condition:

(4.1)

(uε)t − div

(
φ′
ε(|Duε|)
|Duε|

Duε

)
= 0 in QR ,

uε = u on ∂pQR .
12



where φε is the shifted N -function with a = ε. We will show that the system (1.1) can
be approximated by (4.1), in the sense that if uε is the weak solution to (4.1), then Duε
converges to Du in Lp(QR) (see Lemma 4.3).

We first prove second differentiability in the spatial variable x for each weak solution
to the following non-degenerated problem without boundary condition:

(4.2) wt − div

(
φ′
ε(|Dw|)
|Dw|

Dw

)
= 0 in ΩT .

In order to do that, we fix some notation. For a (vector-valued) function f , we introduce
the notation

∆k,sf(x, t) := f (x+ sek, t)− f(x, t) ,

where s ∈ R and ek with k ∈ {1, 2, . . . , n} is a standard unit vector in Rn. Moreover, we
define Tk,s : Rn+1 → Rn+1 by

(4.3) Tk,s(x, t) := (x+ sek, t), (x, t) ∈ Rn+1.

Then we have the following result (cfr. [8, Theorem 6] where analogous estimates are
devised for parabolic systems with p-growth, and [13, Theorem 11], [17, Lemma 5.7] for
analogous arguments for elliptic systems with φ-growth).

Lemma 4.1. Let φ satisfy Assumption 2.2 with (1.5) and (2.7), and let uε be a weak
solution to (4.2) with ε > 0. Then

(i) Vε(Duε) ∈ L2
loc(0, T ;W

1,2
loc (Ω;RNn));

(ii) Duε ∈ Lploc(0, T ;W
1,p
loc (Ω;RNn)) ∩ L∞

loc(0, T ;L
2
loc(Ω;RNn));

(iii) if, in addition, Duε ∈ L∞
loc(ΩT ;RNn), then Duε ∈ L2

loc(0, T ;W
1,2
loc (Ω;RNn)) and

φε(|Duε|) ∈ L2
loc(0, T ;W

1,2
loc (Ω)).

Proof. In order to enlighten the notation, we will denote uε by w. Note that in view of
Theorem 3.1, w ∈ L∞

loc (ΩT ). Fix any Q25r = Q25r (x0, t0) ⋐ ΩT with r ∈ (0, 1), and set
λ := supQ2r

w. Let s, h ∈ R be such that 0 < s ⩽ h < r/2 or −r/2 < h ⩽ s < 0. Then
w satisfies

(4.4) (∆k,sw)t − div (∆k,s(A
ε(Dw))) = 0 in Q3r/2

in the weak sense, where Aε is defined as in (2.16) with a = ε.
Let ζ ∈ C∞ (Q3r/2

)
be such that 0 ⩽ ζ ⩽ 1, ζ = 0 in Q2r \ Q3r/2, ζ ≡ 1 in Qr, and

r−1|Dζ|+ |D2ζ| + |ζt| ⩽ c(n)
r2

. Then, testing (4.4) with the function (∆k,sw)ζq, for every
t0 ∈ (−r2, 0] we obtain

0 =

� t0

−4r2

�
B2r

(∆k,sw)t · (∆k,sw)ζq dx dt

+

� t0

−4r2

�
B2r

∆k,s(A
ε(Dw)) : (ζqD[∆k,sw] + qζq−1∆k,sw ⊗Dζ) dx dt.

Note that an integration by parts with respect to the time variable gives
� t0

−4r2

�
B2r

(∆k,sw)t · (∆k,sw)ζq dx dt =
1

2

�
B2r

|∆k,sw(x, t0)|2ζq dx

− q

2

� t0

−4r2

�
B2r

|∆k,sw|2ζq−1ζt dx dt.

13



Hence, for every t0 ∈ [−r2, 0] we have that�
Br

|∆k,sw(x, t0)|2 dx

+ 2

� t0

−4r2

�
B2r

∆k,s(A
ε(Dw)) :

(
∆k,s(Dw)ζq + qζq−1∆k,sw ⊗Dζ

)
dx dt

⩽ q

� t0

−4r2

�
B2r

|∆k,sw|2ζq−1ζt dx dt.

We first observe that by (2.20),

∆k,s(A
ε(Dw)) : ∆k,sDw

=
[
Aε(Dw(x+ sek, t))−Aε(Dw(x, t))

]
:
[
Dw(x+ sek, t)−Dw(x, t)

]
⩾

1

c
|∆k,sV

ε(Dw)|2.

Now, by (2.19) and (2.13),

|∆k,sA
ε(Dw)| = |Aε(Dw(x+ sek, t))−Aε(Dw(x, t))|

⩽ c
φ′
ε(|Dw(x+ sek, t)|+ |Dw(x, t)|)
|Dw(x+ sek, t)|+ |Dw(x, t)|

|∆k,sDw(x, t)|

⩽ cφ′
ε+|Dw|(|∆k,sDw(x, t)|) ,

whence
|∆k,s(A

ε(Dw)) : ∆k,sw ⊗Dζζq−1|

⩽ c

 s

0

φ′
ε+|Dw|(|∆k,sDw|)|s||Dw(x+ τek, t)||Dζ|︸ ︷︷ ︸

=:J

dτ .

Note that we shall write
� s
0
= 1

s

� s
0
even if s ∈ R is negative. Recalling (4.3), we have

w(x+ τek, t) = Tk,τ ◦w(x, t) .

Now, from (2.14), Young’s inequality in (2.12) and (2.21), recalling h ∈ R fixed above,
for any sufficiently small δ > 0 we have that

J ⩽ c
(
φ′
ε+|D[Tk,τ◦w]|(|∆k,s−τD[Tk,τ ◦w]|) + φ′

ε+|D[Tk,τ◦w]|(|∆k,τDw|)
)
|s||D[Tk,τ ◦w]||Dζ|

⩽ δ

(
|s|
|h|

) q
q−1 {

φε+|D[Tk,τ◦w]|(|∆k,s−τD[Tk,τ ◦w]|) + φε+|D[Tk,τ◦w]|(|∆k,τDw|)
}

+ cδφε+|D[Tk,τ◦w]| (|h||D[Tk,τ ◦w]||Dζ|)

⩽ δ
|s|
|h|

(
|∆k,s−τV

ε(D[Tk,τ ◦w])|2 + |∆k,τV
ε(Dw)|2

)
+ cδ

h2

r2
φε (|D[Tk,τ ◦w]|) ,

where we have used the facts that 0 < |s| ⩽ |h| < r/2, |Dζ| ⩽ c
r
⩽ c

|h| and for ε > 0 and

s ∈ (0, 1]

φ∗
a(st) ⩽ s

q
q−1φ∗

a(t)

and

φε+t(st) ∼
φ′(ε+ t+ st)

ε+ t+ st
(st)2 ∼ s2

φ′(ε+ t)

ε+ t
t2 ∼ s2φε(t), s ∈ [0, 1].
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Note that applying Fubini’s Theorem and the change of variables y = x + τek and
τ̃ = s− τ , we get

�
Q3r/2

 s

0

|∆k,s−τV
ε(D[Tk,τ ◦w])|2 dτ dx

=

 s

0

�
Q3r/2

|Vε(Dw(x+ τek + (s− τ)ek, t))−Vε(Dw(x+ τek, t))|2 dx dτ

⩽
 s

0

�
Q2r

|Vε(Dw(y + τ̃ ek, t))−Vε(Dw(y, t))|2 dy dτ̃ .

Therefore, we have
(4.5)

sup
t0∈[−r2,0]

�
Br

[∆k,sw (x, t0)]
2 dx+

�
Qr

|∆k,sV
ε(Dw)|2 dz

⩽ cδ
|s|
|h|

 s

0

�
Q2r

|∆k,τV
ε(Dw)|2 dx dτ + c(δ)

h2

r2

�
Q2r

φε(|Dw|) dz + c

r2

�
Q2r

|∆k,sw|2ζq−1 dz.

Further, we estimate the final term in the right hand side of the inequality above using
the integration by parts:

�
Q2r

|∆k,sw|2ζq−1 dz =

� s

0

�
Q2r

wxk(x+ τek, t) ·∆k,swζ
q−1 dz dτ

= −
� s

0

�
Q2r

w(x+ τek, t) · (∆k,swxkζ
q−1 + (q − 1)∆k,swζ

q−2ζxk) dz dτ

⩽ |s|λ
�
Q3r/2

|∆k,sDw|+ |∆k,sw||Dζ| dz

⩽ |s|λ
�
Q3r/2

(ε+ |Dw(x+ sek, t)|+ |Dw(x, t)|)
p−2
2

+ 2−p
2 |∆k,sDw| dz

+
cλs2

r

�
Q3r/2

|s−1∆k,sw| dz .
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Now applying Young’s inequality and using facts that φ(t)
tp−1 is increasing and tp ⩽ c(φ(t)+

1), we have that for any δ̃ ∈ (0, 1), in order to reabsorb some terms to the left-hand side,

�
Q2r

|∆k,sw|2ζq−1 dz ⩽ δ̃
φ′(ε)r2

εp−1

�
Q3r/2

(ε+ |Dw(x+ sek, t)|+ |Dw(x, t)|)p−2|∆k,sDw|2 dz

+ cδ̃−1 εp−1

r2φ′(ε)
λ2s2

�
Q3r/2

(ε+ |Dw(x+ sek, t)|+ |Dw(x, t)|)2−p dz

+
cλs2

r

�
Q2r

|Dw| dz

⩽ δ̃r2
�
Q3r/2

φ′(ε+ |Dw(x+ sek, t)|+ |Dw(x, t)|)
ε+ |Dw(x+ sek, t)|+ |Dw(x, t)|

|∆k,sDw|2 dz

+ c
λs2

δ̃r2

(
εp−1

φ′(ε)
λ+

1

r

) �
Q2r

[φ(|Dw|) + 1] dz

⩽ δ̃r2
�
Q2r

|∆k,sV
ε(Dw)|2 dz

+ c
s2λ

δ̃r2

(
εp−1

φ′(ε)
λ+ 1

) �
Q2r

[φ(|Dw|) + 1] dz.

Finally we have that for every Q2r ⋐ QR, δ, δ̃ ∈ (0, 1) and s, h ∈ R with 0 < s ⩽ h < r/2
or −r/2 < h ⩽ s < 0,

(4.6)

�
Qr

|∆k,sV
ε(Dw)|2 dz ⩽ cδ

|s|
|h|

 s

0

�
Q2r

|∆k,τV
ε(Dw)|2 dx dτ

+ cδ̃

�
Q2r

|∆k,sV
ε(Dw)|2 dz + h2

r4
C(δ, δ̃, ε, λ)

�
Q2r

[φ(|Dw|) + 1] dz .

Now, we re-absorb the first two terms on the right hand side. To do this, we first
integrate both the sides of (4.6) with respect to s from 0 to h and apply Fubini’s Theorem,
so that

 h

0

�
Qr

|∆k,sV
ε(Dw)|2 dz ds

⩽ cδ

 h

0

|s|
|h|

 s

0

�
Q2r

|∆k,τV
ε(Dw)|2 dx dτ ds+ cδ̃

 h

0

�
Q2r

|∆k,sV
ε(Dw)|2 dz ds

+
h2

r4
C(δ, δ̃, ε, λ)

�
Q2r

[φ(|Dw|) + 1] dz

⩽ c(δ + δ̃)

 h

0

�
Q2r

|∆k,sV
ε(Dw)|2 dx ds+ h2

r4
C(δ, δ̃, ε, λ)

�
Q2r

[φ(|Dw|) + 1] dz.

Therefore, applying the Giaquinta-Modica type covering argument in [13, Lemma 13] we
have that

 h

0

�
Qr

|∆k,sV
ε(Dw)|2 dz ds ⩽ c

h2

r4
C(ε, λ)

�
Q5r

[φ(|Dw|) + 1] dz

16



for every Q5r ⋐ QR and h ∈ R with 0 < h < r
10

or − r
10
< h < 0. Inserting this into (4.6)

with s = h, we have�
Qr

|∆k,hV
ε(Dw)|2 dz ⩽ cδ̃

�
Q2r

|∆k,hV
ε(Dw)|2 dz + c

h2

r4
C(δ̃, ε, λ)

�
Q5r

[φ(|Dw|) + 1] dz.

Again applying the same covering argument, we have that for every Q25r ⋐ QR and h ∈ R
with 0 < |h| < r

50
,

(4.7)
1

h2

�
Qr

|∆k,hV
ε(Dw)|2 dz ⩽ c

r4
C(ε, λ)

�
Q25r

[φ(|Dw|) + 1] dz.

Letting h→ 0 in (4.7), we then obtain (i).
The results in (ii) and (iii) are direct consequences of (4.7). Let Q25r ⋐ QR and h ∈ R

with 0 < |h| < r
50
. By Young’s inequality we have that�

Qr

h−p|∆k,hDw|p dz ⩽ ch−2

�
Qr

(ε+ |Dw(x+ hek)|+ |Dw(x)|)p−2|∆k,hDw|2 dz

+ c

�
Qr

(ε+ |Dw(x+ hek)|+ |Dw(x)|)p dz

⩽ ch−2 ε

φ′(ε)

�
Qr

φ′(ε+ |Dw(x+ hek)|+ |Dw(x)|)
ε+ |Dw(x+ hek)|+ |Dw(x)|

|∆k,hDw|2 dz

+ c

�
Q25r

[φ(|Dw|) + 1] dz

⩽
c

r4
C(ε, λ)

�
Q25r

[φ(|Dw|) + 1] dz,

and, passing to the limit as h→ 0, this implies the first half of (ii). Moreover, by estimate
(4.5), passing to the limit as h→ 0, we get the second half of (ii).
Finally we prove (iii). Set M := ∥Dw∥ = ∥Duε∥L∞(Q25r,RNn). Then, from (4.7), we

have�
Qr

|∆k,hDw|2 dz ⩽ ε+ 2M

φ′(ε)

�
Qr

φ′(ε+ |Dw(x+ hek, t)|+ |Dw(x, t)|)
ε+ |Dw(x+ hek, t)|+ |Dw(x, t)|

|∆k,hDw|2 dz

⩽ c
ε+ 2M

φ′(ε)

�
Qr

|∆k,hV
ε(Dw)|2 dz

⩽ c
ε+ 2M

φ′(ε)

h2

r4
C(ε, λ)

�
Q25r

[φ(|Dw|) + 1] dz.

This implies that Dw ∈ L2
loc(−R2, 0;W 1,2

loc (BR;RNn)). Moreover, since (φε(|Dw|))xk =

φ′
ε(|Dw|)Dw:Dwxk

|Dw| ,
�
Qr

|D[φε(|Dw|)]|2 dz ⩽ c[φ′
ε(M)]2

�
Qr

|D2w|2 dz.

From this we get φε(|Dw|) ∈ L2
loc(−R2, 0;W 1,2

loc (BR)), and the proof concludes. □

Combining (ii) of the above lemma with the parabolic Sobolev inequality, see [10, I,
Proposition 3.1], we obtain the following result:

Lemma 4.2. Let φ satisfy Assumption 2.2 with (1.5), and let uε be a weak solution to

(4.2). Then |Duε| ∈ L
p(n+2)

n
loc (ΩT ).
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We end this section with the convergence results of Duε to Du.

Lemma 4.3. Let u be a weak solution to (1.1) and uε be the weak solution to (4.1) with
QR ⋐ ΩT . Then Duε converges to Du in Lφ(QR).

Proof. By virtue of (2.20), it suffices to show that

(4.8) lim
ε→0+

�
QR

|V(Duε)−V(Du)|2 dz = 0.

By following the proof of [15, Theorem 3.5], one has

(4.9) lim
ε→0+

�
QR

|Vε(Duε)−V(Du)|2 dz = 0.

Moreover, together with (2.11), this implies that
�
QR

φ(|Duε|) dz ⩽ c

�
QR

[
φε(|Duε|) + φ(ε)

]
dz

⩽ c

�
QR

[
|Vε(Duε)|2 + φ(ε)

]
dz

⩽ c

�
QR

[
|V(Du)|2 + φ(ε) + 1

]
dz

⩽ c

�
QR

[φ(|Du|) + 1] dz

for any sufficiently small ε > 0. Applying (2.22), the change of shift formula (2.15),
φa(a) ⩽ cφ(a) and the preceding inequality we have that for any δ ∈ (0, 1),

�
QR

|Vε(Duε)−V(Duε)|2 dz ⩽ c

�
QR

φ|Duε|(ε) dz

⩽ cδ

�
QR

φ|Duε|(|Duε|) dz + cδφ(ε)|QR|

⩽ cδ

�
QR

φ(|Duε|) dz + cδφ(ε)|QR|

⩽ cδ

�
QR

[
φ(|Du|) + 1

]
dz + cδφ(ε)|QR| ,

hence

lim sup
ε→0+

�
QR

|Vε(Duε)−V(Duε)|2 dz ⩽ cδ

�
QR

[
φ(|Du|) + 1

]
dz .

Therefore, since δ ∈ (0, 1) is arbitrary, we have

lim
ε→0+

�
QR

|Vε(Duε)−V(Duε)|2 dz = 0.

This and (4.9) yield (4.8). □
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5. Local boundedness of the gradient

Now, we address the problem of obtaining an L∞-bound for Du, by deriving uniform
estimates in ε for weak solutions to the non-degenerate systems (4.1). We follow some
ideas underlying the Moser iteration for the Lipschitz regularity for parabolic p-Laplace
systems, which can be found in [8, Theorem 4], [9, Theorem 4] and [6, Proposition 3.1].

Note thatDuε is weakly differentiable with respect to the spatial variable x by Lemma 4.1(ii).
Hence differentiating (4.2) with respect to xk we find
(5.1)

∂t(uε)
α
xk

=

(
φ′
ε(|Duε|)
|Duε|

(uε)
α
xixk

+

(
φ′′
ε(|Duε|)
|Duε|

− φ′
ε(|Duε|)
|Duε|2

)
(uε)

β
xj
(uε)

β
xjxk

|Duε|
(uε)

α
xi

)
xi

=:
(
Āαβij (uε)

β
xjxk

)
xi
, α = 1, 2, . . . , N,

where

Āαβij := (Aε)αβij (Duε) =
∂Aε(Q)βj

∂Qβ
i

∣∣∣∣∣
Q=Duε

.

We start with obtaining a Caccioppoli type inequality for the system (5.1).

Lemma 5.1. Let φ satisfy Assumption 2.2 with (1.5) and (2.7), and let uε be a weak
solution to (4.2). Suppose f ∈ C0,1([0,∞)) is positive, increasing and satisfying f ′(s) > 0
for a.e. s with f(s) > 0, and set F (s) :=

� s
0
τf(τ) dτ . For every Q := Bρ × [t1, t2] ⋐ ΩT ,

ξ ∈ C∞
0 (Bρ) with 0 ⩽ ξ ⩽ 1 and η ∈ C∞(R) with 0 ⩽ η ⩽ 1 and ηt ⩾ 0, we have

(5.2)

�
Bρ

F (|Duε(x, τ2)|)ξ2η dx−
�
Bρ

F (|Duε(x, τ1)|)ξ2η dx

+
1

c

�
Q

φ′
ε(|Duε|)
|Duε|

[
f(|Duε|)|D2uε|2 +

f ′(|Duε|)
|Duε|

|D(|Duε|2)|2
]
ξ2η dz

⩽ c

�
Q

φ′
ε(|Duε|)

f(|Duε|)2

f ′(|Duε|)
|Dξ|2η dz +

�
Q

F (|Duε|)ξ2ηt dz .

Moreover, the term φ′
ε(|Duε|)f(|Duε|)2

f ′(|Duε|) in the above estimate can be replaced by φε(|Duε|)f(|Duε|).

Proof. For simplicity, we shall write φ̄ = φε and w = (wα) = uε.
We test (5.1) with wαxkf(|Dw|)ξ2η to obtain that� τ2

τ1

�
Bρ

(wαxk)tw
α
xk
f(|Dw|)ξ2η dxdt︸ ︷︷ ︸

=:I1

+

�
Q

Āαβij w
β
xjxk

[wαxkf(|Dw|)ξ2η]xi dz︸ ︷︷ ︸
=:I2

= 0.

We estimate I1 and I2 separately. We have

I1 =

� τ2

τ1

�
Bρ

[∂t(F (|Dw|)η)− F (|Dw|)ηt] ξ2 dx dt

=

�
Bρ

F (|Dw(x, τ2)|)ξ2η dx−
�
Bρ

F (|Dw(x, τ1)|)ξ2η dx−
�
Q

F (|Dw|)ξ2ηt dz .

As for I2, we first observe that, with (2.17), (2.18),

Āαβij w
β
xjxk

wαxkxi ⩾ (p− 1)
φ̄′(|Dw|)
|Dw|

|D2w|2 ,
19



Āαβij w
β
xjxk

wαxkw
κ
xl
wκxlxi

=
φ̄′(|Dw|)
|Dw|

{
δijδ

αβ +

(
φ̄′′(|Dw|)|Dw|
φ̄′(|Dw|)

− 1

)
wαxiw

β
xj

|Dw|2

}
wβxjxkw

α
xk
wκxlw

κ
xlxi

=
φ̄′(|Dw|)
|Dw|

{
|D(|Dw|2)|2

4
+

(
φ̄′′(|Dw|)|Dw|
φ̄′(|Dw|)

− 1

)∑N
α=1[Dw

α ·D(|Dw|2)]2

4|Dw|2

}

⩾ (p− 1)
φ̄′(|Dw|)
|Dw|

|D(|Dw|2)|2

4
,

and

|Āαβij wβxjxkw
α
xk
| = φ̄′(|Dw|)

|Dw|

∣∣∣∣∣
{
δijδ

αβ +

(
φ̄′′(|Dw|)|Dw|
φ̄′(|Dw|)

− 1

)
wαxiw

β
xj

|Dw|2

}
wβxjxkw

α
xk

∣∣∣∣∣
⩽ c

φ̄′(|Dw|)
|Dw|

∣∣D(|Dw|2)
∣∣ .

Inserting these inequalities into I2, we have

(5.3)

I2 =

�
Q

Āαβij w
β
xjxk

[
wαxkxif(|Dw|) + wαxkw

κ
xl
wκxlxi

f ′(|Dw|)
|Dw|

]
ξ2η dz

+

�
Q

2Āαβij w
β
xjxk

wαxkf(|Dw|)ξξxiη dz

⩾
1

c1

�
Q

φ̄′(|Dw|)
|Dw|

[
f(|Dw|)|D2w|2 + f ′(|Dw|)

|Dw|
|D(|Dw|2)|2

]
ξ2η dz

− c

�
Q

φ̄′(|Dw|)
|Dw|

∣∣D(|Dw|2)
∣∣f(|Dw|)ξ|Dξ|η dz

for some constant c1 > 0. Applying Young’s inequality to the last integrand, we obtain

I2 ⩾
1

2c1

�
Q

φ̄′(|Dw|)
|Dw|

[
f(|Dw|)|D2w|2 + f ′(|Dw|)

|Dw|
|D(|Dw|2)|2

]
ξ2η dz

− c

�
Q

φ̄′(|Dw|)f(|Dw|)2

f ′(|Dw|)
|Dξ|2η dz ,

or

I2 ⩾
1

c1

�
Q

φ̄′(|Dw|)
|Dw|

[
f(|Dw|)|D2w|2 + f ′(|Dw|)

|Dw|
|D(|Dw|2)|2

]
ξ2η dz

− c

�
Q

φ̄′(|Dw|)
|Dw|

|Dw||D2w|f(|Dw|)ξ|Dξ|η dz

⩾
1

2c1

�
Q

φ̄′(|Dw|)
|Dw|

[
f(|Dw|)|D2w|2 + f ′(|Dw|)

|Dw|
|D(|Dw|2)|2

]
ξ2η dz

− c

�
Q

φ̄(|Dw|)f(|Dw|)|Dξ|2η dz .

Therefore, combining the above estimates, we get (5.2). □

Theorem 5.2. Let φ satisfy Assumption 2.2 with (1.5) and (2.7), and uε with ε ∈ (0, 1)
be a weak solution to (4.2). Then Duε ∈ L∞

loc(ΩT ,RNn). Moreover, we have that for every
20



Q2r(z0) ⋐ ΩT ,

(5.4) ∥Duε∥L∞(Qr(z0),RNn) ⩽ c

( 
Q2r(z0)

φε(|Duε|) dz + 1

) 2
(n+2)p−2n

for some c ⩾ 1 depending on n, N , p and q, and independent of ε.

Proof. Step 1. (Setting and Caccioppoli type estimate) To enlighten the notation, we will
write φ̄ := φε and w := uε. Let Q2r = Q2r(z0) ⋐ QT . Without loss of generality, we
assume that z0 = (x0, t0) = (0, 0). Let ρ1 = s1r and ρ2 = s2r with 1 ⩽ s1 < s2 ⩽ 2,
ξ ∈ C∞

0 (Bρ2) and η ∈ C∞(R) be as in (3.3) and (3.4), respectively.
Then applying Lemma 5.1 with f(t) = tχ where χ ⩾ 0, ρ = ρ2, τ1 = −ρ22 and

τ2 ∈ (−ρ21, 0), we have

(5.5)

sup
−ρ21<τ<0

�
Bρ2

|Dw(x, τ)|2+χξ2 dx+
�
Qρ2

φ̄′(|Dw|)
|Dw|

|Dw|χ|D2w|2η2ξ2 dz

⩽
c(2 + χ)

(ρ2 − ρ1)2

�
Qρ2

[
|Dw|2 + φ̄(|Dw|)

]
|Dw|χ dz .

Step 2. (Improving inequality) We set

(5.6) F (z) := [φ̄(|Dw(x, t)|)|Dw(x, t)|χ]
1
2η(t)ξ(x) .

Note that, in order to enlighten the notation, we will often omit the dependence of F ,
u, η and ξ on the respective arguments. Differentiating (5.6) with respect to xi we then
have

Fxi =
1
2

[
φ̄(|Dw|)|Dw|χ

]− 1
2
[
φ̄′(|Dw|)|Dw|χ + χ|Dw|χ−1φ̄(|Dw|)

]wαxjwαxjxi
|Dw|

ηξ

+
[
φ̄(|Dw|)|Dw|χ

] 1
2ηξxi ,

whence, recalling the upper bound (3.3) for |Dξ|, we obtain

|DF |2 ⩽ c(χ+ 1)2
φ̄′(|Dw|)
|Dw|

|Dw|χ|D2w|2ηξ + c

(ρ2 − ρ1)2
φ̄(|Dw|)|Dw|χ .

Therefore, combining with (5.5) we have

(5.7)

sup
−ρ21<τ<0

�
Bρ2

|Dw(x, τ)|2+χξ2 dx+
�
Qρ2

|DF |2 dz

⩽
c(1 + χ)3

(ρ2 − ρ1)2

�
Qρ2

[
|Dw|2 + φ̄(|Dw|)

]
|Dw|χ dz .

Now, applying Hölder’s inequality, the Sobolev inequality to function F ∈ W 1,2
0 (Br) and

using (5.7), we can write
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(5.8)

�
Qρ1

|Dw|
4
n
+χ( 2

n
+1)φ̄(|Dw|) dz

⩽
� 0

−ρ21

(�
Bρ1

|Dw|2+χ dx

) 2
n
(�

Bρ1

[φ̄(|Dw|)|Dw|χ]
n

n−2 dx

)n−2
n

dt

⩽

(
sup

−ρ21<τ<0

�
Bρ1

|Dw(x, τ)|2+χ dx

) 2
n � 0

−ρ21

(�
Bρ2

|F |2∗ dx

) 2
2∗

dt

⩽

(
sup

−ρ21<τ<0

�
Bρ1

|Dw(x, τ)|2+χ dx

) 2
n �

Qρ2 (z0)

|DF |2 dz

⩽ c

(
(1 + χ)3r2

(ρ2 − ρ1)2

�
Qρ2

(
|Dw|2 + φ̄(|Dw|)

)
|Dw|χ dz

)1+ 2
n

.

By Lemma 4.2, we have that |Dw| ∈ Lp(n+2)/n(Q2r). Note that by under the assumption
(1.5) on p, p(n+ 2)/n > 2. Therefore, it holds that

(5.9)

�
Q2r

[
|Dw|2 + φ̄(|Dw|)

]
dz <∞ .

Since 2 < 4
n
+ p again by (1.5), setting

(5.10) χ1 :=
4

n
+ p− 2 ,

we may improve estimate (5.8) as

(5.11)

�
Qρ1

(|Dw|2 + φ̄(|Dw|))|Dw|χ1+χ(1+
2
n
) dz

|Q2r|

⩽ c

(
(1 + χ)3r2

(ρ2 − ρ1)2

�
Qρ2

[
(|Dw|2 + φ̄(|Dw|))|Dw|χ + 1

] dz

|Q2r|

)1+ 2
n

.

Step 3. (Iteration) Let s1, s2 such that 1 ⩽ s1 < s2 ⩽ 2 be fixed. For m = 0, 1, 2, . . . ,
we set

χ0 := 0 and χm := χ1 + θχm−1 (m ⩾ 1), where θ := 1 +
2

n
,

and

Jm :=

�
Qrm

[
(|Dw|2 + φ̄(|Dw|))|Dw|χm + 1

] dz

|Qr|
, where rm := (s1 + 2−m(s2 − s1))r .

Note that χm = (θm − 1)χ1n
2
. Then we have from (5.11) that

Jm ⩽
c4θmθ3θm

(s2 − s1)2θ
Jθm−1 ⩽

cm0
(s2 − s1)2θ

Jθm−1, m = 1, 2, . . . ,
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where c0 ⩾ 1 depends on n, N , p and q. Hence, for m ⩾ 2,

Jm ⩽
cm0

(s2 − s1)2θ

(
cm−1
0

(s2 − s1)2θ
Jθm−2

)θ
⩽

c
m+(m−1)θ
0

(s2 − s1)2(θ+θ
2)
Jθ

2

m−2

⩽ · · · · · · · · · · · · · · · · · ·

⩽
c
∑m

k=1(m−k+1)θk−1

0

(s2 − s1)2
∑m

k=1 θ
k J

θm

0 ⩽

(
c1

(s2 − s1)β0
J0

)θm
for some large c1, c2, β0 > 1 depending on n, N , p and q. Consequently, setting

dµ(z) :=
[
|Dw(z)|2 + φ̄(|Dw(z)|)

] dz

|Q2r|
,

we have

∥Dw∥L∞(Qs1r,RNn) ⩽ ∥|Dw|∥L∞(Qs1r;dµ)
= lim

m→∞

(�
Qr

|Dw|χm dµ

) 1
χm

⩽ lim sup
m→∞

J
1

χm
m

⩽ lim sup
m→∞

(
c1

(s2 − s1)θ0
J0

) θi

χm

⩽
c

(s2 − s1)θ1
J

2
nχ1
0 ,

where we used also the fact that χm = (θm − 1)χ1n
2
. Therefore, we have

(5.12) ∥Dw∥L∞(Qs1r,RNn) ⩽
c

(s2 − s1)θ1

( 
Qs2r

[
|Dw|2 + φ̄(|Dw|)

]
dz + 1

) 2
nχ1

.

By virtue of (5.9), this shows that Dw ∈ L∞
loc(QR;RNn).

Step 4. (Interpolation) Now we get rid of the term |Dw|2 in the integrand in (5.12)

by using an interpolation argument. Since Dw ∈ L∞
loc(QR;RNn) and 2(2−p)

nχ1
< 1 by (1.5),

using Young’s inequality we have that for every 1 ⩽ s1 < s2 ⩽ 2,

∥Dw∥L∞(Qs1r,RNn) ⩽
c∥Dw∥

2(2−p)
nχ1

L∞(Qs2r,,RNn)

(s2 − s1)θ1

( 
Qs2r

|Dw|p dz

) 2
nχ1

+
c

(s2 − s1)θ1

( 
Qs2r

φ̄(|Dw|) dz + 1

) 2
nχ1

⩽ 1
2
∥Dw∥L∞(Qs2r,RNn) +

c

(s2 − s1)
θ1nχ1

nχ1−2(2−p)

( 
Qs2r

|Dw|p dz

) 2
nχ1−2(2−p)

+
c

(s2 − s1)θ1

( 
Qs2r

φ̄(|Dw|) dz + 1

) 2
nχ1

⩽ 1
2
∥Dw∥L∞(Qs2r,RNn) +

c

(s2 − s1)θ2

( 
Q2r

φ̄(|Dw|) + 1 dz

) 2
nχ1−2(2−p)

Therefore, we can remove the first term on the right hand side (cfr. [20, Lemma 6.1]).
Finally, recalling (5.10), we obtain (5.4). □
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From the previous theorem and Lemma 4.3, we obtain the boundedness of the gradient
of a weak solution to (1.1).

Corollary 5.3. Let φ satisfy Assumption 2.2 with (1.5), and u be a weak solution to
(1.1). Then Du ∈ L∞

loc(ΩT ,RNn). Moreover, we have that for every Q2r ⋐ ΩT ,

(5.13) ∥Du∥L∞(Qr(z0),RNn) ⩽ c

( 
Q2r(z0)

φ(|Du|) dz + 1

) 2
(n+2)p−2n

for some c = c(n,N, p, q) ⩾ 1.

Remark 5.4. When φ(t) = tp with 2n
n+2

< p < 2, the estimate (5.13) is exactly the same
as [10, eq. (5.10)].

6. Hölder continuity of Du revisited

We prove local Hölder continuity for the gradient of weak solution to (1.1), where φ
satisfies Assumption 2.3. We remark that the result was already obtained by Lieberman
in [27] by assuming the local boundedness of Du. In this section, we take advantage of
the results of Section 5 and revisit his C1,α-regularity’s proof, according to the setting of
our paper. We also note that Lieberman’s proof parallels the one given by Di Benedetto
and Friedman [11, 12], using a measure theoretic approach. In addition, we are adapting
the geometry of the cylinders accordingly, due to the growth conditions of the operator.

We define the intrinsic parabolic cylinder associated with an N -function φ as

Qλ
r (x0, t0) := Br(x0)× (t0 − r2/φ′′(λ), t0].

where λ, r > 0, and oscillation of a function f : U → Rm by

osc
U
f := sup

x,y∈U
|f(x)− f(y)| .

Now, we state the main result of this section.

Theorem 6.1. Let φ : [0,∞) → [0,∞) satisfy Assumption 2.3, and let u be a weak
solution to the parabolic system (1.1). and QR(z0) ⋐ ΩT . If Du ∈ L∞

loc(QR(z0);RNn),
then Du ∈ C0,α

loc (QR(z0);RNn) for some α ∈ (0, 1) depending on n,N, p, q, γ1 and ch.
Moreover, any QR(z0) ⋐ ΩT , r ∈ (0, R) and λ ⩾ ∥Du∥L∞(QR(z0);RNn), we have

osc
Qr(z0)

Du ⩽ cλ
(
max

{
φ′′(λ)

1
2 , φ′′(λ)−

1
2

} r

R

)α
for some c = c(n,N, p, q, γ1, ch) > 0.

This result can be obtained by approximation via Lemma 4.3, once we obtain the
analog of Theorem 6.1 for the gradients Duε of weak solutions uε to the approximating
nondegenerate parabolic system (4.2), where ε ∈ (0, 1]. This will be a consequence of
the following two propositions (cfr. [27, Propositions 1.3 and 1.4]) for uε. Note that all
estimates in this section are independent of ε ∈ (0, 1]. Thus, for simplicity, we shall write
u = uε and φ = φε.
The first proposition provides an estimate on the oscillation of Du on subcylinders

when |Du| is small on a small portion of the main cylinder.

Proposition 6.2. Let φ : [0,∞) → [0,∞) satisfy Assumption 2.3, and let u be a weak
solution to (4.2). Suppose that for some λ,R > 0, Qλ

R(z0) ⋐ ΩT and

(6.1) |Du| ⩽ λ in Qλ
R(z0).
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There exist σ ∈ (0, 2−(n+1)) and C ⩾ 1 depending on n,N, p, q, γ1 and ch. such that if

(6.2)
∣∣{|Du| ⩽ (1− σ)λ} ∩Qλ

R(z0)
∣∣ ⩽ σ|Qλ

R(z0)| ,
then

(6.3) osc
Qλ

r (z0)
Du ⩽ C

( r
R

) 3
4

osc
Qλ

R(z0)
Du

for all r ∈ (0, R).

If (6.2) fails, the following proposition gives an estimate of how |Du| decreases.

Proposition 6.3. Let φ : [0,∞) → [0,∞) satisfy Assumption 2.3, and let u be a weak
solution to (4.2). Suppose that for some λ,R > 0, Qλ

R(z0) ⋐ ΩT and (6.1) holds. For
any σ ∈ (0, 1

2
), there exists ν ∈ (0, 1) depending on n,N, p, q and σ such that if

(6.4) |{|Du| ⩽ (1− σ)λ} ∩Qλ
R(z0)| > σ|Qλ

R(z0)| ,
then

(6.5) |Du| ⩽ νλ in Qλ
σR/2(z0) .

Proposition 6.2 and Proposition 6.3 will be proved in Subsection 6.1 and Subsection 6.2,
respectively. In the remaining subsections, we always assume that φ : [0,∞) → [0,∞)
satisfies Assumption 2.3, u is a weak solution to (4.2), and (6.1) holds for some Qλ

R(z0) ⋐
ΩT with λ,R > 0. In addition, without loss of generality, we further assume that assume
(2.7) and z0 = (x0, t0) = (0, 0) = 0, and write Qλ

r = Qλ
r (0) for all r ∈ (0, R].

6.1. Proof of Proposition 6.2. Before starting the proof, we recall the following weighted
version of Poincaré’s inequality, which is quite elementary and can be deduced, for in-
stance, from [13, Theorem 7].

Lemma 6.4. Suppose f ∈ W 1,p(BR;Rm) and ξ ∈ L1(BR) is nonnegative and satisfies
∥ξ∥L1(BR) = 1. Then we have�

BR

∣∣∣∣f − ⟨f⟩ξ
R

∣∣∣∣p dx ⩽ c

�
BR

|Df |p dx

for some c = c(n,m, p) > 0, where ⟨f⟩ξ =
�
fξ dx.

We first derive a higher integrability result for Du (cfr. [27, Lemma 4.2]).

Lemma 6.5. Let P ∈ RNn satisfying λ
2
⩽ |P| ⩽ λ. There exist γ, c > 0 depending on

n,N, p and q such that( 
Qλ

R/2

|Du−P|2(1+γ) dz

) 1
1+γ

⩽ c

 
Qλ

R

|Du−P|2 dz .

Proof. Fix any Qλ
2r(z1) ⊂ Qλ

R with z1 = (x1, t1) ∈ Qλ
R and r ⩽ r1 < r2 ⩽ 2r. We further

set r3 = r1+r2
2

, r4 = r1+3r2
4

and t2 = t1 − r22
φ′′(λ)

. Note that r1 < r3 < r4 < r2. We

consider two cut-off functions. Let ξ0 ∈ C∞
0 (Br2(x1)) satisfying 0 ⩽ ξ0 ⩽ 1, ξ0 = 1 in

Br4(x1) and |Dξ0| ⩽ 8/(r2 − r1), and set ξ = ∥ξ0∥−1
L1(Br2 )

ξ0. Note that |Br| ⩽ |Br4| ⩽
∥ξ0∥L1(Br2 )

⩽ |Br2| ⩽ 2n|Br| and ∥ξ∥L1(Br2 )
= 1. Next, let ζ ∈ C∞(Qλ

r2
(z1)) such that

ζ = 0 on ∂pQ
λ
r2
(z1), ζ = 1 in Qλ

r1
(z1),

|Dζ|2 + |D2ζ| ⩽ c

(r2 − r1)2
and 0 ⩽ ζt ⩽

cφ′′(λ)

(r2 − r1)2
.
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Finally, define

w(z) := u(z)−P(x− x1), W(t) :=

�
Br2 (x1)

w(x, t)ξ(x) dx ,

and w̃ := w −w0 with w0 :=
φ′′(λ)

r2

�
Qλ

r2
(z1)

wξ dz =

 t1

t2

W(t) dt .

We take ζχw̃ with χ ⩾ 2 as a test function in the weak form of (1.1) to get, for every
τ ∈ Iλr2(t1),� τ

t2

�
Br2 (z1)

(wt · w̃)ζχ dx dt+

� τ

t2

�
Br2 (z1)

(A(Du)−A(P)) : D(ζχw̃) dx dt = 0,

which yields

sup
τ∈Iλr2 (t1)

�
Br2 (x1)

|w̃|2ζχ dx+
�
Qλ

r2
(z1)

φ′(|Du|+ |P|)
|Du|+ |P|

|Dw|2ζχ dz

⩽
c

r2 − r1

�
Qλ

r2
(z1)

φ′(|Du|+ |P|)
|Du|+ |P|

|Dw||w̃|ζχ−1 dz + c
φ′′(λ)

(r2 − r1)2

�
Qλ

r2
(z1)

|w̃|2ζχ−1 dz.

Here we used (2.19). Set

Sχ := sup
τ∈Iλr2 (t1)

�
Br2 (x1)

|w̃|2ζχ dx .

Applying Young’s inequality to the integrand of the first integral on the right hand side
and using the facts that χ ⩾ 2, |Du| ⩽ λ and λ

2
⩽ |P| ⩽ λ, we have

Sχ + φ′′(λ)

�
Qλ

r2
(z1)

|Dw|2ζχ dz ⩽ c
φ′′(λ)

(r2 − r1)2

�
Qλ

r2
(z1)

|w̃|2ζχ−2 dz

Then, when χ = 4 and χ = 2, we have

(6.6)

�
Qλ

r1
(z1)

|Dw|2 dz ⩽ c
S

2
n+2

2

(r2 − r1)2

� t1

t2

(�
Br2 (x1)

|w̃(x, t)|2 dx

) n
n+2

dt ,

and

S2 ⩽ c
φ′′(λ)

(r2 − r1)2

�
Qλ

r2
(z1)

|w̃|2 dz ⩽ c
φ′′(λ)

(r2 − r1)2

�
Qλ

r2
(z1)

[
|w −W(t)|2 + |w0 −W(t)|2

]
dz .

By Poincaré’s inequality with the weight ξ (Lemma 6.4) we see that for every t ∈ Iλr2(t1)�
Br2

|w(x, t)−W(t)|2 dx ⩽ cr2
�
Br2

|Dw(x, t)|2 dx.

Moreover, by testing (4.2) with ζ = (ξ, · · · , ξ) and using |Dξ| ⩽ c
rn(r2−r1) and (2.19) with

|Du| ⩽ λ ⩽ 2|P| ⩽ 2λ, we see that for every t2 < τ < τ ′ < t1,

|W(τ)−W(τ ′)| =

∣∣∣∣∣
� τ ′

τ

�
Br2 (x1)

(A(Du)−A(P)) : Dζ dx dt

∣∣∣∣∣
⩽ c

r2

(r2 − r1)

 
Qλ

r2
(z1)

|Dw| dz ,

26



hence for every t ∈ (t2, t1),

(6.7) |w0 −W(t)| ⩽ sup
t2<τ<τ ′<t1

|W(τ)−W(τ ′)| ⩽ c
r2

(r2 − r1)

 
Qλ

r2
(z1)

|Dw| dz .

Therefore, combining the above estimates together with Hölder’s inequality, we have
(6.8)

S2 ⩽ c
φ′′(λ)

(r2 − r1)2

(
r4

(r2 − r1)2
+ r2

) �
Qλ

r2
(z1)

|Dw|2 dz ⩽ c
φ′′(λ)r4

(r2 − r1)4

�
Qλ

r2
(z1)

|Dw|2 dz .

Moreover, by (6.7), a weighted Sobolev-Poincaré type inequality and Hölder’s inequality,
we also see that for every t ∈ (t2, t1)

(6.9)

�
Br2 (x1)

|w̃(x, t)|2 dx ⩽ c

�
Br2 (x1)

|w(x, t)−W(t)|2 dx+ crn|W(t)−w0|2

⩽ c

(�
Br2 (x1)

|Dw(x, t)|
2n
n+2 dx

)n+2
n

+ c
rn+4

(r2 − r1)2

( 
Qλ

r2
(z1)

|Dw|
2n
n+2 dz

)n+2
n

.

Therefore, inserting (6.8) and (6.9) into (6.6) and using Young’s inequality, we have that
for every 0 < r1 < r2 ⩽ r ,

�
Qλ

r1
(z1)

|Dw|2 dz ⩽ c

(r2 − r1)2

(
φ′′(λ)r4

(r2 − r1)4

�
Qλ

r2
(z1)

|Dw|2 dz

) 2
n+2

×
(

r

r2 − r1

) 2n
n+2

�
Qλ

r2
(z1)

|Dw|
2n
n+2 dz

⩽ c

(
r

r2 − r1

) 4(n+3)
n+2 φ′′(λ)

2
n+2

r2

(�
Qλ

r2
(z1)

|Dw|2 dz

) 2
n+2 �

Qλ
2r(z1)

|Dw|
2n
n+2 dz

⩽
1

2

(
r

r2 − r1

)2(n+3) �
Qλ

r2
(z1)

|Dw|2 dz + c

(
φ′′(λ)

rn+2

) 2
n

(�
Qλ

2r(z1)

|Dw|
2n
n+2 dz

)n+2
n

.

Then we can remove the first term on the right hand side, and have

 
Qλ

r (z1)

|Dw|2 dz ⩽ c

( 
Qλ

2r(z1)

|Dw|
2n
n+2 dz

)n+2
n

,

for every Qλ
r (z1) ⊂ Qλ

R. Finally, applying Gehring’s Lemma (cfr. [20, Theorem 6.6]), we
obtain the conclusion. □

Next we obtain an L2-comparison estimate between Du and the gradient of a weak
solution to a corresponding linear system with constant coefficients (cfr. [27, Lemma 4.3]).

We recall (2.8) and the definition of Aαβij in (2.17), so that

(6.10)
∑
i,j,α,β

|Aαβij (Q)− Aαβij (P)| ⩽ ch

(
|Q−P|
|Q|

)γ1
φ′′(|Q|) for |Q−P| ⩽ 1

2
|Q|.
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Lemma 6.6. Let P = (Pα
i ) ∈ RNn satisfying λ

2
⩽ |P| ⩽ λ, and v = (vαi ) be the weak

solution to

(6.11)

{
(vα)t − (Aαβij (P)vβxj)xi = 0 in Qλ

R/2, α = 1, 2, . . . , N,

v = u on ∂pQ
λ
R/2 .

Then for every ε0 ∈ (0, 1
2
),

 
Qλ

R/2

|Du−Dv|2 dz ⩽ c

[
ε2γ10 + ε−2γ

0 λ−2γ

( 
Qλ

R

|Du−P|2 dz

)γ]  
Qλ

R

|Du−P|2 dz ,

for some c = c(n,N, p, q, γ1, ch) > 0, where γ > 0 is from Lemma 6.5

Proof. Observe the u satisfies

(uα)t − (Aαβij (P)uβxj)xi = −
(
Aαβij (P)(uβxj − P β

j ) + [A(P)]αi − [A(Du)]αi

)
xi
=: −(Hα

i )xi

for every α = 1, 2, . . . , N . By taking uα − vα as a test function in the weak form of the
above two equations, we have

1

2

�
BR/2

|u(x, 0)− v(x, 0)|2 dx+
�
Qλ

R/2

Aαβij (P)(uβxj − vβxj)(u
α
xi
− vαxi) dz

=

�
Qλ

R/2

Hα
i (u

α
xi
− vαxi) dz ,

and  
Qλ

R/2

φ′′(|P|)|Du−Dv|2 dz ⩽ c

φ′′(|P|)

 
Qλ

R/2

|H|2 dz ,

where H = (Hα
i ). We note that

Hα
i = Aαβij (P)(uβxj − P β

j ) + [A(P)]αi − [A(Du)]αi

= Aαβij (P)(uβxj − P β
j )−

(� 1

0

Aαβij (τDu+ (1− τ)P) dτ

)
(uβxj − P β

j ) .

If |Du−P| ⩽ ε0|P|, by (6.10)

|H| ⩽ c

(� 1

0

[
|τ(Du−P)|

|P|

]γ1
dτ

)
φ′′(|P|)|Du−P| ⩽ cεγ10 φ

′′(|P|)|Du−P| .

If |Du−P| > ε0|P|, then by (2.18) and (6.1)

|H| ⩽ cφ′′(|P|)|Du−P| ⩽ cε−γ0 φ′′(|P|)|P|−γ|Du−P|1+γ ,
where γ is from Lemma 6.5. Combining the above results we have
 
Qλ

R/2

|Du−Dv|2 dz ⩽ c

(
ε2γ10

 
Qλ

R/2

|Du−P|2 dz + cε−2γ
0 λ−2γ

 
Qλ

R/2

|Du−P|2(1+γ) dz

)
.

Therefore, applying Lemma 6.5, we obtain the desired estimate. □

Set v̄(x, t) := v
(
Rx, R2

φ′′(λ)
t
)
, where v is a weak solution to (6.11) with P ∈ RNn

satisfying λ
2
⩽ |P| ⩽ λ. Then v̄ is a weak solution to

v̄αt −

(
Aαβij (P)

φ′′(λ)
v̄βxj

)
xi

= 0 in Q1/2, α = 1, 2, . . . , N.

28



Since L̄−1|ω|2 ⩽
Aαβ

ij (P)

φ′′(λ)
ωαi ω

β
j ⩽ L̄|ω|2 for all ω = (ωαi ) ∈ RNn and some L̄ ⩾ 1, by

regularity theory for linear parabolic systems with constant coefficients (see, for instance,
[20, XI. Theorem 6.6] with its proof), we have that for every ρ ∈ (0, 1

2
),�

Qρ

|Dv̄ − (Dv̄)Qρ|2 dz ⩽ cρ2
�
Q1/2

|Dv̄ − (Dv̄)Q1/2
|2 dz ,

which implies the following estimate for v: for every ρ ∈ (0, R
2
),

(6.12)

�
Qλ

ρ

|Dv − (Dv)Qλ
ρ
|2 dz ⩽ c

( ρ
R

)n+4
�
Qλ

R/2

|Dv − (Dv)Qλ
R/2

|2 dz .

The estimate (6.12) is a key ingredient to obtain the following result, which provides an
estimate for the decay of the mean oscillation of Du on each scale (cfr. [27, Lemma 4.4]).

Lemma 6.7. Suppose

|(Du)Qλ
R
| ⩾ 1

2
λ and

 
Qλ

R

|Du− (Du)Qλ
R
|2 dz ⩽ ελ2

for some ε ∈ (0, 1). Then for every θ, ε0 ∈ (0, 1
2
), we have�

Qλ
θR

|Du− (Du)Qλ
θR
|2 dz ⩽ c1(ε

2γ1
0 + ε−2γ

0 εγ + θn+4)

�
Qλ

R

|Du− (Du)Qλ
R
|2 dz

for some c1 ⩾ 1, where γ > 0 is from Lemma 6.5.

Proof. By Lemma 6.6 with P = (Du)Qλ
R
and (6.12), we have that for every θ ∈ (0, 1

2
),�

Qλ
θR

|Du− (Du)Qλ
θR
|2 dz ⩽ 2

�
Qλ

R

|Du−Dv|2 dz + 2

�
Qλ

θR

|Dv − (Dv)Qλ
θR
|2 dz

⩽ c
[
ε2γ10 + ε−2γ

0 εγ
]�

Qλ
R

|Du− (Du)Qλ
R
|2 dz + cθn+4

�
Qλ

R/2

|Dv − (Du)Qλ
R
|2 dz .

This concludes the proof. □

The counterpart of [27, Lemma 4.5] is the following result.

Lemma 6.8. There exist small constants θ, ε ∈ (0, 1) such if

|(Du)Qλ
R
| ⩾ 3

4
λ and

 
Qλ

R

|Du− (Du)Qλ
R
|2 dz ⩽ ελ2,

then for every m ∈ N,

|(Du)Qλ
Rm

| ⩾
(
1

2
+

1

22+m

)
λ, where Rm := θmR,

and  
Qλ

Rm

|Du− (Du)Qλ
Rm

|2 dz ⩽ θ
3
2

 
Qλ

Rm−1

|Du− (Du)Qλ
Rm−1

|2 dz

⩽ · · · ⩽ θ
3
2
m

 
Qλ

R

|Du− (Du)Qλ
R
|2 dz.

In particular, we have that for every r ∈ (0, R], 
Qλ

r

|Du− (Du)Qλ
r
|2 dz ⩽ θ−n−

7
2

( r
R

) 3
2

 
Qλ

R

|Du− (Du)Qλ
R
|2 dz .

29



Proof. Choose θ, ε and ε0 small so that

θ ⩽ min
{
(4c1)

−2, 2−4/3
}
, ε0 ⩽

(
θn+7/2

4c1

) 1
2γ1

, ε ⩽ min{ε20[θn+7/2/(4c1)]
1/η, 2−6θ2n+4},

where the constant c1 ⩾ 1 is from the preceding lemma. We prove the lemma by induction.
We first obtain the desired estimates when m = 1. By the preceding lemma, we have 

Qλ
θR

|Du− (Du)Qλ
θR
|2 dz ⩽ θ3/2

 
Qλ

R

|Du− (Du)Qλ
R
|2 dz ,

which is the desired second estimate when m = 1. Moreover,

|(Du)Qλ
θR

− (Du)Qλ
R
| ⩽ θ−n−2

 
Qλ

R

|Du− (Du)Qλ
R
| dz ⩽ θ−n−2ε1/2λ ⩽

1

8
λ ,

hence

|(Du)Qλ
θR
| ⩾ |(Du)Qλ

R
| − 1

8
λ ⩾

(
1

2
+

1

23

)
λ.

This is the first estimate when m = 1.
Next, we suppose the estimates hold for all m ⩽ m0. Then from the first and the

second inequalities when m = m0 we see that

|(Du)Qλ
Rm0

| ⩾
(
1

2
+

1

22+m0

)
λ >

1

2
λ and

 
Qλ

Rm0

|Du−(Du)Qλ
Rm0

|2 dz ⩽ εθ
3
2
m0λ2 < ελ2 .

Therefore, applying the preceding lemma with R replaced by Rm0 and the second in-
equality when m = m0, we see that 

Qλ
Rm0+1

|Du− (Du)Qλ
Rm0+1

|2 dz ⩽ θ3/2
 
Qλ

Rm0

|Du− (Du)Qλ
Rm0

|2 dz ⩽ θ
3
2
(m0+1)ελ2.

This is the second estimate when m = m0 + 1. Moreover, by the first estimate when
m = m0 and the upper bounds of θ and ε,

|(Du)Qλ
Rm0+1

− (Du)Qλ
Rm0

| ⩽ 1

θn+2

 
Qλ

Rm0

|Du− (Du)Qλ
Rm0

| dz ⩽ θ
3
4
m0ε

1
2

θn+2
λ ⩽

1

23+m0
λ .

Therefore we have

|(Du)Qλ
Rm0+1

| ⩾ |(Du)Qλ
Rm0

| − 1

23+m0
λ ⩾

(
1

2
+

1

23+m0

)
λ.

This is the first estimate when m = m0 + 1, and the proof is concluded. □

We conclude the list of the auxiliary results needed to prove Proposition 6.2 with the
following one, which corresponds to [27, Lemma 4.6]. For a σ > 0 small enough such that
(6.2) holds, we have that the average of Du is comparable with λ and that Du remains
close to its average.

Lemma 6.9. For ε > 0, there exists σ = σ(ε) ∈ (0, 2−(n+2)) such that if σ satisfies (6.2),
then

7

8
λ ⩽ |(Du)Qλ

R/2
| ⩽ λ

and  
Qλ

R/2

|Du− (Du)Qλ
R/2

|2 ⩽ ελ2.
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Proof. Let f(s) := (s − (1 − 2θ)λ)+ with θ ∈ (0, 1/4) to be determined and F (s) :=� s
0
τf(τ) dτ . Note that we have that

(i) when f(|Du|) > 0, 1
2
λ < (1−2θ)λ ⩽ |Du| ⩽ λ (hence 2−qφ(λ) ⩽ φ(|Du|) ⩽ φ(λ))

and f ′(|Du|) = 1;
(ii) 0 ⩽ f(|Du|) ⩽ 2θλ and 0 ⩽ F (|Du|) ⩽ 4θ2λ3.

Let ξ ∈ C∞
0 (BR) and η ∈ C∞(R) be cut-off functions such that ξ ≡ 1 in BR/2, |Dξ| ⩽ 4

R
,

η ≡ 0 in (−∞,− R2

φ′′(λ)
), η ≡ 1 in (− R2

4φ′′(λ)
,∞) and 0 ⩽ ηt ⩽

8φ′′(λ)
R2 . Then, the Caccioppoli

estimate (5.2) with ρ = R, τ1 = − R2

φ′′(λ)
and τ2 = − R2

4φ′′(λ)
yields�

A((1−θ)λ,R/2)
φ′′(λ)θλ|D2u|2 dz ⩽ c

�
Qλ

R/2

φ′(|Du|)
|Du|

f(|Du|)|D2u|2 dz

⩽ cR−2

�
Qλ

R

[
φ′(|Du|)f(|Du|)2

f ′(|Du|)
+ φ′′(|Du|)F (|Du|)

]
dz

⩽ cR−2
∣∣{|Du| > (1− 2θ)λ} ∩Qλ

R

∣∣θ2λφ(λ) ,
where A(k, r) := {z ∈ Qλ

r : |Du(z)| > k}. Note that in the second inequality, we used
the fact that φ′′(λ) ⩽ 2q+2φ′′(|Du|) when F (|Du|) > 0. Hence we have

(6.13)

�
A((1−θ)λ,R/2)

|D2u|2 dz ⩽ c θR−2λ2
∣∣{|Du| > (1− 2θ)λ} ∩Qλ

R

∣∣ .
Let h0 ∈ C1(R) be increasing such that h0(t) = 0 for t ⩽ 3λ/4, h0(t) = 1 for t > 7λ/8,

and h′0 ⩽ 16λ−1, and set h(z) = h0(|Du(z)|)Du(z). Then we have |Dh|2 ⩽ c|D2u|2.
Let ξ0 ∈ C∞

0 (BR/2) be a cut-off function such that 0 ⩽ ξ0 ⩽ 1 with ξ0 ≡ 1 in BR/4 and

|D2ξ0|+ |Dξ0|2 ⩽ c/R2, and ξ = ∥ξ0∥−1
L1(BR/2)

ξ0 ≈ ξ0
Rn . Set

W(t) :=

�
BR

Du(x, t)ξ(x) dx , Wh(t) :=

�
BR

h(x, t)ξ(x) dx

and

W0 =
φ′′(λ)

R2

� 0

− R2

φ′′(λ)

�
BR

Du(x, t)ξ(x) dx dt =

 0

− R2

φ′′(λ)

W(t) dt .

Note that by Lemma 6.4 with f = h(·, t) and p = 2n
n+1

, we have

(6.14)

�
Qλ

R/2

|h(x, t)−Wh(t)|2 dx dt ⩽ cλ
2

n+1

�
Qλ

R/2

|h(x, t)−Wh(t)|
2n
n+1 dx dt

⩽ c(|BR|λ)
2

n+1

�
Qλ

R/2

|Dh|
2n
n+1 dz .

Set
Σ0 := A(3λ/4, R/2) \ A((1− σ)λ,R/2) and Σ := A((1− σ)λ,R/2) .

Since |Dh| = 0 on Qλ
R/2 \ A(3λ/4, R/2), we have�

Qλ
R/2

|Dh|
2n
n+1 dz =

�
Σ0

|Dh|
2n
n+1 dz +

�
Σ

|Dh|
2n
n+1 dz .

By Hölder’s inequality, (6.2) and (6.13) with θ = 1
4
, the first term on the right hand side

can be estimated as�
Σ0

|Dh|
2n
n+1 dz ⩽ |Σ0|

1
n+1

(�
A(3λ/4,R/2)

|Dh|2 dz
) n

n+1

⩽ cσ
1

n+1λ
2n
n+1R− 2n

n+1 |Qλ
R| .
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Moreover, by (6.13) with θ = σ
�
Σ

|Dh|
2n
n+1 dz ⩽ |Qλ

R|
1

n+1

(�
A((1−σ)λ,R/2)

|Dh|2 dz
) n

n+1

⩽ cσ
n

n+1λ
2n
n+1R− 2n

n+1 |Qλ
R| .

Therefore, we have �
Qλ

R/2

|Dh|
2n
n+1 dz ⩽ cσ

1
n+1λ

2n
n+1R− 2n

n+1 |Qλ
R| ,

hence, inserting this into (6.14),

(6.15)

�
Qλ

R/2

|h(x, t)−Wh(t)|2 dx dt ⩽ cσ
1

n+1λ2|Qλ
R| .

Note that

|Du−w0|2 ⩽ c
(
|Du− h|2 + |h−Wh|2 + |Wh −W|2 + |W −w0|2

)
.

First, by (6.2) with the definition of h, we have

(6.16)

�
Qλ

R/2

|Du− h|2 dz =
�
Qλ

R/2
\Σ
(1− h0(|Du|))2|Du|2 dz ⩽ σλ2|Qλ

R| .

Moreover, by Hölder’s inequality and the definition of ζ, we also have

(6.17)

�
Qλ

R/2

|Wh −W|2 dz = |BR/2|
� 0

−R2/(4φ′′(λ))

∣∣∣∣∣
�
BR/2

(Du(x, t)− h(x, t))ξ(x) dx

∣∣∣∣∣
2

dt

⩽ |BR/2|
� 0

−R2/(4φ′′(λ))

[�
BR/2

(Du(x, t)− h(x, t))2 dx

][�
BR/2

ξ2 dx

]
dt

⩽ c

�
Qλ

R/2

|Du− h|2 dz ⩽ cσλ2|Qλ
R|.

Second, since u = uε is a weak solution to (4.2), by testing (4.2) with ζ = (ξxi , . . . , ξxi) ∈
C∞

0 (BR,RN), i = 1, 2, . . . , n, we have that for every − R2

φ′′(λ)
< τ < τ ′ < 0,

�
Br

(uαxi(x, τ
′)− uαxi(x, τ))ξ(x) dx =

� τ ′

τ

�
BR

([A(Du)]α − [A(W(t)]α)) ·Dξxi dz ,

α = 1, 2, . . . , N , hence, using (2.19) and the facts that |Du| ⩽ λ in Qλ
R and φ(t)/tp−1 is

increasing,

(6.18)

|W(τ ′)−W(τ)| ⩽ c

�
Qλ

R/2

|A(Du)−A(W(t))||D2ξ| dz

⩽
c

Rn+2

�
Qλ

R/2

φ′(|Du|+ |W(t)|)
|Du|+ |W(t)|

(|Du|+ |W(t)|)2−p|Du−W(t)|p−1 dz

⩽ c
φ′(λ)

λp−1Rn+2

�
Qλ

R/2

|Du−W|p−1 dz

⩽ cλ2−p

( 
Qλ

R/2

|Du−W|2 dz

) p−1
2

.
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Applying the estimates (6.15), (6.16) and (6.17), we obtain for every − R2

φ′′(λ)
< τ < τ ′ < 0,

|W(τ ′)−W(τ)| ⩽ cλ2−p
(
σ

1
n+1λ2

) p−1
2

⩽ cσ
p−1

2(n+1)λ ,

which also implies

(6.19)

�
Qλ

R/2

|W −w0|2 dz ⩽ c|Qλ
R| sup

− R2

φ′′(λ)<τ<τ
′<0

|W(τ ′)−W(τ)|2 ⩽ cσ
p−1
n+1λ2|Qλ

R| .

Therefore, combining the results in (6.15)–(6.19), we have 
Qλ

R/2

|Du− (Du)Qλ
R/2

|2 dz ⩽
 
Qλ

R/2

|Du−w0|2 dz ⩽ cσ
p−1
n+1λ2.

This implies the second desired estimate by choosing σ sufficiently small. Moreover, since
|Du| ⩽ |Du− (Du)Qλ

R/2
|+ |(Du)Qλ

R/2
| and by the assumption of the lemma∣∣{|Du| > (1− σ)λ} ∩Qλ

R/2

∣∣ > (1− σ)|Qλ
R/2| > (1− 2−(n+2))|Qλ

R/2| ,

we have

|(Du)Qλ
R/2

| ⩾
 
Qλ

R/2

|Du| dz −

( 
Qλ

R/2

|Du− (Du)Qλ
R/2

|2 dz

) 1
2

⩾
[
(1− σ)(1− 2−(n+2))− cσ

p−1
2(n+1)

]
λ.

Finally, by choosing σ sufficiently small we obtain the first desired estimate. □

We are now in position to prove Proposition 6.2.

Proof of Proposition 6.2. As we mentioned above, we assume z0 = 0. Let ε > 0 be given
from Proposition 6.8. With this ε, we determine σ as in Lemma 6.9 with ε

2
in place of ε,

and suppose that Qλ
R = Qλ

R(0) satisfies (6.2). Therefore, we have

7

8
λ ⩽ |(Du)Qλ

R/2
| ⩽ λ

and  
Qλ

R/2

|Du− (Du)Qλ
R/2

|2 dz ⩽ ε

2
λ .

Choose z1 = (x1, t1) ∈ Qλ
R such that max{|x1|,

√
φ′′(λ)|t1|} < ε′R, where ε′ ∈ (0, 1/2) is

a small constant to be determined. Then Qλ
R/2(z1) ⊂ Qλ

R and |Qλ
R/2(z1) \ Qλ

R/2|, |Qλ
R/2 \

Qλ
R/2(z1)| ⩽ cε′|Qλ

R| for some c > 0 depending n if ε′ is sufficiently small. Therefore, by

(6.1) and the preceding two inequalities, we have 
Qλ

R/2
(z1)

|Du− (Du)Qλ
R/2

(z1)|
2 dz

⩽
1

|Qλ
R/2|

�
Qλ

R/2
(z1)\Qλ

R/2

|Du− (Du)Qλ
R/2

|2 dz +
 
Qλ

R/2

|Du− (Du)Qλ
R/2

|2 dz

⩽
(
cε′ +

ε

2

)
λ2 ⩽ ελ2
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and
|(Du)Qλ

R/2
(z1)| ⩾ |(Du)Qλ

R/2
| − |(Du)Qλ

R/2
− (Du)Qλ

R/2
(z1)|

⩾
7

8
λ− 1

|Qλ
R/2|

�
(Qλ

R/2
(z1)\Qλ

R/2
)∪(Qλ

R/2
\Qλ

R/2
(z1))

|Du| dz

⩾
7

8
λ− cε′λ ⩾

3

4
λ .

provided that ε′ is sufficiently small. Therefore, by Lemma 6.8 with Qλ
R/2(z1) in place of

Qλ
R, we obtain that for every z1 ∈ Qλ

R/2 and every 0 < r < R
2
we have

(6.20)

 
Qλ

r (z1)

|Du− (Du)Qλ
r (z1)

|2 dz ⩽ c
( r
R

)3/2  
Qλ

R/2
(z1)

|Du− (Du)Qλ
R/2

(z1)|
2 dz .

Consequently, the desired oscillation decay estimate (6.3) follows from (6.20) by the
standard embedding argument by Campanato in the parabolic setting (see for instance
[28, Lemma 4.3]). □

6.2. Proof of Proposition 6.3. We start with a density result from (6.4) (cfr. [27,
Lemma 6.2]).

Lemma 6.10. Suppose (6.4) holds for some σ ∈ (0, 1
2
). There exists m1 ∈ N depending

on σ such that

sup
− σR2

2φ′′(λ)⩽t⩽0

|{|Du(x, t)| > (1− 2−m1σ)λ} ∩Bσ̃R| ⩽ σ̃|Bσ̃R| , where σ̃ :=
(
1− σ

2

) 1
n+2

.

Proof. Step 1. We first prove that there exists t1 ∈ (− R2

φ′′(λ)
,− σR2

2φ′′(λ)
) such that

(6.21) |{x ∈ BR : |Du(x, t1)| > (1− σ)λ}| ⩽
(
1− σ

2

)
|BR| .

Set

I :=

� − σR2

2φ′′(λ)

− R2

φ′′(λ)

|{x ∈ BR : |Du(x, t)| > (1− σ)λ}| dt .

Then by (6.4),

I ⩽ |{|Du| > (1− σ)λ} ∩Qλ
R| ⩽ (1− σ)

R2

φ′′(λ)
|BR| .

On the other hand, by the mean value theorem for integrals, there exists t1 ∈ (− R2

φ′′(λ)
,− σR2

2φ′′(λ)
)

such that

I = |{x ∈ BR : |Du(x, t1)| > (1− σ)λ}|
(
1− σ

2

) R2

φ′′(λ)
.

This inequality with 1−σ
1−σ/2 < 1− σ

2
yields (6.21).

Step 2. Let

Ψ(s) := ln+

(
σ

1− s/λ+ 21−mσ

)
, 0 ⩽ s ⩽ λ ,

where g+(s) := max{g(s), 0} and m ∈ N with m ⩾ 2, and set

f(s) :=
2Ψ(s)Ψ′(s)

s
, 0 ⩽ s ⩽ λ .

Then we have the following straightforward properties for Ψ and f :

(i) 0 ⩽ Ψ(s) ⩽ (m− 1) ln 2 and Ψ(s) = 0 if and only if 0 ⩽ s ⩽ (1− σ + 21−mσ)λ;
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(ii) for (1− σ + 21−mσ)λ < s < λ, Ψ′(s) = 1
(1+21−mσ)λ−s and Ψ′′(s) = Ψ′(s)2;

(iii) for (1− σ + 21−mσ)λ < s < λ, f ′(s) = 2(1+Ψ(s))Ψ′(s)2

s
− f(s)

s
> 0;

(iv) F (s) :=
� s
0
τf(τ) dτ = Ψ(s)2.

Choose any t̃ ∈
[
− σR2

2φ′′(λ)
, 0
]
and let t1 be that given from (6.21). Then from the proof of

Lemma 5.1 (applying (5.3) to I2) with ρ = R, τ1 = t1, τ2 = t̃ and η ≡ 1, we deduce that

(6.22)

�
BR

F (|Du(x, t̃)|)ξ2 dx

+

� t̃

t1

�
BR

φ′(|Du|)
|Du|

(
f(|Du|)|D2u|2 + f ′(|Du|)

|Du|
|D(|Du|2)|2

4

)
ξ2 dxdt

⩽
�
BR

F (|Du(x, t1)|)ξ2 dx+ c

� t̃

t1

�
BR

φ′(|Du|)
|Du|

∣∣D(|Du|2)
∣∣f(|Du|)ξ|Dξ| dxdt ,

where ξ ∈ C∞
0 (BR) is a cut-off function satisfying that ξ ≡ 1 on Bσ̃R and |Dξ| ⩽ 2

(1−σ̃)R .

For what concerns the left hand side, applying (iii) and (iv), we have

(LHS of (6.22)) ⩾
�
BR

Ψ(|Du(x, t̃)|)2ξ2 dx

+

� t̃

t1

�
BR

φ′(|Du|)
|Du|

(Ψ(|Du|) + 1)Ψ′(|Du|)2

|Du|2
|D(|Du|2)|2

2
ξ2 dxdt .

On the other hand, as for the right hand side, Young’s inequality with the definition of
f and (iv) yields.

(RHS of (6.22)) ⩽
�
BR

Ψ(|Du(x, t1)|)2ξ2 dx+ c

� t̃

t1

�
BR

φ′(|Du|)
|Du|

Ψ(|Du|)|Dξ|2 dxdt

+
1

4

� t̃

t1

�
BR

φ′(|Du|)
|Du|

Ψ(|Du|)Ψ′(|Du|)2

|Du|2
∣∣D(|Du|2)

∣∣2ξ2 dxdt .
Therefore, we have

(6.23)

�
Bσ̃R

Ψ(|Du(x, t̃)|)2 dx

⩽
�
BR

Ψ(|Du(x, t1)|)2 dx+
c

(1− σ̃)2R2

� t2

t̃

�
BR

φ′(|Du|)
|Du|

Ψ(|Du|) dxdt .

For the left hand side, we see that

(LHS of (6.23)) ⩾ Ψ((1− 2−mσ)λ)2|{|Du(x, t̃)| > (1− 2−mσ)λ} ∩Bσ̃R|
⩾ ((m− 2) ln 2)2|{|Du(x, t̃)| > (1− 2−mσ)λ} ∩Bσ̃R| .
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On the other hand, to estimate the right hand side, we apply Step 1 and (i) to get

(RHS of (6.23)) ⩽ ((m− 1) ln 2)2|{x ∈ BR : |Du(x, t1)| > (1− σ + 21−mσ)λ}|

+
c(m− 1) ln 2

(1− σ)(1− σ̃)2
|BR|

⩽

{
((m− 1) ln 2)2

(
1− σ

2

)
σ̃n

+
c(m− 1)

σ̃n

}
|Bσ̃R|

⩽

{
((m− 1) ln 2)2σ̃2 +

c(m− 1)

σ̃n

}
|Bσ̃R| .

Therefore, combining the above results, we have

|{|Du(x, t̃)| > (1− 2−mσ)λ} ∩Bσ̃R| ⩽

{(
m− 1

m− 2

)2

σ̃2 +
c∗(m− 1)

σ̃n(m− 2)2

}
|Bσ̃R|.

Finally, by choosing m ∈ N sufficiently large so that(
m− 1

m− 2

)2

⩽
1 + σ̃

2σ̃
and

m− 1

(m− 2)2
⩽
σ̃n+1(1− σ̃)

2c∗
,

we obtain the conclusion. □

We note that σ̃ > σ
2
since σ ∈ (0, 1

2
). Now, we are ready for proving Proposition 6.3.

Proof of Proposition 6.3. We remark that constants c in the proof depend also on σ.
Step 1. Let

f(t) :=
(t− (1− ν1)λ)

χ−1
+

t
, χ ⩾ 2,

where ν1 ∈ (0, 1
2
) is a sufficiently small constant to be determined, and set F (t) :=� t

0
sf(s) ds = 1

χ
(t − (1 − ν1)λ)

χ
+. Note that, since f ′(t) = (t−(1−ν1)λ)χ−2((χ−2)t+(1−ν1)λ)

t2
if

t > (1− ν1)λ, we have

f ′(t) ⩾
(t− (1− ν1)λ)

χ−2
+ (1− ν1)

λ
⩾

(t− (1− ν1)λ)
χ−2
+

2λ
for 0 < t ⩽ λ,

and

f(t)2

f ′(t)
=

(t− (1− ν1)λ)
χ
+

(χ− 2)t+ (1− ν1)λ
⩽

(t− (1− ν1)λ)
χ
+

(1− ν1)λ
⩽ 2

(t− (1− ν1)λ)
χ
+

λ
.

Let ξ0 ∈ C∞
0 (Bσ̃R) be a cut-off function with 0 ⩽ ξ0 ⩽ 1, ξ0 ≡ 1 on Bσ̃R/2 and

|Dξ0| ⩽ 4
σ̃R

, and η0 ∈ C∞(R) with 0 ⩽ η0 ⩽ 1, η0 ≡ 0 in (−∞,− σR2

2φ′′(λ)
], η0 ≡ 1 in

[− σR2

4φ′′(λ)
,∞) and 0 ⩽ (η0)t ⩽

8φ′′(λ)
σR2 . Set ξ = ξ

(n+2)χ−n
2

0 , η = η
(n+2)χ−n
0 . Then applying (5.2)

with ρ = σ̃R, τ1 = t1 and τ2 = t′ ∈ (− σR2

2φ′′(λ)
, 0), and using the fact that 1

2
λ ⩽ |Du| ⩽ λ
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when |Du| > (1− ν1)λ, we have

1

χ

�
Bσ̃R

w(x, t′)χζ(x, t′)(n+2)χ−n dx+ φ′′(λ)

� t′

t1

�
Bσ̃R

wχ−2 |D(|Du|2)|2

|Du|2
ξ2η dxdt

⩽ c

� t′

t1

�
Bσ̃R

[
φ′′(λ)wχ|Dξ|2η + 1

χ
wχξ2ηt

]
dxdt

⩽ cχ

� t′

t1

�
Bσ̃R

[
φ′′(λ)wχ|Dξ0|2ζ(n+2)χ−n−2 + wχ(η0)tζ

(n+2)χ−n−1
]
dxdt

⩽ cχ
φ′′(λ)

R2

� t′

t1

�
Bσ̃R

wχ(ζ(n+2)χ−n−2 + ζ(n+2)χ−n−1) dxdt ,

where we denote

w := (|Du| − (1− ν1)λ)+ and ζ := ξ0η0.

Moreover, since D(w
χ
2 ξ) = χ

4
w

χ−2
2

D(|Du|2)
|Du| ξ + w

χ
2Dξ and 0 ⩽ ζ ⩽ 1,

(6.24)

sup
− σR2

2φ′′(λ)<t<0

�
Bσ̃R

wχζ(n+2)χ−n dx+φ′′(λ)

� 0

− σR2

2φ′′(λ)

�
Bσ̃R

|D(w
χ
2 ζ

(n+2)χ−n
2 )|2 dxdt

⩽ cχ3φ
′′(λ)

R2

� 0

− σR2

2φ′′(λ)

�
Bσ̃R

wχζ(n+2)χ−n−2 dxdt .

Setting

w̄ := wζn+2 ,

by Hölder’s inequality and Sobolev’s inequality we have� 0

− σR2

2φ′′(λ)

�
Bσ̃R

w̄χ(1+
2
n
)ζ−n−2 dxdt

⩽
� 0

− σR2

2φ′′(λ)

(�
Bσ̃R

w̄χζ−n dx

) 2
n
(�

Bσ̃R

(
w̄

χ
2 ζ

−n
2

) 2n
n−2

dx

)n−2
n

dt

⩽ c sup
− σR2

2φ′′(λ)<t<0

(�
Bσ̃R

w̄χζ−n dx

) 2
n
� 0

− σR2

2φ′′(λ)

�
Bσ̃R

|D(w̄
χ
2 ζ

−n
2 )|2 dxdt

⩽ cφ′′(λ)
2
n

(
χ3

R2

� 0

− σR2

2φ′′(λ)

�
Bσ̃R

w̄χζ−n−2 dxdt

)1+ 2
n

.

We further set Q̃ := Bσ̃R × (− σR2

2φ′′(λ)
, 0]. Then we have

 
Q̃

w̄χ(1+
2
n
)ζ−n−2 dz ⩽ cχ3(1+ 2

n
)

( 
Q̃

w̄χζ−n−2 dz

)1+ 2
n

, χ ⩾ 2 .

We now apply Moser’s iteration. For m = 0, 1, 2, . . . , we set

χm = 2θm, where θ := 1 +
2

n
,

and

Jm :=

 
Q̃

w̄χmζ−n−2 dz
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Then we have that for m = 2, 3, . . . ,

Jm ⩽ cχθm−1J
3θ
m−1 ⩽ c1+θθ3θχ3θ+3θ2

m−2 Jθ
2

m−2 ⩽ · · · ⩽ c
θm−1
θ−1 θ

3θ
θ−1

(
θ(θm−1−1)

θ−1
−1

)
2

θ(θm−1)
θ−1 Jθ

m

0

⩽ (cJ0)
θm ,

which together with w̄ = wζn+2 yields

∥w∥L∞(Q̃) = ∥w̄ζ−n−2∥L∞(Q̃) = lim
m→∞

J
1

χm
m ⩽ c

( 
Q̃

w̄2ζ−n−2 dz

) 1
2

⩽ c

( 
Q̃

w2 dz

) 1
2

,

and by the definitions of w and Q̃ = Bσ̃R × (− σR2

2φ′′(λ)
, 0] ⊃ Qλ

σR/2,

(6.25)

∥(|Du| − (1− ν1)λ)+∥L∞(Qλ
σR/2

) ⩽ c

( 
Q̃

w2 dz

) 1
2

⩽ cν1λ

(
|{(|Du| − (1− ν1)λ)+ > 0} ∩ Q̃|

|Q̃|

) 1
2

.

Step 2. Now, we show that the ratio of measures on the right hand side of (6.25) is
sufficiently small if ν1 is small. We follow the argument in [11, Lemma 6.4]. We start
recalling the following well-known Poincaré-type inequality, see for instance [11, Lemma
6.3]: for v ∈ W 1,2(Br) and k < l,

(6.26) (l − k)|{v > l} ∩Br|1−
1
n ⩽ c

rn

|Br \ {v > k}|

�
{k<v⩽l}∩Br

|Dv| dx .

Let m2 be a positive number determined later, which is larger than the constant m1

determined in Lemma 6.10, and j ∈ {m1,m1 + 1, . . . ,m2 − 1}. Putting l = (1 − σ
2j+1 )λ,

k = (1 − σ
2j
)λ, v = |Du(·, t)| and r = σ̃R, and applying Lemma 6.10 we have that for

t ∈ [− σR2

φ′′(λ)
, 0],

σλ

2j+1
|{|Du(x, t)| > (1− σ

2j+1
)λ} ∩Bσ̃R|

⩽ c
Rn+1

|Bσ̃R \ {|Du(x, t)| > (1− σ
2j
)λ}|

�
{k<|Du|(x,t)⩽l}∩Bσ̃R

|D[|Du(x, t)|]| dx

⩽ c
R

1− (1− σ
2
)1/(n+2)

�
{k<|Du(x,t)|⩽l}∩Bσ̃R

|D[|Du(x, t)|]| dx

⩽ cR

�
{k<|Du(x,t)|⩽l}∩Bσ̃R

|D[|Du(x, t)|]| dx.

In addtion, by Hölder’s inequality,
�
{k<|Du(x,t)|⩽l}∩Bσ̃R

|D[|Du(x, t)|]| dx

⩽

(�
{k<|Du(x,t)|⩽l}∩Bσ̃R

∣∣∣∣D (|Du(x, t)| −
(
1− σ

2j

)
λ
)
+

∣∣∣∣2 dx

) 1
2

|{k < |Du(x, t)| ⩽ l} ∩Bσ̃R|
1
2
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Therefore inserting this into the above estimate, integrating both the sides for t from
− σR2

2φ′′(λ)
to 0 and using Hölder’s inequality, we have

σλ

2j+1
|{|Du| > (1− σ

2j+1
)λ} ∩ Q̃|

⩽ cR

(�
{k<|Du|⩽l}∩Q̃

∣∣∣∣D (|Du| −
(
1− σ

2j

)
λ
)
+

∣∣∣∣2 dz

) 1
2

|{k < |Du| ⩽ l} ∩ Q̃|
1
2 .

Moreover, using almost the same analysis as the one employed to derive (6.24), we also
obtain

�
{k<|Du|⩽l}∩Q̃

∣∣∣∣D (|Du| −
(
1− σ

2j

)
λ
)
+

∣∣∣∣2 dz ⩽
�
Q̃

∣∣∣∣D (|Du| −
(
1− σ

2j

)
λ
)
+

∣∣∣∣2 dz

⩽
c

(1− σ̃)2R2

�
Qλ

R

(
|Du| −

(
1− σ

2j

)
λ
)2
+
dz .

Combining the above results with the facts that |Du| ⩽ λ in Qλ
R and |Qλ

R| ⩽
c(n)
σn |Q̃|, we

have
∣∣∣{|Du| > (1− σ

2j+1 )λ
}
∩ Q̃

∣∣∣
|Q̃|

2

⩽ c

∣∣∣{(1− σ
2j
)λ < |Du| ⩽ (1− σ

2j+1 )λ
}
∩ Q̃

∣∣∣
|Q̃|

.

Then summing over j from m1 to m2 − 1,

(m2 −m1)

(
|{|Du| > (1− σ

2m2
)λ} ∩ Q̃|

|Q̃|

)2

⩽ c ,

which implies

|{|Du| > (1− v1)λ} ∩ Q̃|
|Q̃|

=
|{|Du| > (1− σ

2m2
)λ} ∩ Q̃|

|Q̃|
⩽

c√
m2 −m1

,

where we choose

ν1 =
σ

2m2
.

Step 3. We insert the previous estimate into (6.25) to get

∥(|Du| − (1− ν1)λ)+∥L∞(Qλ
σR/2

) ⩽
cσν1λ

(m2 −m1)1/4

for some cσ > 0 depending on n,N, p, q and σ. At this stage, we determine m2 depending
on n,N, p, q and σ such that cσ

(m2−m1)1/4
⩽ 1

2
, hence ν1 =

σ
2m2

is also determined. Then we

obtain

∥(|Du| − (1− ν1)λ)+∥L∞(Qλ
σR/2

) ⩽
ν1
2
λ ,

which implies (6.5) with ν := 1− ν1
2
since Qλ

σR/2 ⊂ Q̃. □
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6.3. Proof of Theorem 6.1. We are now in position to prove the main result, The-
orem 6.1. Arguing as in [27, Corollary 1.2], it will be a consequence of the following
claim.

Claim. Suppose that |Du| ⩽ λ in some Qλ
R = Qλ

R(z0) ⋐ ΩT and λ > 0. Then, for
every r ∈ (0, R) it holds that

(6.27) osc
Qλ

r (z0)
Du ⩽ c

( r
R

)α
λ

for some α ∈ (0, 1).
We assume that z0 = (0, 0) for simplicity. Fix σ ∈ (0, 2−n−1) in Proposition 6.2. With

this σ, choose ν ∈ (0, 1) as in Proposition 6.3. If the assumption (6.2) holds, then (6.27)
follows from Proposition 6.2. Hence, we assume that (6.2) does not hold, which means
that (6.4) holds.

Choose θ ∈ (0, 1) sufficiently small so that

θ ⩽
σν

q
2
−1

2
⩽
σ

2
and θ ⩽

( ν
C

) 4
3
,

where C ⩾ 1 is from Proposition 6.2 and for m ∈ N0 := N ∪ {0}, set Rm := θmR and

λm := νmλ. Then one has Q
λm+1

Rm+1
⊂ Qλm

σRm/2
for every j. This implies {Qλm+1

Rm+1
}m is

shrinking. Define

N := {m ∈ N0 : (6.2) holds with Rm and λm in place of R and λ} ,

and

m0 :=

{
minN if N ̸= ∅
∞ if N = ∅ .

Then m0 ⩾ 1. If 1 ⩽ m ⩽ m0, then by Proposition 6.4 with Rm−1 and λm−1 in place of
R and λ, we have |Du| ⩽ λm = νmλ in Qλm

Rm
and

(6.28)


osc
Qλm

Rm

(Du) ⩽ 2∥Du∥L∞(Qλm
Rm

,RNn) ⩽ 2νmλ

for all m = 0, 1, 2, . . . ,m0 when m0 <∞ , or m ∈ N0 when m0 = ∞ .

Furthermore, if m0 < ∞, by Proposition 6.2 with Rm0 and λm0 in place of R and λ, the
second condition of θ in above and (6.28) with m = m0, we have

(6.29) osc
Q

λm0
Rm

(Du) ⩽ Cθ(m−m0)3/4 osc
Q

λm0
Rm0

(Du) ⩽ 2νmλ for all m > m0 when m0 <∞ .

Fix any r ∈ (0, R/2]. Let t1 ∈ (− r2

4φ′′(λ)
, 0]. Note that Qλ

R/2(0, t1) ⊂ Qλ
R and θm+1R/2 ⩽

r < θmR/2 for some m ∈ N0. Then applying (6.28) and (6.29) for Qλ
R/2(0, t1) instead of

Qλ
R, we see that

(6.30) |Du(x, t1)−Du(0, t1)| ⩽ 2νmλ ⩽ c
( r
R

)α1

λ .

where α1 = logθ ν, for all (x, t1) ∈ Qλ
r .

Let ξ0 ∈ C∞
0 (Br) with 0 ⩽ ξ0 ⩽ 1, η ≡ 1 on Br/2 and |D2ξ| + |Dξ|2 ⩽ c

r2
, ξ =

∥ξ0∥−1
L1(Br)

ξ0, and

W(t) :=

�
Br

Du(x, t)ξ(x) dx .
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Then by testing (4.2) with ζ = (ξxi , . . . , ξxi) ∈ C∞
0 (Br,RN), i = 1, 2, . . . , n and applying

the analysis in (6.18) along with the inequality |D2ξ| ⩽ c
rn+2 , we have

|W(t)−W(0)| ⩽ cφ′(λ)

λp−1rn+2

�
Qλ

r

|Du(y, s)−W(s)|p−1 dyds , t ∈
(
− r2

φ′′(λ)
, 0

]
.

Moreover, by (6.30) it follows that

|Du(x, t)−W(t)| ⩽
�
Br

|Du(x, t)−Du(y, t)|ξ(y) dy ⩽ c
( r
R

)α1

λ for every (x, t) ∈ Qλ
r .

Therefore, from the preceding two estimates we have that for every (x, t) ∈ Qλ
r

|Du(x, t)−Du(0, 0)| ⩽ |Du(x, t)−W(t)|+ |Du(0, 0)−W(0)|+ |W(t)−W(0)|

⩽ c
( r
R

)α1(p−1)

λ .

This implies (6.27).
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24. S. Hwang and G. M. Lieberman, Hölder continuity of bounded weak solutions to generalized parabolic
p-Laplacian equations I: degenerate case, Electron. J. Differential Equations 2015, No. 287, 32 pp.
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