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Abstract

In this thesis we discuss variational problems concerning Willmore-type energies of curves
and surfaces. By Willmore-type energy of an immersed manifold we mean a functional depending
on the volume (length or area) of the manifold and on some Lp-norm of the mean curvature
of the manifold. The functionals we consider are the p-elastic energy of an immersed curve,
defined as the sum of length and Lp-norm of the curvature vector, and the Willmore energy
of an immersed surface, which is the L2-norm of the mean curvature of the surface. We shall
consider problems of a variational nature both in the smooth setting of manifolds and in the
context of geometric measure theoretic objects. The necessary definitions and preliminaries are
collected and discussed in Chapter 1.

We then address the following problems.

• In Chapter 2 we consider a gradient flow of the p-elastic energy of immersed curves into
complete Riemannian manifolds. We investigate the smooth convergence of the flow to
critical points of the functional, proving that suitable hypotheses on the sub-convergence
of the flow imply the existence of the full limit of the evolving solution.

• In Chapter 3 we address the problem of finding a generalized weak definition of p-elastic
energy of subsets of the plane satisfying some meaningful variational requirement. We find
such a definition by characterizing a suitable relaxed functional, of which we then discuss
qualitative properties and applications.

• In Chapter 4 we study the minimization of the Willmore energy of surfaces with boundary
under different boundary conditions and constraints. We focus on the existence theory
for such minimization problems, proving both existence and non-existence theorems, and
some functional inequalities.

The results are obtained by the author partly in collaboration with Matteo Novaga, and
they comprise contributions from the research papers [NP20; Poz20a; Poz20b; Poz20c] as well
as some unpublished results.
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NOTATION AND SYMBOLS
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Introduction

In this thesis we study problems of a variational nature regarding Willmore-type energies of
curves and surfaces. By Willmore-type energies we mean functionals associating to an immersed
manifold a number depending on its volume (length or area) and on some Lp-norm of the mean
curvature. All the basic definitions and results needed in the sequel are recalled and discussed
in Chapter 1, and we will give them for granted in this introduction.

The class of functionals we are interested in owes its name to the celebrated Willmore energy,
that is one of the geometric energies we will study in this thesis. If ϕ : Σ ↪→ (Mm, g) is a smooth
immersion of a 2-dimensional manifold Σ in a Riemannian manifold of dimension m ≥ 3, its
Willmore energy is defined by

W(ϕ) :=

ˆ
Σ
|H|2 dµ,

where H is the mean curvature vector of the immersion, integration is understood with respect
to the induced area measure (see Section 1.1.2), and the integral might diverge. In the last fifty
years a lot of interest has been devoted to such a functional, starting from the work of Thomas
Willmore [Wil65] in 1965, that is the reason why today the functional is named after him.

The functional enjoys several interesting geometric properties. The most important one is
probably its conformal invariance, that is, conformal transformations of the ambient metric do
not change the value of the Willmore energy (see Theorem 4.1.4 and Remark 4.1.5).

In [Wil65], the author initiated the study of minimization problems on W by proving that
round spheres in R3, having energy equal to 4π, are the only absolute minimizers of W among
closed immersed surfaces in R3 (Theorem 4.1.1). The result was then extended to higher codi-
mensions by Chen in [Che71a; Che71b]. Such an existence theorem of global minimizers can be
also proved by using the conformal invariance of the functional [Che74; Whi73; Wei78]. Actually,
the conformal invariance of W in the Euclidean space leads to the celebrated Li–Yau inequality,
which is an estimate that not only identifies the value 4π of the infimum ofW among immersions
of closed surfaces, but also implies that closed immersed surfaces in Rn with self-intersections
have energy greater or equal than 8π (Corollary 4.1.12, Corollary 1.3.8). It is then clear that
the Li–Yau inequality has a great importance in the study of variational problems.

Moreover, in [Wil65] the author stated his celebrated conjecture about the minimization of
the Willmore energy among tori (Conjecture 4.1.6). The Willmore conjecture states that the
infimum of W among immersions of tori in R3 equals 2π2 and that it is achieved only by the
torus of revolution given by a circle of radius 1 whose center is located at distance

√
2 from

the axis of revolution, up to conformal transformation of the ambient. The conjecture then
motivated the study of the minimization ofW among surfaces of a fixed topology, that is, closed
surfaces of given genus in Rn. By the works of Simon [Sim93] and Bauer–Kuwert [BK03] we
now know that for any genus g ∈ N there is a minimizer of W among immersed closed surfaces
of genus g in Rn, and such a minimizer is actually an embedding with Willmore energy strictly
less than 8π (Theorem 4.1.8). Also, in [Sim93] the author introduced the use of varifolds and,
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more generally, of measure theoretic tools that allow the use of direct methods in Calculus of
Variations in the study of the minimization of W. We will be particularly interested in such
methods and in measure theoretic objects in the sequel.

The Willmore conjecture has been eventually proved by Marques–Neves in [MN14]. In this
paper, as well as in other very recent works, the authors develop deep variational tools useful for
the study of minimal surfaces in Riemannian manifolds. Their results (see Theorem 4.1.9) are
actually even stronger than the statement of the Willmore conjecture and their methods involve
both techniques from Riemannian Geometry, Topology, and Geometric Measure Theory.

All the above mentioned results, as well as some others related to the existence theory of
minimization problems on the Willmore energy, are recalled more in detail in Section 4.1.

The second class of Willmore-type energies we want to consider are defined on curves. If
γ : S1 → Rn is an immersed smooth closed curve, then for p ∈ [1,+∞) we define its p-elastic
energy by

Ep(γ) := L(γ) +
1

p

ˆ
S1

|k|p ds,

where L(γ) is the length of γ, k is the curvature vector of γ, and integration is understood
with respect to the induced length measure. The same definition will be also used for curves
immersed in Riemannian manifolds. The presence of the constant 1

p in front of the integral is
just the choice of a normalization and it is clearly meaningless from a variational point of view,
and in fact in the literature one can find different choices of constant weights between the length
and the curvature terms. The p-elastic energy can be seen as a natural generalization of the more
common elastic energy, which is just E2. A great interest toward the elastic energies has grown
since the seminal papers of Langer–Singer [LS84c; LS84a; LS84b; LS85; LS87]. In these works
the authors studied and classified the critical points of the energy functional

´
|k|2, which are

called elastic curves or elasticae, both under constraints of fixed length or not, both in Euclidean
space or Riemannian manifolds of constant sectional curvature. The main motivation stated in
[LS84c] was to investigate closed geodesics in constant sectional curvature Riemannian manifolds
by means of the study of a gradient flow of the energy

´
|k|2 of curves with fixed constrained

length. In fact, geodesics are absolute minimizers of
´
|k|2, as they have zero curvature.

A gradient flow of a geometric energy E defined on curves is an evolution equation of the
form ∂tγ = −∇γE that prescribes the motion of the solution γ = γ(t, x), for (t, x) ∈ [0, T )× S1,
in such a way that the driving velocity is the opposite of the gradient ∇γE of the energy
evaluated at γ, defined with respect to some duality or scalar product (see Section 2.1 for a
more detailed introduction). In such a way, the energy E(γ(t, ·)) decreases in time. Gradient
flows are fundamental in the investigation of geometric functionals, both for the study of their
own properties and for the understanding of variational features of the functionals. A gradient
flow for the functional

´
|k|2 has been introduced, indeed, in [LS85; LS87], under the name of

curve straightening flow. The authors proved the convergence of this flow, that is, the existence of
a limit for the evolving curve asymptotically as time increases, by finding remarkable functional
analytic properties on the considered energy, namely the fact that the functional satisfies a
Palais–Smale condition.

Since the works of Langer–Singer, many flows of geometric energies of curves have been
widely investigated. In particular, we will be interested in gradient flows of the p-elastic energy
Ep of curves in Riemannian manifolds. The study of the L2-gradient flow of E2 in R2, that is,
the flow defined with respect to L2-duality, has been firstly studied by Polden in [Pol96] both
for what concerns the short time behavior of the flow, i.e., local existence and uniqueness, and
the long time behavior, proving that the solution exists for all times. The systematic study of
this flow in Rn is due to Dziuk–Kuwert–Schätzle [DKS02].
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In the literature authors sometimes refer to the functional E2 as the Willmore energy of
curves, for the obvious analogy with the Willmore energy of surfaces. However, the similarities
between the elastic energies and the Willmore one should not be sought in the mathematical
properties of these functionals considered independently. Indeed their are geometrically quite
different as, for example, none of the summands defining Ep for p > 1 is scaling invariant, and
then not at all conformally invariant. On the other hand, the functionals Ep andW are very often
considered good integral quantities representing the total bending energy of immersed curves or
surfaces respectively. Actually, the use of E2 for modelling the bending energy of a rod goes back
to Daniel Bernoulli; for a nice survey on the history of elastic and bending energies one can see
[Tru83]. The Willmore energy, or suitable variants involving also the surface area, appears as a
model of the bending energy of biological membranes [Can70; Hel73; GGS10; EFH17].

Even if the elastic energies and the Willmore energy satisfy different geometric properties,
we have to mention a perhaps surprising fact that relates these functionals. Let γ : S1 → H2 be
a regular closed curve in the hyperbolic plane represented by the upper half-plane {y > 0} ⊂ R2

with the hyperbolic metric, and assume R2 = {z = 0} ⊂ R3 with the standard choice of
orthonormal axes in R3. Then, if Σ ⊂ R3 is the torus of revolution in the Euclidean R3 obtained
by the rotation of the support of γ about the x-axis, it holds

W(Σ) =
π

2

ˆ
S1

|k|2 ds,

where k and ds here are the curvature and the length measure of γ as a curve in H2. This
equality has been proved in [LS84a, pp. 532-533] and independently in [BG86]. Studying the
elastic energy of a closed curve in H2 it is then possible to prove that among tori of revolution
in R3 the Willmore energy achieves its minimum as predicted by the Willmore conjecture. This
was at that time a first evidence supporting the conjecture.

As already mentioned, besides the properties of Willmore-type energies as defined on smooth
manifolds, we will be interested in generalizations of those in order to solve minimization prob-
lems by means of direct methods in Calculus of Variations in suitable weak formulations. In
particular, we will exploit the concept of varifold as a geometric measure theoretic generalization
of immersed manifold. We shall recall the basic theory of varifolds in Section 1.2, but for the
time being let us consider a k-dimensional rectifiable set M ⊂ Rn with k ∈ {1, 2}. For a given
positive function θ : M → N that is Hk-locally integrable on M we will see that the measure

µ = θHk ¬M

identifies a varifold Vµ belonging to the class of integer rectifiable varifolds. In case there exists
a function H : M → Rn which is µ-locally integrable such that for every X ∈ C∞c (Rn,Rn) one
has ˆ

M
divMX dµ = −k

ˆ
〈X,H〉 dµ+

ˆ
Xdσ,

where divMX is the tangential divergence of X on M and σ is a vector valued Radon measure
σ which is singular with respect to µ, then H is said to be the generalized mean curvature of Vµ
and σV is the generalized boundary of Vµ. Hence it is possible to define the Willmore energy of
such a varifold by

W(Vµ) :=

ˆ
|H|2 dµ ∈ [0,+∞].

In the framework of measures, one can then hope to exploit compactness properties to solve
minimization problems.
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The concept of varifold was firstly introduced by Young in [You51], but the modern definition
and theory are due to the seminal works of Almgren (see for example [Alm66]), in which the
author uses the theory of varifolds in order to solve the Plateau’s problem. The word varifold
was, indeed, coined by Almgren as a shortcut for variational manifolds, underlying the role of
varifolds in solving minimization problems. We have to mention also the celebrated works of
Allard [All72; All75], which have been equally fundamental in the development of the theory.

As already anticipated, we can attribute the first application of varifolds to the study of
minimization problems on the Willmore energy to Simon in [Sim93], in which he proved the
existence of a minimizer of W among smooth immersed tori in Rn, taking a first step towards
the Willmore conjecture. The method of Simon has then been widely used in the last years
for solving different minimization problems. In his arguments a fundamental role is played by
monotonicity formulas, that is, the existence of some monotone function involving the area and
the Willmore energy of a varifold (see Section 1.3).

In this thesis we shall use the theory of varifolds not only for solving minimization problems,
but also for defining new notions of generalized elastic energies. Our general scope is to deepen
our knowledge of Willmore-type energies in the aspects concerning existence theory of generalized
minimization problems and properties of gradient flows of these functionals.

Now we briefly introduce the content of the thesis and the main results collected in the
sequel. For further details, bibliographical references, and motivations about each problem we
refer the reader to the corresponding chapters.

Elastic flows of curves

Chapter 2 is devoted to the study of the long time behavior of the (Lp, Lp
′
)-gradient flow of

the p-elastic energy of curves in complete Riemannian manifolds. If γ : S1 → M is a smooth
immersed curve (with non-vanishing curvature if p > 2) in a complete Riemannian manifold
(Mm, g) and p ≥ 2, the first variation of the p-elastic energy at γ turns out to be

δEp[ϕ] =

ˆ
S1

〈
∇2|k|p−2k +

1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ϕ

〉
ds,

for any smooth vector field ϕ along γ, where R is the Riemann tensor of (M, g) and ∇ is the
normal connection along γ (see Section 1.1 and Proposition 2.3.12). The same formula holds if
γ is an immersion of class W 4,p (with non-vanishing curvature if p > 2). It follows that we can
define the (Lp, Lp

′
)-gradient flow of Ep starting from a smooth immersed curve γ0 : S1 → M to

be a smooth solution γ : [0, T )× S1 →M of the evolution equation{
∂tγ = −

(
∇2|k|p−2k + 1

p′ |k|
pk − k +R(|k|p−2k, τ)τ

)
on [0, T )× S1,

γ(0, ·) = γ0(·) on S1.

The concept of gradient flow is discussed more in detail in Section 2.1. The energy Ep clearly
decreases along the flow and, in case the maximal time of existence T = +∞, we are interested
in investigating whether there exists the limit limt→+∞ γ(t, ·) in Cm for suitable m ∈ N.

Geometric evolution equations like the one above turn out to be parabolic in the unknown
given by the parametrization γ. Therefore, one can hope to apply useful parabolic estimates
implying bounds on the Sobolev norm of the curvature vector of γ uniformly in time (up to
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reparametrizations). This leads not only to the fact that the maximal time of existence T equals
+∞, but also, by Sobolev embeddings, to the sub-convergence of the flow. With the term sub-
convergence we mean the existence of a sequence of times tj → +∞ such that there exists the
limit limj γ(tj , ·) in Cm for any m ∈ N, up to reparametrization and isometry of the ambient,
and the limit is a critical point of the energy (see Theorem 2.2.8 for example). Isometries
of the ambient manifold (or an analogous family of maps) are a priori necessary, indeed the
above mentioned Sobolev bounds on the curvature cannot imply that the flow remains in a
compact subset of the ambient for any time. As the evolution equation is of fourth order in the
parametrization γ, the uniform boundedness cannot be argued by means of a maximum principle
either. Therefore, in order to promote the sub-convergence of a flow to its full convergence, i.e.,
the existence of the limit limt→+∞ γ(t, ·), one needs further results.

In Chapter 2 we employ a strategy based on the use of a so-called  Lojasiewicz–Simon gradient
inequality. Such a method is inspired by the seminal paper [Sim83a] in which Simon firstly
introduced the use of such inequalities in the study of the long time behavior of parabolic
equations having the form of a gradient flow. This kind of inequalities have been introduced by
 Lojasiewicz in [ Lo63] in the setting of functions defined on finite dimensional vector spaces, and
the form of such inequalities is as follows. An analytic function f : U → R defined on an open
set U ⊂ Rm is said to satisfy a  Lojasiewicz–Simon gradient inequality at x0 ∈ U if there exist
constants σ,C > 0 and θ ∈ (0, 1

2 ] such that

|f(x)− f(x0)|1−θ ≤ C|∇f(x)|,

for any x ∈ Bσ(x0). Any analytic function f as above actually satisfies such an inequality in
a neighborhood of any point x0. This fact was firstly proved by  Lojasiewicz in [ Lo63;  Lo65].
The inequality is particularly relevant in case ∇f(x0) = 0, i.e., x0 is a critical point, as on the
left hand side we find an exponent 1 − θ ∈ (0, 1). Such an inequality clearly does not hold
in case f is merely smooth. The inequality can be extended to analytic functions on infinite
dimensional Banach spaces [Sim83a] and, as observed also in [ Lo84], it can be used to study
the evolution of a gradient flow in a neighborhood of a critical point. As proved by Simon
in [Sim83a], one may hope that, once the solution of a gradient flow of an energy satisfying
a  Lojasiewicz–Simon gradient inequality “passes sufficiently close” to a critical point, then it
never leaves some neighborhood of the critical point and eventually converges.

In this thesis we will derive a  Lojasiewicz–Simon gradient inequality out of a general result of
Chill [Chi03], which does not even assume the full analyticity of the functional. Then we apply
a strategy inspired by [CFS09] used in the study of the L2-gradient flow of the Willmore energy
of closed surfaces. However, the  Lojasiewicz–Simon gradient inequality we derive is stated at a
purely functional analytic level and it can be possibly applied to different geometric flows. Such
an inequality will be stated as a corollary of Chill’s results in Section 2.2.2 as follows.

Corollary 2.2.7 (Abstract  Lojasiewicz–Simon gradient inequality). Let V be a Banach space
and let E : Bρ0(0) ⊂ V → R be an analytic map. Suppose that 0 is a critical point of E.
Let M : U → V ? be the Fréchet first derivative and L : U → L(V ;V ?) the Fréchet second
derivative. Let L := L (0) ∈ L(V ;V ?).

Suppose that W = Z? ↪→ V ? is a Banach space with V ↪→ Z, and that M : Bρ(0) → W is
W -valued and analytic. Suppose also that L ∈ L(V,W ) and L : V → W is Fredholm of index
zero.

Then there exist C, ρ > 0 and θ ∈ (0, 1
2 ] such that

|E(ψ)− E(0)|1−θ ≤ C‖M (ψ)‖W ,

for any ψ ∈ Bρ(0).

xi



In the above corollary we remark that a key hypothesis is the Fredholmness assumption on
the energy functional (see Remark 2.2.4 for the basic definitions). As we shall prove, this is
ultimately a consequence of the parabolicity of the gradient flow, that is, the fact that critical
points satisfy an elliptic equation. Therefore, one may hope to apply Corollary 2.2.7 to a huge
family of energy functionals. Also, we believe that the method we will present can be applied to
many high order geometric flows, leading to a unified point of view on the long time behavior
of such a family of flows (see also [MP20]).

By means of the  Lojasiewicz–Simon gradient inequality, the main result we will prove in
Chapter 2 is the following theorem, which promotes sub-convergence to full convergence.

Theorem 2.3.33 (Smooth convergence). Suppose that (M, g) is an analytic complete Rie-
mannian manifold endowed with an analytic metric tensor g. Let p ≥ 2 and suppose that
γ : [0,+∞)× S1 →M is a smooth solution of{

∂tγ = −
(
∇2|k|p−2k + 1

p′ |k|
pk − k +R(|k|p−2k, τ)τ

)
on [0,+∞)× S1,

γ(0, ·) = γ0(·) on S1.

Suppose that there exist a sequence of isometries In : M → M , a sequence of times tn ↗ +∞,
and a smooth critical point γ∞ : S1 →M of Ep such that

In ◦ γ(tn, ·)− γ∞(·) −−−→
n→∞

0 in Cm(S1),

for any m ∈ N, where γ(tn, ·) is some reparametrization of γ(tn, ·). If p > 2 assume also that
|kγ∞(x)| 6= 0 for any x.

Then the flow γ(t, ·) converges in Cm(S1) to a critical point as t→ +∞, for any m ∈ N and
up to reparametrization.

As stated in Corollary 2.3.34 and Corollary 2.3.35, the above theorem can be applied to the
remarkable case of p = 2 taking (M, g) to be the Euclidean space, the hyperbolic plane, or a
compact manifold.

It remains an open problem to quantify, if possible, the size of the compact set spanned by
a converging gradient flow. In particular, Huisken’s conjecture on the elastic flow of curves in
R2 for p = 2 is still unproved: if the initial datum γ0 is contained in a halfplane H, does the
flow γ intersects H for any time?

Elastic energy of planar sets

In Chapter 3 we study a weak definition of p-elastic energy for subsets of R2. If E is a
smooth bounded open set in R2, its boundary ∂E is the union of finitely many disjoint smooth
embeddings γ1, ..., γN of S1. It is then reasonable to define the p-elastic energy of E by
Ep(E) :=

∑N
1 Ep(γi). It is clear that for variational purposes one needs some weak definition

that extends the former one on possibly less regular sets. A classical method for defining such
an extension of a functional is argue by relaxation. This consists in defining an initial energy
functional F : X → [0,+∞] on a metric space (X, d) so that the subset {F < +∞} identifies
the “regular objects”, that is, the elements of X having finite energy even before we generalize
the definition of F . Then one defines the relaxed functional F : X → [0,+∞] by setting

F(x) := inf
{

lim inf
n
F(xn) | d(xn, x)→ 0

}
.
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This canonical definition yields a new functional F ≤ F that is automatically lower semicon-
tinuous and attributes finite energy to possibly new elements of X. In such a way, the relaxed
functional can be seen as a generalization of the initial energy. It is clear that F strongly de-
pends on the choice of the distance on X and, more importantly, on the definition of F , that is,
on the choice of the set of regular objects {F < +∞}.

The p-elastic energy Ep can be defined on the metric space of characteristic functions of
essentially bounded sets of finite perimeter endowed with the L1-distance (see Section 1.4).
Choosing smooth bounded open sets as the sets with finite Ep-energy yields to the classical
notions of relaxation widely studied in [BDMP93] and also formulated in terms of varifolds in
[BM04; BM07]. As we shall discuss in Section 3.1, the resulting relaxed functional still assigns
infinite energy to sets whose boundary is given by an immersed curve with transversal self-
intersections. However, curves of this type perfectly support the definition of elastic energy, and
self-intersections of any kind might occur during a gradient flow a priori. In would be significant,
indeed, to study generalized notions of the gradient flow of the p-elastic energy, that is, weak
formulations of the flow. For instance, one could try to define a weak notion of the gradient flow
of Ep by means of minimizing movements in the spirit of [ATW93] and [LS95]. But in order
to study such a problem, a good generalized and lower semicontinuous notion of the energy
functional on weaker objects is needed.

Let us also mention that, more generally, it is still absent in the literature a satisfactory
study of the relaxed definition of Willmore-type energies in higher dimension, which can also
be extended to BV functions that not necessarily identify finite perimeter sets (see [MN13a;
MN13b], [BM05], and [BMO15]).

For the above reasons we study the L1-relaxation of the p-elastic energy introducing the fol-
lowing definition of Ep from which to start. By the theory of sets of finite perimeter (Section 1.4),
if E ⊂ R2 is an essentially bounded set of finite perimeter, we can define the associated varifold

VE := v(FE, 1),

where the notation is as in Section 1.2.2 and FE is the reduced boundary of E. For p > 1 we
then define

Ep(E) =

{
Ep(VE) if VE =

∑
i∈I(γi)](v(S1, 1)), γi : S1 → R2 C2-immersion, ]I < +∞,

+∞ otherwise,

for any measurable essentially bounded set E ⊂ R2, where (γi)](v(S1, 1)) denotes the image
varifold defined by γi (Section 1.2.2) and Ep is defined on a varifold V by

Ep(V ) :=

ˆ
1 +

1

p
|k|p dµV ,

where k is the generalized mean curvature of V and µV is the weight of V (see Section 1.2.2).
Therefore, sets with finite Ep-energy are those whose boundary is “covered” by finitely many
closed curves, which are not necessarily embedded.
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If E ⊂ R2 is measurable, we further define

A(E) =

{
V = v(Γ, θV ) =

∑
i∈I

(γi)](v(S1, 1))

∣∣∣∣ γi : S1 → R2 W 2,p-immersion, ]I < +∞,∑
i∈I
Ep(γi) < +∞,

∂E ⊂ Γ, VE ≤ V,
FE ⊂ {x ∈ R2 | θV (x) is odd},

H1({x | θV (x) is odd} \ FE) = 0

}
,

which is well defined as if the p-elastic energy of a varifold is finite, then the multiplicity function
θV can be defined pointwise at any point as the 1-dimensional density of µV (Theorem 1.3.1).
Roughly speaking, an element V ∈ A(E) is a varifold identified by finitely many closed curves
“passing an odd number of times” exactly on the boundary of E.

The main result of Chapter 3 is the following characterization of Ep.

Theorem 3.1.7 (Relaxation). For any measurable set E ⊂ R2 we have that the following holds.

1. If A(E) 6= ∅ and E is essentially bounded, then the minimum

min
{
Ep(V ) | V ∈ A(E)

}
exists.

2. It holds that

Ep(E) =

{
+∞ if A(E) = ∅ or E is ess. unbounded ,

min
{
Ep(V ) | V ∈ A(E)

}
otherwise.

In Section 3.2 we then study qualitative properties and applications of the relaxed energy
Ep, comparing the functional with the classical notions of relaxation above mentioned.

Willmore energy of surfaces with boundary

Chapter 4 contains some results about the Willmore energy of surfaces with boundary or varifolds
with boundary (see Section 1.2). We are interested in the existence theory for minimization
problems on the Willmore energy of such geometric objects. We refer to Section 4.1 for a
collection of some fundamental related results that motivate our study. In particular, as a result
of the works of Simon [Sim93] and Bauer–Kuwert [BK03], recall that we already have a good
description of the minimization of the Willmore energy among closed surfaces of a given genus.
Indeed, the minimization problem

min
{
W(ϕ) | ϕ : Mg → R3 smooth immersion

}
,

where Mg is the orientable closed surface of genus g and g ≥ 0 is a fixed integer, has minimizers,
which are smooth embedded surfaces. The infimum of the problem, that is denoted by βg,
satisfies βg ∈ [4π, 8π). MoreoverW(ϕ) = 4π if and only if ϕ is the embedding of a round sphere.
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The first problem we consider is the direct generalization of the above in the case of surfaces
with boundary. We will refer to such a problem as the Plateau–Douglas problem for the Willmore
energy. The classical Plateau–Douglas problem [DHT10] is formulated as the minimization of the
area functional among immersed surfaces spanning a given boundary and having fixed topology.
The problem for the Willmore energy therefore reads as follows.

Let Γ1, ...,Γk ⊂ Rn be finitely many smooth embedded curves, and n ≥ 3. Fix an integer
g ≥ 0 and let Σg be the 2-dimensional closed surface of genus g with k disks removed. The scope
is to characterize existence of minimizers and infimum for the minimization problem

min

{
W(ϕ) | ϕ : Σg → Rn smooth immersion, ϕ|∂Σg : ∂Σg → tiΓi smooth embedding

}
.

We started the study of such a problem in R3 considering one assigned planar boundary
curve in [Poz20c]. In this special case the problem already appears quite rich. In Section 4.2
we consider the case in which the assigned boundary is a circle of unit radius, and we prove the
following non-existence result.

Theorem 4.2.1 (Non-existence of minimizers). Denote by S1 a unit circle in R3. For any genus
g ≥ 1, the minimization problem

min{W(ϕ) | ϕ : Σg → R3 smooth immersion, ϕ|∂Σg → S1 smooth embedding},

has no minimizers and the infimum equals βg − 4π.

The analysis of the Plateau–Douglas problem for the Willmore energy, as well as of the
minimization problems already appeared in the literature, is strongly related to the so-called
Li–Yau inequality, as already mentioned. Roughly speaking, recall that the classical Li–Yau
inequality [LY82] states that if a smooth immersion ϕ : Σ→ Rn of a closed surface Σ is not an
embedding, i.e., self-intersections occur, then W(ϕ) ≥ 8π. We will prove this inequality even
at the level of varifolds in Corollary 1.3.8. It is clear that an estimate of such a kind can be
very helpful in the study of a minimization problem among immersed surfaces, allowing the
reduction to embedded ones. The next result is a generalization with circle boundary of the
Li–Yau inequality.

Theorem 4.2.6 (Li–Yau-type inequality with circle boundary). Denote by S1 a unit circle in
R3 and let g ≥ 0 be a fixed integer. If ϕ : Σg → R3 is an immersion such that ϕ : ∂Σg → S1 is
an embedding and there is p0 ∈ R3 such that ]ϕ−1(p0) ≥ 2, then W(ϕ) ≥ 4π.

As a consequence of the above theorem, a non-existence result like the one in Theorem 4.2.1
holds also for the problem analogously defined on embedded surfaces (Corollary 4.2.7).

In the second part of Chapter 4 we focus on another family of problems, which are defined at
the level of varifolds. Once again, we formulate minimization problems on W by analogy with
the classical problems on the area functional.

The well known Plateau’s problem aims at finding minimizers of the area functional among
competitors spanning a given boundary. Many weak formulations of such a problem are known,
with the suitable generalizations of the concept of area and spanned boundary (see [Mor09],
[Sim83b]), and existence of minimizers in such generalized setting is today quite understood.

As minimal surfaces have zero Willmore energy, minimization ofW among surfaces spanning
a given boundary may recover solutions to the Plateau’s problem with the given boundary.
However, the presence of additional constraints may force the existence of minimizers with
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non-vanishing mean curvature. In particular, we will be interested in finding minimizers of W
spanning a given boundary under the constraint that the support of the minimizers connects
all the boundary components assigned. A motivating example deeply discussed in Section 4.3
is the case in which the assigned boundary consists of two coaxial circles in R3. Indeed in such
a case, if the two circles are located too far, no connected minimal surfaces spanning the two
circles exists (Section 4.3.3).

We can understand the minimization problem we are going to define as a problem which
recovers the optimal connected elastic surface spanning a given boundary. The problems we
will study in this context are of two kinds and they are stated at the level of varifolds, thus the
boundary conditions are imposed on the generalized boundary of the varifolds (see Section 1.2.2),
which, we recall, is a vector valued measure (see Section 1.2.1).

The first general existence theorem we prove is the following result, in which clamped con-
ditions are imposed at the boundary.

Theorem 4.3.8. Let γ = (γ1)∪ ...∪ (γα) be a disjoint union of smooth embedded closed curves
in R3 with α ∈ N≥2. Let

σ0 = mν0H1 ¬ γ

be a vector valued Radon measure, where m : γ → N≥1 and ν0 : γ → (Tγ)⊥ are H1-measurable
functions with m ∈ L∞(H1 ¬ γ) and |ν0| = 1 H1-ae. Let P be the minimization problem

P := min {W(V ) | V = v(M, θV ) : σV = σ0, sptV ∪ γ compact, connected} .

If inf P < 4π, then P has minimizers.

The second existence theorem we prove is the following one, which prescribes a bound on
the generalized boundary of competitors, but no conditions on the generalized conormal are
imposed.

Theorem 4.3.9. Let γ = (γ1)∪ ...∪ (γα) be a disjoint union of smooth embedded closed curves
in R3 with α ∈ N≥2. Let m : γ → N≥1 be H1-measurable with m ∈ L∞(H1 ¬ γ). Let Q be the
minimization problem

Q := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ mH1 ¬ γ, sptV ∪ γ compact, connected

}
.

If infQ < 4π, then Q has minimizers.

Both the above theorems are proved by means of a direct method. Hence the main issue is
to prove that the connectedness constraint passes to the limit. This is done by proving that,
in the setting of these problems, convergence in the sense of varifolds implies that the supports
of the varifolds of a sequence converge in Hausdorff distance. This key result is proved in
Theorem 4.3.4.

We remark that the only tool we will employ in the proof of almost every result of Chapter 4 is
a monotonicity formula for varifolds with boundary, which is recalled and proved in Section 1.3.2.
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Chapter 1

Preliminaries in Geometric Analysis
and Geometric Measure Theory
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In this chapter we recall the main definitions and tools we will need. We first present the
concept of extrinsic curvature of submanifolds, and we discuss some notions from Geometric
Measure Theory. In particular we focus on the theory of rectifiable varifolds and the definition
of Willmore energy for such objects. Then we present some results from [Poz20a] and [NP20],
that consider the consequences of monotonicity formulas on varifolds with bounded Willmore-
type energies. Finally we recall a few definitions and facts that we will need about sets of finite
perimeter and in the theory of currents.

1.1 Submanifolds

This section contains basic definitions and results in the theory of submanifolds of Riemannian
manifolds. Even if we will deal with low dimensional objects, namely curves and surfaces, we
recall here definitions and facts in their full generality.
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1.1.1 Extrinsic curvature

Throughout this section we adopt the following notation. We assume that

ϕ : Mk ↪→ (M
n
, g),

is a smooth immersion of a k-dimensional manifold into a complete Riemannian manifold
(M

n
, g), with 1 ≤ k < n. We endow M with the pull back metric g = ϕ∗g. We denote by

D and D the corresponding Levi-Civita connections on M and M respectively. We denote by

dϕx : TxM → Tϕ(x)M

the differential, or push forward, of ϕ at point x ∈ M . For basic Differential and Riemannian
Geometry we refer to [Car92; AT11; Lee13; Pet16].

In the above setting, the map ϕ is an isometric immersion of a manifold (M, g) into an
ambient (M, g). We are interested in recalling the basic notions that measure how the immersed
manifold ϕ(M) is “curved inside” the ambient M . This is why we talk about extrinsic curvature,
that is, a notion of curvature depending on how ϕ “immerses” M into M , as opposed to intrinsic
curvatures, that is, notions of curvature depending only on a chosen metric on a manifold without
any reference to an immersion or an ambient space. However, when a metric is the pull back
metric defined by an isometric immersion, as in our setting, there exist relations between extrinsic
and intrinsic curvatures, but we will come back on this later.

We denote by X(M) the space of vector fields on M and by (TM)⊥ the normal bundle of
M in M , that is,

(TM)⊥ :=
⋃
x∈M

(dϕx(TxM))⊥,

where (·)⊥ denotes orthogonality in Tϕ(x)M with respect to the scalar product g. More pre-

cisely, we have the orthogonal splitting Tϕ(x)M = dϕx(TxM)⊕⊥g (dϕx(TxM))⊥, and (·)⊥ is the

projection onto (dϕx(TxM))⊥. Similarly, we will denote by (·)> the projection onto dϕx(TxM).

Moreover, recall that since ϕ is an immersion, it is locally an embedding. Then for any field
X ∈ X(M) and any point x ∈M there exists a neighborhood U of x in M such that if X̃ is the
restriction of X to U , then dϕ(X̃) can be extended to a vector field on M locally defined in a
neighborhood of ϕ(x). We will denote such an extension by X.

We can then define the second fundamental form as follows.

Definition 1.1.1. The second fundamental form B : X(M)× X(M)→ (TM)⊥ is the operator

Bx(X,Y ) :=
(
DXY

)⊥
(ϕ(x)),

where X,Y are local extensions of dϕ(X), dϕ(Y ) in a neighborhood of ϕ(x) for any x ∈M .

The following lemma states that the definition of B is well posed and that it is a tensor.

Lemma 1.1.2 ([Car92, Chapter 6, Section 2]). The second fundamental form B satisfies the
following properties.

1. The definition of B is well posed, that is, for any X,Y ∈ X(M) and any point x ∈M the

vector
(
DXY

)⊥
(ϕ(x)) is independent of the specific extensions X,Y .

2. B is a symmetric tensor with values in the normal bundle of M .
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We will also need to consider the following operator, which is somehow equivalent to the
notion of second fundamental form.

Definition 1.1.3. Let N : U ⊂ M → (TM)⊥ be a locally defined smooth normal vector field
along ϕ, that is, N(x) ∈ (dϕx(TxM))⊥ for any x ∈ U and U is open. The shape operator
associated to N is the endomorphism

SN : X(U)→ X(U) SN (X) = −
(
DXN

)>
,

where X is a local extension of dϕ(X) in a neighborhood of ϕ(x) for any x ∈ U .

If SN : X(U) → X(U) is a shape operator as in Definition 1.1.3, we remark that SN is a
vector valued tensor by Lemma 1.1.2. In fact, it holds that

g(B(X,Y ), N) = g(X,SN (Y )) = g(Y, SN (X)),

on U for any X,Y ∈ X(U), where we are identifying TU with dϕ(TU) ⊂ TM . Indeed g(X,N) ≡
g(Y,N) ≡ 0, and the identity follows by compatibility of D with g, i.e., it holds that 0 ≡
DX(g(Y,N)) = g(B(X,Y ), N) + g(Y,DXN).

We can now define the mean curvature vector of an isometric immersion as the following
section of the normal bundle.

Definition 1.1.4. The mean curvature vector of ϕ is the normal vector H : M → (TM)⊥

defined by

H(x) :=
1

k
trgBx,

where trg denotes trace with respect to the metric g. More explicitly, we have

H(x) =
1

k

k∑
i=1

Bx(ei, ei),

where {ei}ki=1 is a g-orthonormal basis of TxM .
We say that the immersion ϕ is minimal if H identically vanishes. If also M has dimension

2, we say that ϕ : M ↪→M is a minimal surface.

Finally we recall the definition of Riemann curvature tensor, specifying the convention we
employ in this thesis. This is the first intrinsic notion of curvature we encounter.

Definition 1.1.5. Let (Mm, g) be a Riemannian manifold of dimension m ≥ 2 with Levi-Civita
connection D. The Riemann tensor R is defined by

R : X(M)× X(M)× X(M)× X(M)→ R R(X,Y, Z,W ) := g(R(Z,W )Y,X),

where
R(Z,W )Y := DZDWY −DWDZY −D[Z,W ]Y,

and [Z,W ] denotes the Lie bracket of vector fields. The Riemann tensor is, indeed, a tensor (see
[Car92, Chapter 4, Section 2]).

If e1, e2 ∈ TpM are two orthonormal tangent vectors and Π = span(e1, e2), the sectional
curvature of M on Π is given by

K(Π) := R(e1, e2, e1, e2).

It can be directly checked that the sectional curvature K(Π) does not depend on the choice of
the orthonormal basis of the plane Π.

In case the dimension of M is m = 2, then the sectional curvature is always evaluated on the
whole tangent space TpM and the resulting function K : M → R is called Gaussian curvature.
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We recall that the Riemann tensor R of a Riemannian manifold (M, g) satisfies the symme-
tries

R(X,Y, Z,W ) = −R(Y,X,Z,W ) = −R(X,Y,W,Z) = R(Z,W,X, Y ),

for any fields X,Y, Z,W on M (see [Car92, Chapter 4, Proposition 2.5]).
In particular, if (M2, g) is a 2-dimensional Riemannian manifold, the Gaussian curvature K

completely determines the Riemann tensor R as

R(X,Y )Z = K (〈Y, Z〉X − 〈X,Z〉Y ) . (1.1)

Indeed letting {e1, e2} be an orthonormal basis of TpM , by the symmetries of R we have that
R(ei, ej , ek, el) 6= 0 if and only if i 6= j and k 6= l, and then

R(e1, e2)e2 = Ke1, R(e1, e2)e1 = −Ke2,

so that R(e1, e2)Z = K (〈e2, Z〉e1 − 〈e1, Z〉e2), and (1.1) follows by linearity.

The following fundamental theorem states the above mentioned relation between intrinsic
and extrinsic curvature, when the metric on a manifold is the pull back metric defined by an
isometric immersion.

Theorem 1.1.6 (Gauss equation, [Car92, Chapter 6, Proposition 3.1]). Let ϕ : (M, g) ↪→ (M, g)
be an isometric immersion. Denote by B, R, and R the second fundamental form of ϕ and the
Riemann tensor on M and M respectively. Then

R(X,Y, Z,W ) = R(X,Y, Z,W ) + g(B(X,Z), B(Y,W ))− g(B(X,W ), B(Y,Z)),

for any X,Y, Z,W ∈ X(M), where we identified TxM with dϕ(TxM) ⊂ Tϕ(x)M .

In Chapter 2 we will deal with immersed curves into manifolds. In this case the notions of
second fundamental form and mean curvature reduce to the concept of curvature vector of a
curve. More precisely, if γ : (0, 1) → M is an (isometric) smooth immersion of a curve into a
smooth Riemannian manifold (Mm, g) of dimension m ≥ 2, we define its tangent vector as

τγ := |γ′|−1γ′,

and its curvature vector as
kγ := Dττ,

if D is the Levi-Civita connection of (M, g). We will usually refer to the curvature vector kγ
simply as the curvature of γ. We recall that γ is a geodesic if kγ identically vanishes.

If γ : S1 →M is a smooth immersion of a closed curve in a Riemannian manifold (M, g) and
p ∈ [1,+∞), we define the p-elastic energy of γ as

Ep := L(γ) +
1

p

ˆ
S1

|kγ |p ds,

where ds := |γ′|dx denotes integration with respect to length measure and L(γ) is the length of
γ. The support of a given curve γ will be denoted by (γ).

By Nash Theorem [Nas56] we will usually assume without loss of generality that a Rieman-
nian manifold (M, g) is isometrically embedded in the Euclidean space Rn for some n sufficiently
big, that is, M ↪→ (Rn, 〈·, ·〉). In such a case we shall look at the manifold M as a subset of Rn,
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and then the metric on M will be simply the restriction of the Euclidean scalar product 〈·, ·〉
on the tangent space of M . Moreover, still denoting by D the connection of the ambient, that
in this case is the Euclidean connection, we recall that the connection D on M turns out to be
the projection of D on the tangent space of M , that is

DXY = (DXY )>,

for fields X,Y ∈ X(M), where (·)> denotes projection onto TM .
We finally observe that if M ↪→ (Rn, 〈·, ·〉), a smooth curve γ : (0, 1)→ M can be seen as a

smooth curve in Rn with image contained in M . In such a case the curvature of γ as a curve in
Rn is ∂2

sγ, where
∂s := |γ′|−1∂x,

denotes the standard arclength derivative, and then the curvature of γ as a curve in M is

kγ = (∂2
sγ)>.

In this setting the curvature kγ is sometimes called geodesic curvature of γ along M .
For any curve γ : (0, 1)→ Rn or vector field X : (0, 1)→ Rn along γ, we will denote arclength

derivatives also by γ̇ := ∂sγ and Ẋ := ∂sX in order to simplify the notation.

1.1.2 Surfaces in the Euclidean space and Willmore energy

Let us turn our attention to submanifolds of the Euclidean space. We are now interested in
recalling some definitions and facts about surfaces with boundary in Rn.

Throughout this section we will always consider a smooth isometric immersion

ϕ : Σ ↪→ (Rn, 〈·, ·〉),

of a 2-dimensional manifold Σ with boundary in the Euclidean space Rn with n ≥ 3, and the
induced metric on Σ is g = ϕ∗〈·, ·〉. Without loss of generality, we assume that Σ is connected.
We denote by ∂Σ ⊂ Σ the boundary of Σ, that is diffeomorphic to a disjoint union of copies of
S1 or R. By saying that ϕ is an immersion, we are also assuming that the restriction of ϕ on
∂Σ is an immersion of each component of ∂Σ.

We define the conormal coϕ : ∂Σ → Rn at any point x ∈ ∂Σ to be the unique unit vector
coϕ(x) ∈ Rn that is tangent along ϕ and normal along ϕ|∂Σ, and that points outwards of Σ.

The second fundamental form and the mean curvature vector of ϕ are pointwise defined on
Σ \ ∂Σ. Moreover, we denote by µϕ the volume measure induced by ϕ on Σ, that is, the 2-
dimensional Hausdorff measure defined by the geodesic distance on Σ. Recall that on orientable
manifolds, integration with respect to Hausdorff measure is equivalent to the classical integration
on manifolds with respect to the Riemannian volume form (see [Lee13, Chapter 16, Densities]
and [Lee13, Exercise 16.46]).

Therefore we can give the following definition.

Definition 1.1.7. If ϕ : Σ→ Rn is a smooth immersion as above and H is the mean curvature
of ϕ, we define the Willmore energy of ϕ as

W(ϕ) :=

ˆ
Σ
|H|2 dµϕ,

where the integral defining W is understood in the sense of Lebesgue and it may equal +∞. In
particular, we do not assume orientability of Σ in this definition.
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If X ∈ C1
c (Rn,Rn) is a C1 compactly supported vector field and S is a k-dimensional

subspace, we recall that the tangential divergence of X on S at x is

divSX(x) :=
k∑
i=1

〈dXx(ei), ei〉,

where {ei}ki=1 is any orthonormal basis of S. If ϕ : Σ → Rn is an immersed surface as above
and x ∈ Σ \ ∂Σ, we shall denote

divTxΣX := (divdϕx(TxΣ)X)(ϕ(x)),

in order to simplify the notation.
We can now state the following classical integration by parts formula for the tangential

divergence.

Proposition 1.1.8. Let ϕ : Σ→ Rn be a smooth isometric proper immersion of a 2-dimensional
manifold Σ with boundary ∂Σ. Let X ∈ C1

c (Rn,Rn). Thenˆ
Σ

divTxΣX dµϕ(x) = −2

ˆ
Σ
〈X ◦ ϕ,H〉 dµϕ +

ˆ
∂Σ
〈X ◦ ϕ, coϕ〉 dsϕ,

where dsϕ is the length measure induced by ϕ on ∂Σ.

Proof. For any x ∈ Σ \ ∂Σ we can define

Y (x) = (X(ϕ(x)))>, Z(x) = (X(ϕ(x)))⊥,

where (·)> and (·)⊥ denote projection onto dϕx(TxΣ) and (dϕx(TxΣ))⊥ respectively. Since ϕ
is proper, it follows that Y defines a C1

c tangent field on Σ, while Z defines a C1
c normal field

along ϕ.
Fix x ∈ Σ \ ∂Σ and let {e1(x), e2(x)} be an orthonormal basis of dϕx(TxΣ). As ϕ is a local

embedding in a neighborhood U of x, we can extend {e1(x), e2(x)} to a local orthonormal basis
of dϕy(TyΣ) for y ∈ U . Denoting p = ϕ(x), as X⊥ is well defined on ϕ(U), by linearity of the
tangential divergence we have

divTxΣX = divΣY (x) +
2∑
i=1

〈(∂ei(x)X
⊥)(p), ei(x)〉, (1.2)

where (∂ei(x)X
⊥)(p) is the partial derivative of X⊥ in direction ei(x) evaluated at p, and

divΣY (x) is the divergence of Y as a vector field on Σ. Hence, since 〈Z(y), ei(y)〉 ≡ 0 on
U , we have

2∑
i=1

〈∂ei(x)Z(x), ei(x)〉 =
2∑
i=1

−〈Z(x), ∂eiei(x)〉 = −
2∑
i=1

〈(X(ϕ(x)))⊥, (∂eiei(x))⊥〉

= −

〈
X(ϕ(x)),

2∑
i=1

(∂eiei(x))⊥

〉
= −2〈X(ϕ(x)), H(x)〉.

Therefore the thesis follows by integrating (1.2) on both sides over Σ, using thatˆ
Σ

divΣY dµϕ =

ˆ
∂Σ
〈Y, coϕ〉 dsϕ.

by the Divergence Theorem on (possibly unorientable) manifolds [Lee13, Theorem 16.48] (see
also [Lee13, Theorem 16.32] for the classical Divergence Theorem).
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Remark 1.1.9 (First variation of the area). We remark that the surface integral of the tangen-
tial divergence of a vector field is the result of the first variation of the area functional. More
precisely, let ϕ be as in Proposition 1.1.8 and assume that the area Area(ϕ) :=

´
Σ µϕ is finite. Let

X ∈ C1
c (U,Rn) be a vector field defined on an open set U ⊂ Rn. Let φ : (−t0, t0)×Rn → Rn be

a map of class C1 such that φ(t, ·) is a diffeomorphism for any |t| < t0. Then φ(t, ϕ(·)) : Σ→ Rn
is a C1 immersion for any t sufficiently small, and it holds that

d

dt

∣∣∣∣
0

Area(φ(t, ϕ(·))) =

ˆ
Σ

divTxΣX dµϕ(x).

For a proof of this fact see for example [Sim83b, Chapter 2, Section 5].

Let us conclude by recalling the classical Gauss–Bonnet Theorem. Recall that if γ, σ :
[a, b] → (M, g) are two smooth regular curves in a Riemannian manifold such that γ(b) =
σ(a), denoting by τγ(b) = limx→b− τγ(x) and τσ(a) = limx→a+ τσ(x), assuming τγ(b), τσ(a) are
linearly independent, given an orientation on the plane Π = span(τγ(b), τσ(a)), the oriented
angle ](τγ(b), τσ(a)) ∈ (−π, π) is the angle between the two vectors, taken with positive (resp.
negative) sign if the oriented couple [τγ(b), τσ(a)] is a positive (resp. negative) basis of Π.

Theorem 1.1.10 (Gauss–Bonnet Theorem, [AT12, Theorem 6.3.9]). Let ϕ : Σ → Rn be an
isometric immersion of an oriented smooth Riemannian 2-dimensional compact manifold (Σ, g)
with piecewise smooth boundary, that is, there exists finitely many smooth curves γ1, ..., γN :
[0, 1] → ∂Σ touching only at the endpoints such that γi(1) = γi+1(0) for any i, understanding
N + 1 = 1, and ∂Σ = ∪iγ([0, 1]). Assume that each γi positively orients a piece of the boundary,
that is, for any t ∈ (0, 1) the oriented couple [dϕγi(t) (τγi(t)) ,−coϕ(γi(t))] is an oriented basis
on Σ. Assume that τγi(1), τγi+1(0) are linearly independent for any i, and denote by αi =
](τγi(1), τγi+1(0)) ∈ (−π, π).

Then ˆ
Σ
K dµϕ +

∑
i

ˆ 1

0
〈kϕ◦γi ,−coϕ ◦ γi〉 dsϕ◦γi +

∑
i

αi = 2πχ(Σ),

where K is the Gaussian curvature of Σ, kϕ◦γi is the curvature of ϕ ◦ γi, and χ(Σ) is the
Euler characteristic of Σ. In particular, the left hand side of the above identity is a topological
invariant.

Remark 1.1.11. Using Gauss–Bonnet Theorem 1.1.10, we derive an important identity between
the Willmore energy of a surface and the integral of the squared norm of its second fundamental
form.

Let ϕ : Σ→ Rn be an isometric immersion of an oriented smooth Riemannian 2-dimensional
compact manifold (Σ, g) with smooth boundary ∂Σ. Then

4W(ϕ) =

ˆ
Σ
|B|2 dµϕ + 4πχ(Σ) + 2

ˆ
∂Σ
〈kϕ|∂Σ

, coϕ〉 dsϕ.

Indeed, if {e1, e2} is an orthonormal basis of TxΣ, we have that

4|H(x)|2 =

∣∣∣∣∣
2∑
i=1

Bx(ei, ei)

∣∣∣∣∣
2

= |Bx|2 + 2〈Bx(e1, e1), Bx(e2, e2)〉 − 2|Bx(e1, e2)|2

= |Bx|2 + 2K(x),

where K(x) is the Gaussian curvature at x and we used Gauss equation (Theorem 1.1.6) in
the last equality. Integrating on both sides over Σ and using Theorem 1.1.10 yields the desired
identity.
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We observe that the importance of the above identity, at least from a variational perspective,
is the fact that if the topology of Σ is chosen and

´
∂Σ〈kϕ|∂Σ

, coϕ〉 dsϕ is bounded, then a bound
on the Willmore energyW(ϕ) implies a bound on the L2-norm of the second fundamental form.

1.2 Varifolds

In this section we introduce a measure theoretic object called varifold. We shall think of a
varifold as a generalization of the notion of immersed submanifold.

1.2.1 Basic measure theory and general varifolds

Let us first recall a few definitions in measure theory. We refer to [AFP00] and [Sim83b] for
basic measure theory and the theory of varifolds.

Definition 1.2.1. Let X be a locally compact separable metric space. A σ-algebra on X is
a subset Q of the power set of X such that it contains the empty set and it is closed under
complement and countable union. We denote by B(X) the Borel σ-algebra of X, that is, the
smallest σ-algebra on X containing every open set. A set in B(X) is said to be a Borel set.

In the definition of σ-algebra, it is clearly not necessary any assumption on the topology of
X in order to define the concept of σ-algebra. However, we will be interested here only in cases
where X is a locally compact separable metric space.

Definition 1.2.2. Let X be a locally compact separable metric space.

1. If Q is a σ-algebra on X, a map µ : Q → [0,+∞] is a positive measure if µ(∅) = 0 and µ
is σ-additive on Q, that is, for any countable family {En}n∈N ⊂ Q of pairwise disjoint sets
it holds that

µ

(
+∞⋃
n=0

En

)
=

+∞∑
n=0

µ(En).

If also µ(X) < +∞, we say that µ is also finite.

2. If Q is a σ-algebra on X, a map µ : Q → Rm is a measure if µ(∅) = 0 and for any countable
family {En}n∈N ⊂ Q of pairwise disjoint sets it holds that

µ

(
+∞⋃
n=0

En

)
=

+∞∑
n=0

µ(En).

In case m = 1, we say that µ is a signed measure. In case m > 1, we say that µ is a vector
valued measure.

3. If Q is a σ-algebra on X and µ : Q → Rm is a measure, we define the total variation
|µ| : Q → [0,+∞] by

|µ|(E) := sup

{
+∞∑
n=0

|µ(En)| : En ∈ Q pairwise disjoint, E =
+∞⋃
n=0

En

}
.

By [AFP00, Theorem 1.6] it follows that |µ| is a positive finite measure.
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4. A Borel measure is a positive measure µ on X defined on the Borel σ-algebra B(X). If it
is finite on compact sets, we say that µ is a positive Radon measure.

5. A map µ : {A ∈ B(X) : A relatively compact} → Rm such that for any compact set
K ⊂ X the restriction of µ to B(K) is a measure, is a (signed or vector valued) Radon
measure. If also µ is defined on B(X) and it is a measure on B(X), then we say that µ is
a finite (signed or vector valued) Radon measure.

6. A function f : X → Y , where Y is a metric space, is Borel measurable if f−1(A) ∈ B(X)
for any open set A ⊂ Y . If µ is a Borel or a Radon measure on X, the function f is
µ-measurable if for any open set A ⊂ Y it holds that f−1(A) ∈ B(X) up to a µ-negligible
set.

If f : X → Y is continuous and proper, and µ is a Radon measure, we define the push
forward f]µ as the map on B(Y ) defined by

f]µ(E) := µ(f−1(E)).

By [AFP00, Remark 1.71], it follows that f]µ is a Radon measure on Y .

7. If µ is a measure on a σ-algebra Q and E ∈ Q, we define the restriction of µ on E as the
measure µ

¬
E defined by

µ
¬
E (F ) := µ(E ∩ F ),

for any F ∈ Q. It follows that µ
¬
E is a measure on Q as well. If µ is a Radon (resp.

Borel, positive, finite) measure, then so is µ
¬
E.

We remark here that for any n ∈ N with n ≥ 1 we denote by

Ln

the Lebesgue measure on Rn. Also, in a given metric space (X, d), for any s ≥ 0, we denote by

Hs

the s-dimensional Hausdorff measure on X. For definition and properties of Lebesgue and
Hausdorff measures we refer to [Sim83b, Chapter 1]. In particular, we recall that Hausdorff
measures are positive Borel measures (see [Sim83b, Chapter 1, Equation (2.6)]).

Whenever µ is a Radon measure and u ∈ Cc(X) is a continuous compactly supported func-
tion, the integral ˆ

X
u dµ,

is understood in the sense of Lebesgue with respect to µ (see [AFP00, Definition 1.14]).
A sequence µn of Radon measures locally (weakly*) converges to a Radon measure µ if

lim
n

ˆ
X
u dµn =

ˆ
X
u dµ ∀u ∈ Cc(X).

If the measures are also finite, we say that the sequence (weakly*) converges if the above holds
for any u ∈ C0(X), where C0(X) is the closure of Cc(X) with respect to the supremum norm.

In such cases we shall write µn
?
⇀ µ (locally) on X. Recall that a Radon measure µ is uniquely

defined by duality with Cc(X) functions. On the other hand, by Riesz Theorem (see [AFP00,
Theorem 1.54] and [AFP00, Corollary 1.55]), Radon measures identify the dual space of C0(X),
and that is the reason why we speak about weak* convergence.
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We recall that by [AFP00, Remark 1.63] if µn, µ are positive Radon measures and µn locally
converges to µ, then

µ(K) ≥ lim sup
n

µn(K) ∀K ⊂ X compact,

µ(A) ≤ lim inf
n

µn(A) ∀A ⊂ X open.

Also, if µn is a sequence of Radon measures, and

sup
n
|µn|(K) ≤ C(K) < +∞ ∀K ⊂ X compact,

then there exists a locally converging subsequence. Moreover, if µ is the limit measure, it holds
that |µ|(A) ≤ lim infn |µn|(A) for any open set A ⊂ X.

In order to define a varifold we need the following definition.

Definition 1.2.3. Let 1 ≤ k < n be integers. We define the Grassmannian of (unoriented) k-
subspaces in Rn the set G(k, n) of the k-dimensional subspaces of Rn. This set is equipped with
the following distance ρ. Considering the canonical basis on Rn, we can identify an element S ∈
G(k, n) with the orthogonal projection matrix (Sij) onto the subspace S. The distance ρ(S, P )
between S ∈ G(k, n) and P ∈ G(k, n) is the Frobenius distance between the two corresponding
projection matrices, that is

ρ(S, T ) :=

∑
i,j

(Sij − Pij)2

 1
2

.

By identifying elements S ∈ G(k, n) with the corresponding projection matrices, one imme-
diately has that the metric space (G(k, n), ρ) is sequentially compact, and thus compact, since
it is a metric space. Moreover, let GL+(n) be the connected topological space of n×n-matrices
with strictly positive determinant endowed with the Frobenius distance, and Xk,n be the sub-
space of n× k-matrices with rank equal to k equipped with the same distance. We can consider
the map

GL+(n)
f−→ Xk,n

g−→ G(k, n),

where f is the projection onto the first k columns, and g associates to A ∈ Xk,n the subspace
generated by its columns. Since both f and g are continuous and surjective, we deduce that
G(k, n) is also connected.

Definition 1.2.4. Let 1 ≤ k < n be integers and let U ⊂ Rn be a (non-empty) set. We define

Gk(U) := U ×G(k, n),

and such set is equipped with the product topology. A k-dimensional varifold V on U is a
positive Radon measure on Gk(U).

The weight measure of a k-varifold V on U is the positive Radon measure on U defined by
µV := π]V , where π : Gk(U)→ U is the projection onto the first entry.

If U is open, we say that a sequence Vn of k-dimensional varifolds on U converges to a
k-dimensional varifold V on U in the sense of varifolds if Vn locally converges to V on Gk(U),
that is, locally weakly* on Gk(U).
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Comparing with the notion of (embedded) submanifold, that is a set with a precise local-
ization in the space and a unique well defined tangent space at any point, we can look at a
varifold as an object describing a possibly diffused distribution of points and “tangent spaces”
of a certain fixed dimension.

However, throughout this thesis we will only need a special type of varifolds, that are intro-
duced in the next section.

1.2.2 Integer rectifiable varifolds

In this thesis we will always encounter a particular class of varifolds, that we present in this
section. We need to start from the concept of rectifiable set in Rn.

Definition 1.2.5. Let 1 ≤ k < n be integers. A k-dimensional rectifiable set M is a subset of
Rn such that

M ⊂M0 ∪
+∞⋃
j=0

Fj(Rk),

where Fj : Rk → Rn is Lipschitz for any j and Hk(M0) = 0.

Some equivalent definitions of rectifiable set are recalled in the next result.

Proposition 1.2.6 (Rectifiable sets, [Sim83b, Chapter 3], [Mag12, Theorem 10.1]). Let 1 ≤
k < n be integers. Let M ⊂ Rn be a k-dimensional rectifiable set. Then the following holds.

1. There exist countably many sets Aj ⊂ Rk and Lipschitz functions Fj : Rk → Rn such that

M = M0 ∪
+∞⋃
j=0

Fj(Aj),

where Hk(M0) = 0.

Moreover, for any t > 1 it is possible to find Fj , Aj as above such that Fj is differentiable
at every point of Aj with differential dFj, each point of Aj is a Lebesgue point for dFj,

lim
r↘0

Lk (Aj ∩Br(0))

rk
= 1,

and LipFj ≤ t for any j; also, for any j, any x, y ∈ Aj, and any v ∈ Rk it holds that

1

t
|x−y| ≤ |Fj(x)−Fj(y)| ≤ t|x−y|, 1

t
|v| ≤ |d(Fj)x(v)| ≤ t|v|, t−k ≤ JFj(x) ≤ tk,

where JFj(x) :=
√

(dFj(x))?dFj(x).

2. There exist countably many embedded k-dimensional manifolds Nj ⊂ Rn of class C1 such
that

M = M0 ∪
+∞⋃
j=0

Mj ,

where Hk(M0) = 0 and Mj ⊂ Nj for any j.
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3. There exist countably many affine k-planes Lj in Rn, sets Bj ⊂ Lj, vectors vj ∈ Rn, and
Lipschitz functions Gj : Bj → R such that vj is normal to Lj and

M = M0 ∪
+∞⋃
j=0

{x+Gj(x)vj | x ∈ Bj} ,

where Hk(M0) = 0.

The following theorem states that rectifiable sets support a weak notion of tangent space.

Theorem 1.2.7 (Approximate tangent spaces, [Sim83b, Chapter 3, Theorem 1.6]). Let 1 ≤
k < n be integers. Let M ⊂ Rn be Hk-measurable and such that Hk(M ∩ K) < +∞ for any
K ⊂ Rn compact.

Then M is k-dimensional rectifiable if and only if for Hk-ae point x ∈ M there exists a
k-dimensional subspace TxM in Rn such that

lim
ε↘0

ˆ
1
ε

(M−x)
ϕ(x) dHk(x) =

ˆ
TxM

ϕ(x) dHk(x), (1.3)

for any ϕ ∈ Cc(Rn).

Whenever a set M ⊂ Rn satisfies (1.3) at some point x ∈ M for some k-subspace TxM , we
say that TxM is the approximate tangent space of M at x. A smooth embedded k-dimensional
manifold clearly satisfies (1.3), where the approximate tangent space is just the classical one.
Also, observe that a k-subspace TxM is the approximate tangent space of M at x if and only if

Hk ¬
(
M − x
ε

)
?
⇀ Hk ¬TxM,

locally weakly* as measures on Rn.

Next we recall the area formula on rectifiable sets, which generalizes the change of variables
formula on open subsets of the Euclidean space.

Theorem 1.2.8 (Area formula, [AFP00, Theorem 2.91], [Sim83b, Chapter 3, Section 2]). Let
M ⊂ Rn be a k-dimensional rectifiable set, and let f : Rn → Rm be a Lipschitz map with m ≥ k.
Let ϕ : Rn → [0,+∞) be Hk-measurable.

Then the tangential differential dMfx : TxM → Rm of f on TxM , that is the differential of
the restricted map f |x+TxM : x+ TxM → Rm, is well defined Hk-almost everywhere on M , and
the area formula holds:ˆ

M
ϕ(x)JMf(x) dHk(x) =

ˆ
Rm

ˆ
f−1(y)

ϕdH0 dHk(y),

where

JMf(x) :=
(
det((dMfx)? ◦ dMfx)

) 1
2 ,

is the tangential Jacobian of f on M , which is defined Hk-almost everywhere on M .

Now we turn our attention to the definition and properties of integer rectifiable varifolds.
Many of the following definitions and facts generalize to general varifolds, but we will not need
to treat arbitrary varifolds in the following. From now on, whenever we speak about varifolds,
we assume that we are dealing with integer rectifiable varifolds, that are defined in the next
definition.
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Definition 1.2.9 (Integer rectifiable varifold). Let 1 ≤ k < n be integers and let M ⊂ U be a
k-rectifiable set, where U ⊂ Rn is open. Let also θ : Rn → N be Hk-measurable and such that
Hk({θ > 0}∆M) = 0. Assume also that θ ∈ L1

loc(Hk
¬
M), that is,

´
K∩M θ dHk < +∞ for any

K ⊂ U compact.
An integer rectifiable varifold V is identified by the equivalence class v(M, θ), where two

couples (M, θ), (M̃, θ̃) as above are equivalent if and only if Hk(M∆M̃) = 0 and Hk({θ 6= θ̃}) =
0, by setting that ˆ

Gk(U)
ϕ(x, S) dV (x, S) :=

ˆ
M
ϕ(x, TxM) θ(x) dHk(x),

for any ϕ ∈ Cc(Gk(U)), where TxM is the (Hk-ae defined) approximate tangent space of M at
x. The (Hk-ae defined) function θ is called multiplicity, or density, of v(M, θ).

Whenever an integer rectifiable varifold V is given by a class v(M, θ), we shall write V =
v(M, θ) and tacitly take arbitrary representatives M, θ in calculations. If V is such a varifold,
we notice that its weight is just µV = θHk ¬M .

It is clear that usual k-dimensional smooth isometrically immersed submanifolds of Rn define
k-dimensional varifolds. More precisely, a smooth proper isometric immersion ϕ : N ↪→ Rn of a
k-dimensional manifold N induces an image varifold Imϕ := v(M, θ) by taking M = ϕ(N) and
θ(x) = ]ϕ−1(x). We observe that in such a case we have that the k-dimensional Riemannian
volume of ϕ−1(K) equals µImϕ(K) for any compact set K ⊂ Rn.

Also, if ϕ : N → Rn is a Lipschitz proper map defined on a k-rectifiable set N ⊂ Rn′ and an
integer rectifiable varifold W = v(N, θW ) is given, we define the image varifold Imϕ := v(M, θV )
by setting M = ϕ(N) and θV (x) =

∑
y∈ϕ−1(x) θW (y). Observe that we are naming image

varifolds two slightly different constructions, as in the first case N is an abstract manifold, while
in the second case N is a subset of Rn′ . However, we believe that there is no risk of confusion.

In the literature this definition sometimes goes under the name of push forward varifold, but,
as this operation differs from the usual push forward of measures, we prefer to adopt the name
of image varifolds.

Recalling Proposition 1.1.8 and Remark 1.1.9, we give the following definitions.

Definition 1.2.10. Let V = v(M, θ) be a k-dimensional integer rectifiable varifold on an open
set U ⊂ Rn. The first variation of V is the functional δV : C1

c (U,Rn)→ R defined by

δV (X) :=

ˆ
divTxMX(x) dµV (x).

It is interesting to know that, as in Remark 1.1.9, the expression for the first variation of
a varifold is the result of the first variation of a suitably defined notion of area for varifolds,
called mass, which is just the total mass of the weight µV (see [Sim83b, Chapter 4, Section 2]
and [Sim83b, Chapter 8, Section 2]). Among many important results, let us mention Allard
regularity theorems in [All72; All75], that deeply improved the comprehension of the properties
of the first variation of varifolds.

We remark that if Vn is a sequence of integer rectifiable varifolds converging to a varifold V ,
then

lim
n
δVn(X) = δV (X), (1.4)

for any field X ∈ C1
c (U,Rn). Indeed

δVn(X) =

ˆ
Gk(U)

ϕX(x, S) dVn(x, S),
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where ϕX(x, S) =
∑k

i=1〈dXx(ei), ei〉 and {ei} is any orthonormal basis of S. Since ϕX ∈
Cc(Gk(U)), Equation (1.4) follows by the definition of convergence of varifolds.

Definition 1.2.11. Let V = v(M, θ) be a k-dimensional integer rectifiable varifold on an open
set U ⊂ Rn. A function H ∈ L1

loc(µV ,Rn) and a Rn-valued Radon measure σV which is singular
with respect to µV are called the generalized mean curvature of V and the generalized boundary
of V if ˆ

divTxMX(x) dµV (x) = −k
ˆ
〈X,H〉 dµV +

ˆ
X dσV ,

for any field X ∈ C1
c (U,Rn). Writing σV = νV |σV | with νV ∈ L1

loc(|σV |,Rn) in polar decompo-
sition [AFP00, Corollary 1.29], the vector νV is called generalized conormal of V .

It is clear that if V is the image varifold induced by a proper embedding ϕ : N ↪→ Rn,
generalized mean curvature and conormal coincide with the classical ones.

Remark 1.2.12 (Orthogonality of the generalized mean curvature). If V = v(M, θ) is a k-
dimensional integer rectifiable varifold on an open set U ⊂ Rn and it has generalized mean
curvature H, then

H(x) ⊥ TxM at µV -a.e. x ∈ U ,

that is, the vector H(x) is orthogonal to the approximate tangent space at µV -a.e. point x ∈ U
such that TxM exists and x is a Lebesgue point of H (w.r.t µV ). This fundamental orthogonality
property, which is true by definition in the smooth setting, has been proved in [Bra78, Section
5.8]. It is important to remember that the hypothesis on V of being integer rectifiable is essential.
More precisely, if V is just a rectifiable varifold on some U ⊂ Rn, i.e.,

ˆ
Gk(U)

ϕ(x, S) dV (x, S) :=

ˆ
M
ϕ(x, TxM) θ(x) dHk(x),

for any ϕ ∈ Cc(Gk(U)), where TxM is the (Hk-ae defined) approximate tangent space of a
rectifiable set M ⊂ Rn at x and θ : U → (0,+∞) is in L1

loc(Hk
¬
M), defining generalized mean

curvature and boundary as in Definition 1.2.11, it is false that H is µV -a.e. orthogonal to the
approximate tangent space of M . A simple example is given in [Ton19, pp. 20-21], in which
it is shown a 1-dimensional rectifiable varifold concentrated on a rectifible set Γ in R2 having
generalized mean curvature that is even tangent to TxΓ at every point of Γ. In this thesis we
will, however, only deal with integer rectifiable varifolds.

By analogy with surfaces, given a 2-dimensional varifold V = v(M, θ) on some open set U ,
if there exists its generalized mean curvature H, we define its Willmore energy by

W(V ) =

ˆ
|H|2 dµV ∈ [0,+∞],

and we set W(V ) = +∞ in case the generalized mean curvature does not exists. We shall see
in Section 1.3.2 the consequences implied by the fact that a varifold has finite Willmore energy.

It is a classical result in the theory the fact that integrability bounds on the generalized
mean curvature imply good structural properties on the varifold, as stated in the next result.

Proposition 1.2.13 ([Sim83b, Chapter 4, Remark 4.10]). Let V = v(M, θ) be a k-dimensional
integer rectifiable varifold on an open set U ⊂ Rn. Suppose that V has mean curvature H and
σV = 0. Assume that H ∈ Lploc(µV ) for some p > n.

Then the limit Θ(x) := limρ↘0
µV (Bρ(x))
ωkρk

exists at any point x ∈ U , and V = v(sptµV ∩U,Θ).

Moreover Θ(x) ≥ 1 at every point x ∈ sptµV ∩ U and it is upper semicontinuous on U .
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Observe that Proposition 1.2.13 cannot be applied to 2-dimensional varifolds with bounded
Willmore energy. Nevertheless, we shall derive a similar thesis also in such a case, but this will
require a further study (Section 1.3.2).

We remark that Proposition 1.2.13 allows to represent a varifold satisfying the hypotheses
by means of a canonical couple v(M, θ) where M = sptµV ∩ U is relatively closed in U , and θ

is upper semicontinuous and coincide with the density limρ↘0
µV (Bρ(x))
ωkρk

at any point of M .

We finally recall the classical compactness theorem of integer rectifiable varifolds.

Theorem 1.2.14 (Compactness of varifolds, [Sim83b, Chapter 8, Theorem 5.8]). Let Vn be a
sequence of integer rectifiable k-dimensional varifolds on an open set U ⊂ Rn with 1 ≤ k < n.
Suppose that

sup
n

µVn(W ) + sup
n

sup
X∈C1

c (W )

‖X‖∞≤1

|δVn(X)| ≤ C(W ) < +∞,

for any open set W ⊂⊂ U .
Then there exist an integer rectifiable k-varifold V on U and a subsequence nk such that Vnk

converges to V in the sense of varifolds.

Let us conclude with some comments on the hypotheses of Theorem 1.2.14. Let V be a
k-dimensional integer rectifiable varifold on an open set U ⊂ Rn. If

sup
X∈C1

c (W )

‖X‖∞≤1

|δV (X)| ≤ C(W ) < +∞, (1.5)

for any open set W ⊂⊂ U , then δV can be naturally extended to a continuous linear functional
on continuous fields X ∈ Cc(U,Rn). By Riesz Theorem [AFP00, Theorem 1.54, Corollary 1.55],
the functional δV : Cc(U,Rn) → R is represented by a vector valued Radon measure on U .
Recalling Definition 1.2.11, by Besicovitch Derivation Theorem [AFP00, Theorem 2.22], we see
that

δV = −kHµV + σV (1.6)

is just the Radon–Nikodým decomposition of δV with respect to µV . Such a decomposition
exists if and only if (1.5) holds, and in such a case we say that V has locally bounded first
variation.

Therefore we have the following corollary of Theorem 1.2.14, that we will use several times.

Corollary 1.2.15. Let Vn be a sequence of integer rectifiable k-dimensional varifolds on an open
set U ⊂ Rn with 1 ≤ k < n. Suppose that Vn has mean curvature Hn and generalized boundary
σVn. If

sup
n

µVn(U) +

ˆ
U
|Hn| dµVn + |σVn |(U) < +∞,

where |σVn | is the total variation of σVn, then Vn converges to an integer rectifiable k-varifold V
in the sense of varifolds (up to subsequence).

Moreover, the above observations imply the following consequence on the lower semiconti-
nuity of the Willmore energy with respect to the convergence of varifolds.

Corollary 1.2.16 (Lower semicontinuity of the Willmore energy). Let Vn be a sequence of 2-
dimensional integer rectifiable varifolds on an open set U ⊂ Rn with n ≥ 3 converging to an
integer rectifiable varifold V in the sense of varifolds. Suppose that Vn has mean curvature Hn

and supnW(Vn) < +∞. Then the following holds.
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1. If σVn = 0 on U for any n, then σV = 0 on U and

W(V ) ≤ lim inf
n
W(Vn).

2. If supn |δVn|(U) < +∞, then V has generalized mean curvature H and generalized bound-
ary σV on U . If also H2(sptσV ) = H2

(
∪nsptσVn

)
= 0, then

W(V ) ≤ lim inf
n
W(Vn).

Proof. We can assume without loss of generality that supn µVn(U) < +∞. Indeed, since Vn →
V , there is an increasing sequence of open sets Ul ⊂ Ul+1 ⊂ U such that ∪lUl = U and
supn µVn(Ul) < +∞ for any l. Hence, once the thesis is proved on Ul, passing to the supremum
over l yields the result.

We now prove the items separately.

1. By (1.6) we have that δVn = −2HnµVn , that is, −2Hn = δVn
µVn

in the sense of Radon–

Nikodým derivatives. Since Vn → V as varifolds, then µVn = π]Vn
?
⇀ π]V = µV locally

weakly* on U . Moreover δVn
?
⇀ δV by (1.4). Hence we can apply [AFP00, Theorem 2.34]

with f(p) = |p|2, that yields exactly the desired lower semicontinuity result for integral
functionals whose integrand is a convex function of the derivative δVn

µVn
. It also follows that

σV = 0 on U (see also [AFP00, Example 2.36]).

2. Since |δV |(U) ≤ lim infn |δVn|(U) < +∞, the limit varifold has mean curvature H and
generalized boundary σV on U . Let

U ′ = U \
(
sptσV ∪ ∪nsptσVn

)
,

which is open. By construction none of the varifolds V, Vn have generalized boundary as
varifolds on U ′. Hence by Item 1 we have

ˆ
U ′
|H|2 dµV ≤ lim inf

n

ˆ
U ′
|Hn|2 dµVn ≤ lim inf

n
W(Vn).

By assumption H2(U∆U ′) = 0, and then µV
¬
U ′ = µV , and thus the left hand side

coincides with W(V ).

We mention that the lower semicontinuity of the Willmore energy has been also studied in
the setting of the convergence of currents (see Section 1.5) in [Sch09].

1.2.3 Curvature varifolds with boundary

In this part we consider a further class of varifolds, introducing also a generalized definition of
second fundamental form and another notion of boundary of a varifold. These concepts have
been introduced by Hutchinson [Hut86]. However, we will refer to the more recent treatise of
Mantegazza [Man96], who also introduced some differences and improvements on the theory
developed in [Hut86].

We restrict the discussion to the case of integer rectifiable varifolds.
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Definition 1.2.17. Let 1 ≤ k < n. Let V = v(M, θ) be a k-dimensional integer rectifiable
varifold on an open set U ⊂ Rn. We say that V is a curvature varifold with boundary on U if
there exist functions Aijk ∈ L1

loc(V ) and a Rn-valued Radon measure ∂V ≡ (∂V1, ..., ∂Vn) on
Gk(U) such that

ˆ
Gk(U)

Pij∂xjϕ(x, P ) +Aijk(x, P )∂Pjkϕ(x, P ) dV (x, P )

= −
ˆ
Gk(U)

ϕ(x, P )Ajij(x, P ) dV (x, P ) +

ˆ
Gk(U)

ϕ(x, P ) d∂Vi(x, P ),

for any i = 1, ..., k for any ϕ ∈ C1
c (Gk(U)). In the above equation summation over repeated

indices is understood and elements of the Grassmannian are identified by projection matrices
represented on the canonical basis of Rn. In such a case the measure ∂V is called boundary, or
boundary measure, of V .

Notice that a curvature varifold with boundary satisfies an integration by parts formula
at the level of Gk(U). This has to be compared with the integration by parts formula of
Definition 1.2.11, which takes place in U . In fact, the following result implies that the notion of
curvature varifold with boundary is stronger than the existence of generalized mean curvature
and generalized boundary.

Theorem 1.2.18 (Curvature varifolds, [Man96, Section 3]). Let 1 ≤ k < n. Let V = v(M, θ)
be a k-dimensional curvature varifold with boundary on U ⊂ Rn. In the notation of Defini-
tion 1.2.17, understanding summation over repeated indices, the following holds true.

1. Aijk = Aikj, Aijj = 0, and Aijk = PjrAirk + PrkAijr at V -ae (x, P ) ∈ Gk(U).

2. Pil∂Vl = ∂Vi as measures on Gk(U).

3. PilAljk = Aijk at V -ae (x, P ) ∈ Gk(U).

4. V has generalized mean curvature H, and the i-th component Hi of H is given by Hi(x) =
1
kAjij(x, TxM) at µV -ae x ∈ U , where TxM is the approximate tangent space of M at x.
Moreover P (x)ijHj(x) = 0 at µV -ae x ∈ U , where P (x) is the matrix representing the
orthogonal projection on TxM .

5. V has generalized boundary σV = π](∂V ), where π : Gk(U)→ U is the natural projection.

Definition 1.2.19. Let 1 ≤ k < n. Let V = v(M, θ) be a k-dimensional curvature varifold with
boundary on U ⊂ Rn. We define the generalized second fundamental form of V to be a function
B ∈ L1

loc(µV ,Rn
3
) whose components are given by Bm

ij (x) := P (x)jlAiml(x, TxM), where P (x)
is the matrix representing the orthogonal projection on TxM .

Using the symmetries stated in Theorem 1.2.18, we have that, if V is a curvature varifold,
then

Bm
jj = PjlAjlm = Ajjm − PlmAjjl = Ajmj − PmlAjlj = kHm − kPmlHl = kHm,

and
Aijk = Bk

ij +Bj
ki,

at µV -ae x ∈ U . Therefore, it is important to notice that a bound on the functions Aijk is
equivalent to a bound on each component of B.
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As in the case of the generalized mean curvature and of the generalized boundary, one can
check that the generalized second fundamental form and the boundary of a curvature varifold
induced by a smooth immersion can be brought back to classical quantities. In fact, the inte-
gration formula in Definition 1.2.17 is first known to hold in the smooth setting with classical
notions of boundary and second fundamental form, just as in the case of the identity in Proposi-
tion 1.1.8. If ϕ : N ↪→ Rn is a smooth proper isometric embedding of a k-dimensional manifold
N and V = Imϕ = v(M, θV ) and {Ei}ni=1 is the canonical basis of Rn, identifying TxM with
dϕx(TxM) we have that

Bm
ij (ϕ(x)) = 〈Bx(E>i , E

>
j ), Em〉,

where (·)> denotes projection onto TxM , B is the second fundamental form of ϕ, and Bm
ij is

the generalized second fundamental form of the varifold Imϕ. For what concerns the boundary
of Imϕ, one can similarly derive that it only depends on the tangent space of ϕ|∂N and the
conormal coϕ determined by the embedding, and |∂ Imϕ|(Gk(U)) = Hk−1(ϕ(∂N)). We just
mention that analogous relations can be argued if ϕ is a smooth proper isometric immersion,
but we will not need further details.

We now conclude with the compactness theorem for curvature varifolds.

Theorem 1.2.20 (Compactness of curvature varifolds, [Man96, Theorem 6.1]). Let p > 1 and
Vl a sequence of k-dimensional curvature varifolds with boundary in U ⊂ Rn, with 1 ≤ k < n.

Denote A
(l)
ijk the functions Aijk of Vl. Suppose that A

(l)
ijk ∈ L

p(V ) and

sup
l

{
µVl(W ) +

ˆ
Gk(W )

∣∣∣∣∑
i,j,k

|A(l)
ijk|
∣∣∣∣p dVl + |∂Vl|(Gn(W ))

}
≤ C(W ) < +∞

for any W ⊂⊂ U , where |∂Vl| is the total variation of ∂Vl. Then:

1. Vl converges (up to subsequence) to a curvature varifold with boundary V in the sense of

varifolds. Moreover A
(l)
ijkVl

?
⇀ AijkV and ∂Vl

?
⇀ ∂V locally weakly* as measures on Gk(U).

2. For every lower semicontinuous function f : Rn3 → [0,+∞] it holds that

ˆ
Gk(U)

f(Aijk) dV ≤ lim inf
l

ˆ
Gk(U)

f(A
(l)
ijk) dVl.

It follows from the above theorem that the Willmore energy of 2-dimensional curvature
varifolds with boundary is lower semicontinuous with respect to varifold convergence of curvature
varifolds with boundary satisfying the hypotheses of Theorem 1.2.20. Indeed we have that

W(V ) =

ˆ
U
|H|2 dµV =

ˆ
G2(U)

f(Aijk) dV,

for any curvature varifold V = v(M, θ), where f(Aijk) = 1
4

∑
m

(∑
j Ajmj

)2
.

1.3 Monotonicity and Willmore-type energies of varifolds

In the theory of varifolds, as well as in the theory of minimal surfaces, it is very common to speak
about monotonicity formulas. With this term we refer to the existence of integral quantities,
which are usually functions of one variable ρ > 0, that are monotone in ρ and involve geometric
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or measure theoretic terms. As we shall see, a monotonicity formula for a measure µ may have
important consequences on the structure of µ, that is, it can give useful information about the
support and the density of µ. For a general introduction to monotonicity formulas see [Sim83b,
Chapter 4, Chapter 8].

1.3.1 A monotonicity formula for 1-dimensional varifolds

As a first case we consider 1-dimensional integer rectifiable varifolds in Rn with n ≥ 2. We will
typically denote such a varifold as V = v(Γ, θ), where Γ is 1-dimensional rectifiable set. As in
the case of Willmore energy of surfaces, we define the p-elastic energy of a varifold V = v(Γ, θ)
in Rn by analogy with the p-elastic energy of curves. Hence we set

Ep(V ) := µV (Rn) +
1

p

ˆ
|k|p dµV ∈ [0,+∞],

for any p ∈ [1,+∞). In the above definition, we denoted by k the generalized (mean) curvature
of V . In case k does not exist, then we set Ep(V ) = +∞.

Throughout this part, let us fix x0 ∈ Rn, and let V = v(Γ, θ) 6= 0 be an integer 1-dimensional
rectifiable varifold in Rn with curvature k. For 0 < r < +∞, we define

MV,x0(r) :=
µV (Br(x0))

r
−
ˆ
Br(x0)

〈
k,

x− x0

|x− x0|

〉
dµV (x) +

1

r

ˆ
Br(x0)

〈k, x− x0〉 dµV (x).

For 0 < σ < ρ < +∞, we consider the vector field

X(x) =

(
1

|x− x0|σ
− 1

ρ

)
+

(x− x0),

where (·)+ denotes the non-negative part and |·|σ := max{|·|, σ}. For any set E, let Eσ := E∩Bσ,
Eρ := E ∩Bρ, and Eρ,σ := Eρ \Bσ. A direct computation shows that the tangential divergence
of X on the rectifiable set Γ is

divTxΓX(x) =


1
σ −

1
ρ H1-ae on Γσ,

|(x−x0)⊥|2
|x−x0|3 − 1

ρ H1-ae on Γρ,σ,

0 H1-ae on Γ \Bρ(x0),

for almost every 0 < σ < ρ < +∞, where (·)⊥ denotes projection onto TxΓ⊥.

In this setting we can prove the following monotonicity formula.

Theorem 1.3.1 (Monotonicity formula for 1-dimensional varifolds). Let V = v(Γ, θ) be a 1-
dimensional varifold in Rn with n ≥ 2 and with generalized curvature k. Suppose that σV = 0.
Then

MV,x0(σ) +

ˆ
Bρ(x0)\Bσ(x0)

|(x− x0)⊥|2

|x− x0|3
dµV (x) = MV,x0(ρ), (1.7)

for almost every 0 < σ < ρ < +∞. In particular r 7→ MV,x0(r) is essentially non-decreasing.
Moreover, the following holds.

1. Assuming in addition that
´
|k|p dµV < +∞ for some p ∈ [1,∞), then

lim sup
σ↘0

µV (Bσ(x0))

σ
≤ lim inf

ρ↗∞

µV (Bρ(x0))

ρ
+

ˆ
Bρ(x0)

|k| dµV (x). (1.8)
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2. Assuming in addition that Ep(V ) < +∞ for some p ∈ [1,+∞), then

2 ≤
ˆ
|k| dµV ≤ µV (Rn)

1
p′ ‖k‖Lp(µV ), (1.9)

and we have the following bounds on the density of µV :

p > 1 ⇒ ∃ lim
σ↘0

µV (Bσ(x))

2σ
≤ 1

2

ˆ
|k| dµV ∀x ∈ Rn,

p = 1 ⇒ ∃ lim
σ↘0

µV (Bσ(x))

2σ
≤ 1

2

ˆ
|k| dµV at H1-ae x ∈ Rn.

3. Assuming in addition that E1(V ) < +∞ and that Γ is essentially bounded, i.e., H1(Γ \
BR(0)) = 0 for R large enough, then

p = 1 ⇒ ∃ lim
r↘0

µV (Br(x))

2r
≤ 1

2

ˆ
|k| dµV ∀x ∈ Rn.

In cases 2 and 3, the multiplicity function θ(x) equals limσ↘0
µV (Bσ(x))

2σ at H1-ae x ∈ Rn.

Proof. We adopt the notation introduced above. Integrating the divergence divTxΓX above with
respect to µV and using the first variation formula we get

µV (Bσ(x0))

σ
+

1

σ

ˆ
Bσ(x0)

〈k, x− x0〉 dµV (x) +

ˆ
Bρ(x0)\Bσ(x0)

|(x− x0)⊥|2

|x− x0|3
dµV (x)

=
µV (Bρ(x0))

ρ
+

1

ρ

ˆ
Bρ(x0)

〈k, x− x0〉 dµV (x)−
ˆ
Bρ(x0)\Bσ(x0)

〈
k,

x− x0

|x− x0|

〉
dµV (x),

(1.10)

which is exactly (1.7). Now we deal with the different cases separately.

1. Dropping the positive term on the left of (1.10), we obtain

µV (Bσ(x0))

σ
+

1

σ

ˆ
Bσ(x0)

〈k, x− x0〉 dµV (x)

≤ µV (Bρ(x0))

ρ
+

ˆ
Bρ(x0)

〈
k,
x− x0

ρ
− x− x0

|x− x0|
χBρ(x0)\Bσ(x0)

〉
dµV (x).

Since ∣∣∣∣ 1σ
ˆ
Bσ(x0)

〈k, x− x0〉 dµV (x)

∣∣∣∣ ≤ (ˆ
Bσ(x0)

|k|p dµV
) 1
p (
µV (Bσ(x0)

) 1
p′ −−−→

σ→0
0,

and
x− x0

|x− x0|
χBρ(x0)\Bσ(x0) −−−→

σ→0

x− x0

|x− x0|
χBρ(x0) in Lp

′
(µV ),

letting σ ↘ 0 and then ρ↗∞ we get the inequality

lim sup
σ↘0

µV (Bσ(x0))

σ
≤ lim inf

ρ↗∞

µV (Bρ(x0))

ρ
+

ˆ
Bρ(x0)

〈
k,

(
1

ρ
− 1

|x− x0|

)
(x− x0)

〉
dµV (x)

≤ lim inf
ρ↗∞

µV (Bρ(x0))

ρ
+

ˆ
Bρ(x0)

|k|
∣∣∣∣ |x− x0|

ρ
− 1

∣∣∣∣ dµV (x)

≤ lim inf
ρ↗∞

µV (Bρ(x0))

ρ
+

ˆ
Bρ(x0)

|k| dµV (x),

that is (1.8).
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2. From (1.8) we get

lim sup
σ↘0

µV (Bσ(x0))

σ
≤
ˆ
|k| dµV . (1.11)

Equation (1.11) gives us the desired bounds.

If p > 1 we can apply Proposition 1.2.13 and use (1.11). Suppose then that p = 1. In this
case (by [AFP00, Theorem 2.22]) we clearly have

θ(x) = lim
σ↘0

µV (Bσ(x0))

2σ
≤ 1

2

ˆ
|k| dµV for H1-ae x ∈ Γ.

Therefore, since V 6= 0, then θ(x) ≥ 1 at some point x, and we conclude that inequality
(1.9) holds for any p ∈ [1,∞).

3. We need to show that the limit limσ↘0
µV (Bσ(x0))

σ does exist for any x0 ∈ Rn. In fact we
have ∣∣∣∣ 1σ

ˆ
Bσ(x0)

〈k, x− x0〉 dµV (x)

∣∣∣∣→ 0 as σ → 0,∣∣∣∣1ρ
ˆ
Bρ(x0)

〈k, x− x0〉 dµV (x)

∣∣∣∣ ≤ R0

ρ

ˆ
BR0

(x0)
|k| dµV → 0 as ρ→∞,

x− x0

|x− x0|
χBρ(x0)\Bσ(x0) →

x− x0

|x− x0|
in L1(Rn, µV ),

where the last limit is for σ → 0 and ρ → +∞ and follows by Dominated Convergence.
Therefore there exists finite the limit

lim
σ↘0

lim
ρ↗∞

ˆ 〈
k,

x− x0

|x− x0|
χBρ(x0)\Bσ(x0)

〉
dµV (x),

Hence (1.10) implies that

sup
σ,ρ>0

ˆ
Bρ(x0)\Bσ(x0)

|(x− x0)⊥|2

|x− x0|3
dµV (x) < +∞,

thus, by monotonicity, the limit

lim
σ↘0

lim
ρ↗∞

ˆ
Bρ(x0)\Bσ(x0)

|(x− x0)⊥|2

|x− x0|3
dµV (x)

exists finite. Since limρ→∞
µV (Bρ(x0))

ρ → 0, Equation (1.10) implies that

∃ lim
σ↘0

µV (Bσ(x0))

σ
< +∞ ∀x0 ∈ Rn,

which completes the proof.

The last assertion follows from Proposition 1.2.13 if p > 1. While, in case p = 1, it follows as
usual by Derivation Theorem [AFP00, Theorem 2.22].

Remark 1.3.2. Theorem 1.3.1 also follows from [Men16, Corollary 4.8] (see also [MS18, Theo-
rem 3.5]), which also includes additional technical details that we will not need in the following.
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Let us add an additional comment about the case p = 2. In such a case, we can identify
another useful monotone quantity.

Remark 1.3.3. Let p = 2, and adopt the above notation. Suppose, as in Theorem 1.3.1, that
σV = 0. For r > 0 let

BV,x0(r) :=

(
1

2
+

1

r

)
µV (Br(x0)) +

1

r

ˆ
Br(x0)

〈k, x− x0〉 dµV (x) +
1

2

ˆ
Br(x0)

|k|2 dµV .

Then

BV,x0(σ) +

ˆ
Bρ(x0)\Bσ(x0)

(
|(x− x0)⊥|2

|x− x0|3
+

1

2

∣∣∣∣k +
x− x0

|x− x0|

∣∣∣∣2) dµV (x) = BV,x0(ρ), (1.12)

for almost every 0 < σ < ρ < +∞. In particular r 7→ BV,x0(r) is essentially non-decreasing.

Indeed, to prove (1.12), it is enough to insert the identity
〈
k, x|x|

〉
= 1

2

(∣∣k + x
|x|
∣∣2 − |k|2 − 1

)
in (1.10).

Moreover, if we additionally require that µV (Rn) < +∞, then

1

R

ˆ
BR(x0)

〈k, x− x0〉 dµV (x) =
1

R

ˆ
Br(x0)

〈k, x− x0〉 dµV (x) +
1

R

ˆ
BR(x0)\Br(x0)

〈k, x− x0〉 dµV (x)

≤ 1

R

ˆ
Br(x0)

〈k, x− x0〉 dµV (x) +

( ˆ
BR(x0)\Br(x0)

|k|2
) 1

2 (
µV (BR(x0) \Br(x0))

) 1
2

for any r < R. So, letting first R → ∞ and then r → ∞, we get that 1
R

´
BR(x0)〈k, x −

x0〉 dµV (x)→ 0 as R→∞. Thus we obtain that

lim
r→∞

BV,x0(r) =
1

2

(
µV (Rn) + E2(V )

)
,

for any choice of x0 ∈ Rn.

We conclude by proving the following fundamental estimate concerning curves in R2, that
has to be compared with Equation (1.9) of Theorem 1.3.1.

Lemma 1.3.4. Let γ : S1 → R2 be a regular curve in W 2,p for some p ∈ [1,∞). Then

2π ≤
ˆ
S1

|kγ | dsγ ≤
(ˆ

S1

|kγ |p dsγ
) 1
p

(L(γ))
1
p′ , (1.13)

where L(γ) denotes the length of the curve. Moreover, in the first inequality, equality holds if
and only if γ parametrizes the boundary of a convex set and it is injective.

Proof. By approximation it is enough to prove the statement for γ ∈ C∞. Then the closed
convex envelop of the support (γ) is a C1,1-smooth set, and its boundary can be parametrized
by an embedded curve σ : S1 → R2 of class H2. Then

´
|kσ| dsσ ≤

´
|kγ | dsγ . Hence, if we can

prove that ˆ
S1

|kσ| dsσ ≥ 2π, (1.14)

the thesis follows by Hölder inequality. By approximation, we can assume without loss of
generality that σ : S1 → R2 is an embedded curve of class C∞ that positively parametrizes the
boundary of the bounded set it encloses. Moreover, as

´
|kσ| dsσ is scaling invariant, we can
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assume that σ is parametrized by arclength. If τσ is the tangent vector along σ, we clearly have
that τσ(S1) = S1, that is, it is surjective. Indeed, σ has index equal to 1 (see [AT12, Theorem
2.4.7]), hence the degree of τσ equals 1, and then τσ : S1 → S1 has to be surjective. Therefore
we estimate

ˆ
S1

|kσ| dsσ =

ˆ
S1

|∂xτσ(x)| dx =

ˆ
S1

]τ−1
σ (v) dH1(v) ≥ H1(S1) = 2π,

where we used the area formula (Theorem 1.2.8). Letting τσ(x) = (cos θ(x), sin θ(x)) for a
smooth angle function θ : [0, 2π]→ R, we have that |kσ| = |∂xθ|. Hence the equality case in the
above estimate implies that ∂xθ has a sign. As ∂xθ = 〈kσ, νσ〉, this means that σ is convex.

Let us conclude with a few comments on Lemma 1.3.4 and Theorem 1.3.1.

Remark 1.3.5. We mention that inequality (1.14) is already present in [DNP18], proved with
a different method in the setting of networks. However, we will need the approach used in the
proof of Lemma 1.3.4 in the following, namely the use of the area formula in relation with the
“angle spanned” by the tangent vector, i.e., its image in S1.

Remark 1.3.6. Let us compare (1.13) with (1.9). It is clear that (1.13) is sharp, as equality
holds on unit circles. Similarly, it would be interesting to understand whether the first inequality
in Equation (1.9) is sharp. However, this is still not known, up to our knowledge.

1.3.2 A monotonicity formula for 2-dimensional varifolds with boundary

In the context of 2-dimensional varifolds the use of a monotonicity formula in the study of the
Willmore energy goes back to [Sim93], in which varifolds without boundary are considered. The
important consequences of such monotonicity formula are collected and revised, for example, in
[KS04]. Here we are interested in extending these results to the case of varifolds with possibly
non-vanishing boundary.

From now on and for the rest of the section let V = v(M, θV ) be a 2-dimensional varifold
on Rn, with n ≥ 3, having mean curvature H and generalized boundary σV . We assume that

W(V ) < +∞.

For a fixed x0 ∈ Rn and 0 < r < +∞ we define

AV,x0(r) :=
µV (Br(x0))

r2
+

1

4

ˆ
Br(x0)

|H|2 dµV +RV,x0(r),

with

RV,x0(r) :=

ˆ
Br(x0)

〈H,x− x0〉
r2

dµV (x) +
1

2

ˆ
Br(x0)

(
1

|x− x0|2
− 1

r2

)
(x− x0) dσV (x)

=:

ˆ
Br(x0)

〈H,x− x0〉
r2

dµV (x) + TV,x0(r).

In the following, the symbol (·)⊥ will denote projection onto TxM
⊥, for any x such that the

approximate tangent space TxM exists.
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Theorem 1.3.7 (Monotonicity formula for 2-dimensional varifolds). Let V = v(M, θV ) be a
2-dimensional integer rectifiable varifold on Rn, with n ≥ 3, having mean curvature H and
generalized boundary σV . Suppose that W(V ) < +∞. Then

AV,x0(σ) +

ˆ
Bρ(x0)\Bσ(x0)

∣∣∣∣H2 +
(x− x0)⊥

|x− x0|2

∣∣∣∣2 dµV (x) = AV,x0(ρ), (1.15)

for almost every 0 < σ < ρ < +∞. In particular, the map r 7→ AV,x0(r) is essentially non-
decreasing.

Moreover, if S ⊂ Rn is compact with H2(S) = 0, sptσV ⊂ S, and

lim sup
R→∞

µV (BR(0))

R2
≤ K < +∞,

then the limit

lim
ρ↘0

µV (Bρ(x))

ρ2

exists at any point x ∈ Rn \ S, the density function θ̃V (x) := limρ↘0
µV (Bρ(x))

πρ2 is upper semi-

continuous on Rn \ S and bounded by a constant C = C(d(x, S), |σV |(S),K,W(V )) depend-

ing only on the distance d(x, S), |σV |(S), K and W(V ). Moreover V = v(M̃, θ̃V ) where

M̃ = {x ∈ Rn \ S | θ̃V (x) ≥ 1
2} ∪ S is closed.

Proof. Integrating the tangential divergence of the field X(x) =
(

1
|x−x0|2σ

− 1
ρ2

)
+

(p−x0), where

|x − x0|2σ = max{σ2, |x − x0|2}, with respect to the measure µV and using the integration by
parts formula of the tangential divergence and Remark 1.2.12, one immediately obtains (1.15).

From now on assume that sptσV ⊂ S, where S is compact, and that

lim sup
R→∞

µV (BR(0))

R2
≤ K < +∞.

Since S is compact, it follows that |σV |(S) < +∞. We have∣∣∣∣∣
ˆ
Bρ(x0)

〈H,x− x0〉
ρ2

dµV (x)

∣∣∣∣∣ ≤
(
µV (Bρ(x0))

ρ2

) 1
2

(ˆ
Bρ(x0)

|H|2 dµV

) 1
2

≤ ε

2

µV (Bρ(x0))

ρ2
+

2

ε

ˆ
Bρ(x0)

|H|2 dµV .

(1.16)

Also, if d(x0, S) ≥ δ we have that∣∣∣∣∣
ˆ
Bρ(x0)

(
1

|x− x0|2
− 1

ρ2

)
(x− x0) dσV (x)

∣∣∣∣∣ ≤
(

1

δ
+

1

ρ

)
|σV |(S ∩Bρ(x0)).

In particular, as |σV |(S ∩ Bρ(x0)) = 0 for ρ < δ, the monotone function AV,x0(ρ) is bounded
below and there exists finite the limit limρ↘0AV,x0(ρ). Keeping x0 6∈ S, Equation (1.15) implies
that

µV (Bσ(x0))

σ2
≤ µV (Bρ(x0))

ρ2
+

1

4

ˆ
Bρ(x0)

|H|2 dµV (x) +Rx0,ρ −Rx0,σ

≤ µV (Bρ(x0))

ρ2
+

1

4
W(V ) +

(
µV (Bρ(x0))

ρ2

) 1
2

W(V )
1
2 − Tx0,σ

+

(
1

δ
+

1

ρ

)
|σV |(S ∩Bρ(x0)) +

ε

2

µV (Bσ(x0))

σ2
+

2

ε
W(V )

(1.17)
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Letting ρ→∞ and σ < δ in (1.17) we get that Tx0,σ = 0 and

µV (Bσ(x0))

σ2
≤ C(δ,K, |σV |(S),W(V )) < +∞ ∀ 0 < σ < δ. (1.18)

Letting ρ→ 0 in (1.16) and using the first inequality in (1.18) we get that

lim
ρ→0

∣∣∣∣∣
ˆ
Bρ(x0)

〈H,x− x0〉
ρ2

dµV (p)

∣∣∣∣∣ = 0. (1.19)

Therefore we see that if x0 ∈ R3 \ S, then

∃ θ̃V (x0) := lim
σ↘0

µV (Bσ(x0))

πσ2
≤ C(δ, |σV |(S),K,W(V )).

Now we prove that θ̃V is upper semicontinuous on Rn \ S. Let x0 ∈ R3 \ S and consider a
sequence xk → x0. Let ρ ∈ (0, d(x0, S)/2) and denote ρ0 = d(x0, S)/2, then by (1.15) we have
that

µV (Bρ(x0))

ρ2
≥ lim sup

k

µV (Bρ(xk))

ρ2
≥ lim sup

k
πθ̃V (xk)−Rxk,ρ −

1

4

ˆ
Bρ(xk)

|H|2 dµV

≥ lim sup
k

πθ̃V (xk)−
ˆ
B2ρ(x0)

|H|
ρ
dµV −

1

4

ˆ
B2ρ(x0)

|H|2 dµV

≥ lim sup
k

πθ̃V (xk)−
(
µV (B2ρ(x0))

ρ2

) 1
2

(ˆ
B2ρ(x0)

|H|2 dµV

) 1
2

− 1

4

ˆ
B2ρ(x0)

|H|2 dµV

≥ lim sup
k

πθ̃V (xk)−
(
C(2ρ0, |σV |(S),K,W(V )) +

1

4

)(ˆ
B2ρ(x0)

|H|2 dµV

) 1
2

,

and thus letting ρ↘ 0 suitably we get

θ̃V (x0) ≥ lim sup
k

θ̃V (xk),

i.e., the multiplicity function θ̃V is upper semicontinuous on R3\S. Since θV is integer valued, the
set {x ∈ R3 \S | θ̃V (x) ≥ 1

2} is closed in R3 \S, and the thesis follows using that H2(S) = 0.

From Theorem 1.3.7, it follows that whenever an integer rectifiable varifold V = v(M, θV )
has finite Willmore energy and generalized boundary such that sptσV ⊂ S, where S is compact
and H2-negligible, and also

lim sup
R→∞

µV (BR(0))

R2
≤ K < +∞,

then we can always assume that

M =

{
x ∈ Rn \ S | θV (x) ≥ 1

2

}
∪ S,

is closed in Rn, and that θV coincides at any point x ∈ Rn \S with the density limρ↘0
µV (Bρ(x))

πρ2 ,
which exists and is bounded as stated in Theorem 1.3.7. When the above conditions on a varifold
V = v(M, θV ) are satisfied, we shall always assume that M and θV are as above.

Moreover, the following classical optimal bound holds.
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Corollary 1.3.8 (Li–Yau inequality for varifolds). Let V = v(M, θV ) 6= 0 be a 2-dimensional
integer rectifiable varifold on Rn, with n ≥ 3. Suppose that V has mean curvature H and
generalized boundary σV = 0. Assume also that M is essentially bounded, that is, there is R
such that µV (Rn \BR(0)) = 0. Then

W(V ) ≥ 4π lim sup
ρ↘0

µV (Bρ(x))

πρ2
,

for any x ∈ Rn. In particular W(V ) ≥ 4π.

Proof. The proof immediately follows passing to the limits ρ→∞ and σ ↘ 0 in Equation (1.15),
using (1.19), (1.16), and the fact that µV (Rn) < +∞.

The above estimate first appeared in the literature in [LY82] in the context of smooth sur-
faces. Then the inequality has been extended to the setting of varifolds by means of monotonicity
formulas in [Sim93]. It is common to refer to such a result as the Li–Yau inequality. In Chapter 4
we prove some generalizations of this type of inequality in the setting of surfaces with boundary.
We also show that the lower bound of 4π on the Willmore energy of varifolds without boundary
and compact support in R3 is only achieved by spheres (Proposition 4.3.16), just as happens in
the context of closed smooth surfaces (Theorem 4.1.1).

Also, we can prove the following consequence, which clearly resembles what one expects in
the smooth realm.

Corollary 1.3.9 (Unbounded varifolds). Let V = v(M, θV ) be a 2-dimensional integer rectifi-
able curvature varifold with boundary withW(V ) < +∞. Denote by σV the generalized boundary
and by S a compact set containing the support sptσV such that H2(S) = 0. Then

M is ess. unbounded ⇔ lim sup
ρ→∞

µV (Bρ(0))

πρ2
≥ 1,

where M essentially unbounded means that for every R > 0 there is Br(x) ⊂ R3 \ BR(0) such
that µV (Br(x)) > 0.

Moreover, in any of the above cases the limit limρ→∞
µV (Bρ(0))

ρ2 exists.

Proof. Suppose that M is essentially unbounded. We can assume that lim supρ→∞
µV (Bρ(0))

ρ2 ≤
K < +∞. Then∣∣∣∣∣
ˆ
Bρ(0)

1

ρ2
〈H,x〉 dµV

∣∣∣∣∣ ≤ 1

ρ2

(ˆ
Bσ(0)

|H||x| dµV (x) +

ˆ
Bρ(0)\Bσ(0)

|H||x| dµV (x)

)

≤ σ

ρ2

√ˆ
Bσ(0)

|H|2 dµV
√
µV (Bσ(0)) +

√
µV (Bρ(0))

ρ2

√ˆ
Bρ(0)\Bσ(0)

|H|2 dµV

for any 0 < σ < ρ < +∞. Passing to the lim supρ→∞ and then to σ →∞, we conclude that

lim
ρ→∞

∣∣∣∣∣
ˆ
Bρ(0)

1

ρ2
〈H,x〉 dµV (x)

∣∣∣∣∣ = 0. (1.20)

Hence, assuming without loss of generality that 0 6∈ S, the monotone quantity AV,0(ρ) gives that

∃ lim
ρ→∞

AV,0(ρ) =W(V ) +
1

2

ˆ
x

|x|2
dσV (x) + lim sup

ρ→∞

µV (Bρ(0))

ρ2
,
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and thus ∃ limρ→∞
µV (Bρ(0))

ρ2 ≤ K < +∞. Also, by Theorem 1.3.7, we can assume that M is
closed.

We now prove thatM has at least one unbounded connected component. Indeed any compact
connected component N of M defines a varifold v(N, θV |N ) with generalized mean curvature.
If sptσV ∩N = ∅ then W(N) ≥ 4π by Corollary 1.3.8, and thus there are finitely many compact
connected components without boundary. If instead sptσV ∩ N 6= ∅, R0 is such that S ⊂
BR0(0) by compactness, and there is x0 ∈ N \ Br(0) for r > R0, since N is compact, then the
monotonicity formula applied on v(N, θV |N ) at point x0 gives

π ≤ lim
σ→0

Av(N,θV |N ),x0
(σ) ≤ lim

ρ→∞
Av(N,θV |N ),x0

(ρ) ≤ 1

4
W(v(N, θV |N )) +

1

2

|σV |(S)

r −R0
. (1.21)

Since M is essentially unbounded, if by contradiction any connected component of M is compact
we would find infinitely many compact connected componentsN , points p0 ∈ N , and r arbitrarily
big in (1.21) so that the Willmore energy of any such N is greater than 2π, implying that
W(V ) = +∞.

As M has a connected unbounded component, for any ρ sufficiently large there is xρ ∈
M ∩ ∂B2ρ(0). Applying the monotonicity formula on V at xρ for ρ sufficiently big so that
S ⊂ Bρ(0) we get that

π ≤ lim
σ→0

AV,xρ(σ) ≤ µV (Bρ(xρ))

ρ2
+

1

4

ˆ
Bρ(xρ)

|H|2 dµV +
1

ρ

ˆ
Bρ(xρ)

|H| dµV

≤ 9
µV (B3ρ(0))

(3ρ)2
+

1

4

ˆ
R3\Bρ(0)

|H|2 dµV + ε
µV (Bρ(xρ))

ρ2
+ Cε

ˆ
Bρ(xρ)

|H|2 dµV ,

that implies that

lim
ρ→∞

µV (Bρ(0))

ρ2
≥ π

9 + ε
,

for any ε > 0.
Consider now any sequence Rn →∞ and the sequence of blow-in varifolds given by

Vn = v

(
M

Rn
, θn

)
,

where θn(x) = θV (Rnx). Since 0 6∈ S, by (1.15) we have

µVn(BR(0)) =
1

R2
n

µV (BRnR(0)) =
1

(RRn)2
µV (BRRn(0))R2 ≤ K ′R2

is bounded for any R > 0. MoreoverW(Vn) =W(V ) and |σVn |(R3)→ 0, thus by Theorem 1.2.14
we get that Vn converges to an integer rectifiable varifold W (up to subsequence). We have that
W 6= 0, indeed 0 ∈ sptW by the fact that

µW (B1(0)) ≥ lim inf
n

µVn(B1(0)) = lim inf
n

µV (BRn(0))

R2
n

≥ π

9
.

Since |δVn|(BR) is bounded for any R, the limit varifold W has mean curvature and generalized
boundary in Rn. By (1.4) we have that sptσW ⊂ {0}, hence we can apply Corollary 1.2.16, and
we get that W is stationary, indeed for any r > 0 we have that
ˆ
R3\Br(0)

|HW |2 dµW ≤ lim inf
n

ˆ
R3\Br(0)

|HVn |2 dµVn = lim inf
n

ˆ
R3\BRnr(0)

|HV |2 dµV = 0.
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Also we can prove that σW = 0. In fact for any X ∈ C0
c (R3) the convergence of the first variation

(see (1.4)) reads

lim
n
−2

ˆ
〈HVn , X〉 dµVn +

ˆ
X dσVn = lim

n
−2

ˆ
〈HVn , X〉 dµVn =

ˆ
X dσW ,

and sptσW ⊂ {0}. Taking X = ΛmY for Y ∈ C0
c (R3) and

Λm(x) =

{
1−m|x| |x| ≤ 1

m ,

0 |x| > 1
m ,

we see that

lim
n

∣∣∣∣ˆ 〈HVn , X〉 dµVn
∣∣∣∣ = lim

n

∣∣∣∣∣∣
ˆ
B 1
m

(0)
〈HVn ,ΛmY 〉 dµVn

∣∣∣∣∣∣ ≤ ‖Y ‖∞W(V )
1
2

(
K ′

1

m2

) 1
2

,

for any m ≥ 1, and thus
´
Y dσW = 0 for any Y ∈ C0

c (R3). Finally, the monotonicity formula
applied on W gives

lim
n

µV (Rn(0))

R2
n

≥ lim inf
n

µVn(B1(0)) ≥ µW (B1(0)) = AW,0(1) ≥ lim
σ→0

AW,0(σ) ≥ π,

and the proof is complete.

We can conclude by stating some further consequences on surfaces with boundary that we
will use in the following.

Lemma 1.3.10. Let Σ ⊂ R3 be a compact connected immersed surface with boundary. Then

4 lim
σ↘0

|Σ ∩Bσ(x0)|
σ2

+ 4

ˆ
Σ

∣∣∣∣H2 +
(x− x0)⊥

|x− x0|2

∣∣∣∣2 =W(Σ) + 2

ˆ
∂Σ

〈
x− x0

|x− x0|2
, co

〉
, (1.22)

for any x0 ∈ R3. In particular

∀x0 ∈ R3 \ ∂Σ : 4 lim
σ↘0

|Σ ∩Bσ(x0)|
σ2

+ 4

ˆ
Σ

∣∣∣∣H2 +
(x− x0)⊥

|x− x0|2

∣∣∣∣2 ≤ W(Σ) + 2
H1(∂Σ)

d(x0, ∂Σ)
. (1.23)

Moreover, writing dH(Σ, ∂Σ) = d(x0, ∂Σ) for some x0 ∈ Σ \ ∂Σ, it holds that

4 lim
σ↘0

|Σ ∩Bσ(x0)|
σ2

+ 4

ˆ
Σ

∣∣∣∣H2 +
(x− x0)⊥

|x− x0|2

∣∣∣∣2 ≤ W(Σ) + 2
H1(∂Σ)

dH(Σ, ∂Σ)
. (1.24)

Proof. It suffices to prove (1.22). Since Σ is smooth we have that∣∣∣∣∣
ˆ
Bρ(x0)

(
1

|x− x0|2
− 1

ρ2

)
〈x− x0, co〉 dH1(x)

∣∣∣∣∣ ≤
ˆ
Bρ(x0)

∣∣∣∣ 1

|x− x0|2
− 1

ρ2

∣∣∣∣Ox0(|x− x0|2) dH1(x)

and the right hand side goes to zero as ρ → 0. The surface Σ is smooth and immersed, i.e.
there is a smooth immersion ϕ : M2 ↪→ R3 of a 2-dimensional compact connected manifold with
boundary M with Σ = ϕ(M). Denoting by Σ also the varifold induced by ϕ, by Theorem 1.3.7
we have that

AΣ,x0(σ) −−−→
σ→0

θΣ(x0) := lim
σ↘0

|Σ ∩Bσ(x0)|
σ2

,

while by compactness we get

AΣ,x0(ρ) −−−→
ρ→∞

1

4
W(Σ) +

1

2

ˆ
∂Σ

〈 x− x0

|x− x0|2
, co
〉
.

Hence (1.22) follows from (1.15).
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We mention that (1.23) already appeared in [Riv13].

1.4 Sets of finite perimeter

In this section we introduce basic definitions and results about sets of finite perimeter. For the
complete theory we refer to [AFP00].

Definition 1.4.1. Let Ω ⊂ Rn be an open set. A function u ∈ L1(Ω) is a function of bounded
variation if there exists a vector valued Radon measure Du = (D1u, ...,Dnu) on Ω such that

ˆ
Ω
udivX dx = −

ˆ
Ω
X dDu := −

∑
i

ˆ
Ω
Xi dDiu,

for every vector field X = (X1, ..., Xn) ∈ C∞c (Ω,Rn). In such a case we write u ∈ BV (Ω). We
write that u ∈ BVloc(Ω) if u ∈ BV (A) for any open set A ⊂⊂ Ω.

Definition 1.4.2. Let Ω ⊂ Rn be an open set. A Lebesgue-measurable set E ⊂ Ω is said
to be of finite perimeter in Ω if the characteristic function χE is of bounded variation in Ω.
Equivalently, there exists a vector valued Radon measure DχE such that

ˆ
E

divX dx = −
ˆ

Ω
〈X, ν〉 d|DχE |,

where DχE = ν|DχE | is the polar decomposition of DχE . We define the perimeter P (E,Ω) of
E in Ω as the supremum

P (E,Ω) := sup

{ˆ
E

divX dx | X ∈ C∞c (Ω,Rn), |X| ≤ 1

}
,

which is finite if and only if E is of finite perimeter in Ω, and in such a case P (E,Ω) = |DχE |(Ω).
If χE ∈ BVloc(Ω), we say that E is a set of locally finite perimeter in Ω.

Roughly speaking, a finite perimeter set verifies the Divergence Theorem in a weak sense.
In the setting of functions of bounded variation we can introduce the following notion of con-
vergence.

Definition 1.4.3. Let Ω ⊂ Rn be an open set. A sequence un ∈ BV (Ω) (locally) weak*

converges in BV (Ω) to a function u ∈ BV (Ω) if un → u in L1(Ω) and Dun
?
⇀ Du (locally)

weakly* as measures on Ω. The notion of local weak* convergence is also extended to sequences
un ∈ BVloc(Ω).

We say that a sequence of finite perimeter sets En in Ω (locally) weakly* converges to a set
of finite perimeter E in Ω, if the characteristic functions (locally) weakly* converge in BV (Ω).
The notion of local weak* convergence is also extended to sequences of sets of locally finite
perimeter in Ω.

The next proposition collects a few facts about the convergence of sets of finite perimeter.

Proposition 1.4.4 (Sets of finite perimeter). Let Ω ⊂ Rn be an open set. Let E,En ⊂ Ω be
Lebesgue measurable sets, for n ∈ N. Then the following results hold.

1. Suppose En is of finite perimeter for any n. Then the sequence En weakly* converges to a
finite perimeter set F if and only if χEn → χF in L1(Ω) and supn |DχEn |(Ω) < +∞.
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2. Suppose En is of locally finite perimeter for any n, and that χEn → χE in L1
loc(Ω). Then

lim infn P (En, A) ≥ P (E,A) for any A ⊂⊂ Ω.

3. If supn |En| + P (En, A) ≤ C(A) < +∞ for any A ⊂⊂ Ω, then there exists E of locally
finite perimeter in Ω such that En locally weak* converges to E, up to subsequences.

4. If E is a set of finite perimeter in Rn and n ≥ 2, then there exists a sequence Fk of smooth
open sets such that χFk → χE in L1 and limk P (Fk,Rn) = P (E,Rn).

Proof. The proof follows by Proposition 3.6, Proposition 3.13, Theorem 3.23 and Theorem 3.42
in [AFP00].

Finally, we recall the basic definitions and structure properties of sets of finite perimeter.

Definition 1.4.5. Let Ω ⊂ Rn be an open set and let E ⊂ Ω be a set of finite perimeter in Ω.
We call generalized inner unit normal of E at x ∈ Ω the vector

νE(x) := lim
r↘0

DχE(Br(x))

|DχE |(Br(x))

if the above limit exists and has unit norm. We define the reduced boundary FE of E the set

FE := {x ∈ sptDχE ∩ Ω | ∃ νE(x), |νE(x)| = 1} .

By Besicovitch Derivation Theorem [AFP00, Theorem 2.22], it follows that DχE is concen-
trated on FE and νE |DχE | coincides with the polar decomposition of DχE .

The notion of reduced boundary allows to state the following fundamental structure theorem.

Theorem 1.4.6 (De Giorgi, [AFP00, Theorem 3.59]). Let E ⊂ Rn be a set of finite perimeter.
Then FE is (n− 1)-dimensional rectifiable and |DχE | = Hn−1 ¬ FE.

If x ∈ FE, then 1
ε (E − x) converges in L1

loc(Rn) as ε → 0+ to the halfspace orthogonal to
νE(x) and containing νE(x).

If x ∈ FE, then the generalized tangent space TxFE of FE at x is the subspace of Rn
orthogonal to νE(x).

Given a set E, it is sometimes useful to consider the following classes distinguished by the
density of E at those points.

Definition 1.4.7. Let E ⊂ Rn be a Lebesgue-measurable set. For t ∈ [0, 1], we denote by

Et :=

{
x ∈ Rn | lim

r↘0

|E ∩Br(x)|
|Br(x)|

= t

}
,

the set of points with density equal to t. The essential boundary of E is the set

∂∗E := Rn \ (E0 ∪ E1),

that is, the set of points with density different from 0 and 1.

We can now conclude with the following structure theorem.

Theorem 1.4.8 (Federer, [AFP00, Theorem 3.61]). Let Ω ⊂ Rn be an open set and let E ⊂ Ω
be a set of finite perimeter in Ω. Then

FE ∩ Ω ⊂ E
1
2 ⊂ ∂∗E, Hn−1

(
Ω \ (E0 ∪ FE ∪ E1)

)
= 0.

In particular, the set E has density equal to 0, 1
2 , or 1 at Hn−1-ae point of Ω, and Hn−1-ae

point of ∂∗E ∩ Ω belongs to FE.
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1.5 Integer rectifiable currents

In this section we recall some very basic definitions in the theory of currents, for which we refer
to [Sim83b, Chapter 6]. We are only interested in the class of integer rectifiable currents, that
we will define later.

First, we need to fix some notation in the context of multilinear algebra. Let U ⊂ Rn be
an open (non-empty) set, and let k ∈ N. The symbol Λk(U) denotes the space of k-dimensional
differential forms on U , which we canonically write as

ω =
∑
α∈Ik,n

ωαdx
α,

for ω ∈ Λk(U), where

Ik,n := {(i1, ..., ik) | 1 ≤ i1 < i2 < ... < ik ≤ n} ,

is the set of increasing multi-indices and dxα := dxi1 ∧ ... ∧ dxik .
Similarly, the symbol Λk(U) denotes the space of k-vectors on U , whose elements are canon-

ically written as

v =
∑
α∈Ik,n

vαeα,

where eα := ei1 ∧ ... ∧ eik . The duality between Λk(U) and Λk(U) is denoted by

〈ω, v〉 :=
∑
α∈Ik,n

ωαvα.

Both Λk(U) and Λk(U) are endowed with the Euclidean scalar product defined by〈 ∑
α∈Ik,n

ωαdx
α,
∑
α∈Ik,n

ηαdx
α

〉
:=

∑
α∈Ik,n

ωαηα,

for ω, η ∈ Λk(U), and similarly for k-vectors.

If V is a k-dimensional vector space endowed with a scalar product, the symbol Λk(V )
denotes the space of k-vectors on V , which is 1-dimensional. We recall that, if dimV = k, if
{Ei}ki=1 is an orthonormal basis of V , the choice of an orientation of V is the choice of an order
on such a basis, which we write [Ei]

k
i=1, that corresponds to the choice of either the k-vector

E1 ∧ ...∧Ek or −E1 ∧ ...∧Ek. Indeed, if now [ei]
k
i=1 is another ordered orthonormal basis, then

e1 ∧ ... ∧ ek = det(A)E1 ∧ ... ∧Ek, where A is the determinant of the matrix of change of basis,
and the sign of det(A) distinguishes whether [ei]

k
i=1 is oriented like [Ei]

k
i=1 or not.

The space of k-vectors on a smooth manifold M is given by the sections of the bundle
Λk(M) := ∪x∈MΛk(TxM).

If Mk ⊂ Rn is a smooth embedded complete k-dimensional submanifold of Rn, if M is also
orientable, the choice of an orientation on M corresponds to the choice of a continuous section
τ : M → Λk(M) such that τ(x) = ±τ1(x) ∧ ... ∧ τk(x) for any x ∈ M , where {τi(x)}ki=1 is an
orthonormal basis of TxM . As we shall see, the notion of integer rectifiable current generalizes
the one of oriented submanifold.

Definition 1.5.1 (Currents). Let U ⊂ Rn be an open (non-empty) set, and let k ∈ N.
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1. The space Dk(U) is the vector space of k-dimensional smooth differential forms on U with
compact support in U . Such a space is endowed with the following notion of convergence.
We say that ωh ∈ Dk(U) converges to ω ∈ Dk(U) if there is a compact set K ⊂ U such
that the components ωα,h of ωh, for α ∈ Ik,n, converge in Cm(K) to the components ωα
of ω for any m ∈ N.

2. The space of k-dimensional currents Dk(U) on U is the space of continuous linear func-
tionals on Dk(U), that is, its dual space. The duality between a current T ∈ Dk(U) and
a form ω ∈ Dk(U) is denoted by 〈T, ω〉. We say that a sequence of currents Th ∈ Dk(U)
converges to a current T ∈ Dk(U) in the sense of currents if 〈Tn, ω〉 → 〈T, ω〉 for any
ω ∈ Dk(U). The mass of a current T ∈ Dk(U) is given by

M(T ) := sup
ω∈Dk(U)

|ω|≤1

〈T, ω〉 ∈ [0,+∞].

3. If k ≥ 1 and T ∈ Dk(U), the boundary of T is the current ∂T ∈ Dk−1(U) defined by

〈∂T, ω〉 := 〈T, dω〉,

for any ω ∈ Dk−1(U).

4. If T ∈ Dk(U), V ⊂ Rm is an open set, and f : U → V is smooth and proper, we define
the push forward current f]T ∈ Dk(V ) by

〈f]T, ω〉 := 〈T, f?ω〉,

for any ω ∈ Dk(V ), where f?ω is the pull-back of ω. The operations of boundary and
push forward of currents commute, that is, ∂f]T = f]∂T ; indeed, pull-back and exterior
derivative of forms commute.

5. A current T ∈ Dk(U) is said to be integer rectifiable if the following is satisfied. There
exist a k-dimensional rectifiable set M ⊂ U , a multiplicity function θ ∈ L1

loc(Hk
¬
M)

which is integer valued, and an orientation function ξ : M → Λk(Rn). At any point
x ∈ M admitting approximate tangent space TxM , it holds that ξ(x) ∈ {τ1(x) ∧ ... ∧
τk(x),−τ1(x) ∧ ... ∧ τk(x)}, where {τi(x)}ki=1 is an orthonormal basis of TxM , and ξ is
Hk-measurable. The action of T on a form ω ∈ Dk(U) is given by

〈T, ω〉 :=

ˆ
M
〈ω(x), ξ(x)〉 θ(x)dHk(x).

In such a case we identify T with the triple τ (M, θ, ξ). Observe that the mass of such an
integer rectifiable current is M(T ) =

´
M |θ|dH

k.

In case Mk ⊂ Rn is a smooth oriented embedded k-dimensional submanifold of Rn, we denote
by [|M |] the integer rectifiable k-dimensional current τ (M, 1, ξ), where ξ is the given orientation
on M .

Let f : U ⊂ Rn → Rm be a function. If S ⊂ Rn is a k-dimensional subspace, we define
dSfx : S → Rm the tangential differential of f along S to be the differential of the restricted
map f |x+S : x+ S → Rm, if it exists. In such a case, the tangential Jacobian of f on S is given

by JSf(x) :=
(
det((dSfx)? ◦ dSfx)

) 1
2 . The function f is said to be tangentially differentiable at
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x along S if dSfx exists. As we wrote in Theorem 1.2.8, we shall denote by dMfx the tangential
differential of f along the generalized tangent space TxM of a rectifiable set M .

As in the case of vectors, if f : U ⊂ Rn → Rm is differentiable at a point x, we define the
push forward of a k-vector v1 ∧ ... ∧ vk by dfx as the k-vector in Rm given by

dfx(v1 ∧ ... ∧ vk) := (dfx(v1)) ∧ ... ∧ (dfx(vk)).

Letting S := span(v1, ..., vk), if f is tangentially differentiable at x along S, we define dSfx(v1 ∧
... ∧ vk) in the very same way as above.

Using the above definitions, in the case of integer rectifiable currents, we can extend the
notion of push forward of currents as follows.

Definition 1.5.2. Let U ⊂ Rn be an open set, and let k ∈ N. Let T = τ (M, θ, ξ) ∈ Dk(U) be
an integer rectifiable current. Let f : U → V be a Lipschitz proper map, where V ⊂ Rm is an
open set. We define the push forward current f]T ∈ Dk(V ) by

〈f]T, ω〉 :=

ˆ
f(M)

〈
ω(y),

∑
x∈f−1(y)∩M+

θ(x)
dMf(ξ(x))

|dMf(ξ(x))|

〉
dHk(y)

for any ω ∈ Dk(V ), where M+ :=
{
x ∈M | JMf(x) > 0

}
. Observe that f]T is integer rectifiable.

We remark that the definition is well-posed, as a Lipschitz function is tangentially differentiable
Hk-almost everywhere on the k-rectifiable set M [AFP00, Theorem 2.90]. Moreover, we observe
that the equality

〈f]T, ω〉 = 〈T, f?ω〉,

now holds as a consequence of the area formula (Theorem 1.2.8) and not as a definition (see
[Sim83b, Chapter 6, Lemma 3.9]). Also, in the above formula, as f is not smooth, we understood
that f?ω ∈ Dk(U) is defined at Ln-ae x ∈ U by (f?ω)x(v1 ∧ ... ∧ vk) := ω(dfx(v1 ∧ ... ∧ vk)).

We observe that finite perimeter sets can be seen as integer rectifiable currents of dimension
equal to the one of the ambient space. More precisely, let E ⊂ U be a finite perimeter set E in
an open set U ⊂ Rn. We can canonically associate to E the current [|E|] ∈ Dn(U) given by

〈[|E|], fdx1 ∧ ... ∧ dxn〉 :=

ˆ
E
f dx.

Therefore [|E|] = τ (E, 1, ξ0) is integer rectifiable, where ξ0 is the standard constant orientation
of Rn. Moreover, if X ∈ C∞c (U,Rn) is a vector field and we let

ω :=

n∑
i=1

(−1)i−1Xidxαi ∈ Dn−1(U),

where αi := (1, ..., i− 1, i+ 1, ..., n), we have that

dω = divXdx1 ∧ ... ∧ dxn.

Hence

〈∂[|E|], ω〉 = 〈[|E|], dω〉 =

ˆ
E

divX dx = −
ˆ
FE
〈X, νE〉 dHn−1,

where we used the definition of boundary current and Theorem 1.4.6. It follows that ∂[|E|] is
integer rectifiable and

∂[|E|] = τ (FE, 1, ξE) ,
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with

ξE(x) :=
n∑
i=1

(−1)iνiE(x) eαi ∀x ∈ FE. (1.25)

We further observe that if En → E as finite perimeter sets, that is, χEn → χE weakly* in
BV (U), then [|En|]→ [|E|], and then ∂[|En|]→ ∂[|E|], in the sense of currents.

Remark 1.5.3. Observe that if E is a set of finite perimeter in R2 and [e1, e2] is the canonical
oriented basis of R2, then ξE is just the clockwise rotation of νE of an angle equal to π

2 . Indeed,
(n− 1)-vectors in Rn = R2 are just vectors and (1.25) gives

ξE = −ν1
Ee2 + ν2

Ee1.

This fact is quite intuitive recalling that, if E is smooth, then the normal νE points inside the
set E.
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Chapter 2

Smooth convergence of elastic flows
of curves into manifolds
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In this chapter we consider regular curves γ : S1 → M in complete Riemannian manifolds
(Mm, g), where m ≥ 2 is the dimension of M and will be usually omitted, and we are interested
in the gradient flow of the p-elastic energy Ep. As we will explain, a gradient flow is an evolution
equation that prescribes the motion of a smooth family of curves γ = γ(t, x) in such a way that
the energy Ep decreases along the flow. We will investigate the convergence of the flow, that
is, the possibility that γ(t, ·) converges in some sense to a critical point of Ep as t tends to the
maximal time of existence.

The evolution equations of these gradient flows turn out to be parabolic in the parametriza-
tion γ. Then, by means of parabolic estimates, it is usually possible to prove sub-convergence of
the flow, that is, convergence to critical points up to reparametrizations and, more importantly,
up to isometry of the ambient. Assuming that the flow sub-converges, we are interested in prov-
ing the smooth convergence of the flow, that is, the existence of the full limit of the evolving
flow.

We first give an overview of the general strategy one can apply for proving such a statement.
The crucial step is the application of a  Lojasiewicz–Simon gradient inequality (Section 2.2.2).
Then we apply such strategy to the flow of Ep of curves into manifolds, proving the desired
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improvement of sub-convergence to full smooth convergence of the flow to critical points. These
results are contained in [Poz20b]. We also refer the reader to the related results contained in
[MP20], in which we study the gradient flow of E2 in Rn, which simplifies the proof. We also
refer to [MPP20] for a survey on the elastic flow of curves in the plane.

Let us recall here some notation. For fixed p ∈ [2,+∞), if a regular curve γ is of class W 2,p,
its p-elastic energy is defined by

Ep(γ) :=

ˆ
S1

1 +
1

p
|k|p ds,

where k is the curvature of γ in M and ds = |γ′|dx is the length measure. We denote by D
the Levi-Civita connection on M . In case of risk of confusion we will specify that a geometric
quantity refers to a given curve γ by adding a subscript, like kγ or dsγ .

2.1 Elastic energies and geometric flows

In the last years a considerable interest has been devoted towards the elastic energy of curves.
Here we are interested in studying some variational aspects of Ep and in particular we will
investigate some properties of a gradient flow of this energy. In order to present this concept, let
us assume for the moment that M = Rm with the Euclidean metric and everything is smooth.
We define the first variation functional δEp at a given curve γ to be the operator

δEp[ϕ] :=
d

dε

∣∣∣∣
ε=0

Ep(γ + εϕ),

where ϕ is a vector field along γ. Explicit calculations may lead to expressions like

δEp[ϕ] = 〈〈V (γ), ϕ〉〉,

where 〈〈·, ·〉〉 is some duality defining the action of the vector V (γ) on ϕ. Then the 〈〈·, ·〉〉-gradient
flow of Ep is a function γ : [0, T )× S1 → Rm solving the evolution equation

∂tγ(t, x) = −V (γ(t, x)).

Moreover, an initial datum γ(0, ·) = γ0(·) is given, and we understand that the equation is
satisfied in the classical sense. It is clear that different representations of the first variation δEp
define different driving velocities ∂tγ, and thus different gradient flows of Ep.

Observe that the formal definition of gradient flow we just stated works for any “geometric”
energy, not necessarily defined on closed curves. In fact, this is the usual way for defining
gradient flows of geometric functionals.

We are interested here in the gradient flow defined by the (Lp, Lp
′
)-duality 〈〈·, ·〉〉 = 〈·, ·〉Lp′ ,Lp .

We shall see in Section 2.3 how to explicitly calculate and define such gradient flows when
(Mm, g) is an arbitrary Riemannian manifold. It turns out that the flow of Ep with respect to
the (Lp, Lp

′
)-duality is defined by the evolution equation{
∂tγ = −

(
∇2|k|p−2k + 1

p′ |k|
pk − k +R(|k|p−2k, τ)τ

)
on [0, T )× S1,

γ(0, ·) = γ0(·) on S1,
(2.1)
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where γ0 : S1 →M is a given smooth curve, k is the curvature vector of γ : [0, T )× S1 →M , R
is the Riemann tensor on (M, g), and ∇ is the normal connection along γ, that is

∇φ := Dτφ− g(Dτφ, τ)τ,

for any vector field φ : [0, T ) × S1 → TM such that φ(t, x) ∈ Tγ(t,x)M . Observe that in case
p = 2 and M = Rm is the Euclidean space, then the flow reduces to the classical evolution{

∂tγ = −
(
∇2k + 1

2 |k|
2k − k

)
on [0, T )× S1,

γ(0, ·) = γ0(·) on S1,

and ∇ is just the composition of the normal projection along γ with the arclength derivative:

∇φ = ∂sφ− 〈∂sφ, τ〉τ,

for φ as above. Without loss of generality, by Nash Theorem [Nas56], we will always assume that
(M, g) is smoothly isometrically embedded in the Euclidean space Rn, for some n sufficiently
large. In this way it is meaningful to say that a sequence of curves {γl}l∈N converges in Ck to
a curve γ.

For a given gradient flow, a number of questions can be investigated, starting from the
existence and uniqueness of a solution once an initial datum is given. In the case of geometric
evolution equations, as the energy functional and the velocity of the flow are independent of
the parametrization of the curves, uniqueness is always understood up to reparametrization (see
Remark 2.3.30 for additional comments). Short time existence and uniqueness results have been
studied in the literature, mainly in the case p = 2, starting from [Pol96] (see also [HP99]).
However, these evolution equations can be seen as parabolic evolution equations in the unknown
given by the parametrization of the curve, and thus we will refer to general results like the one
in [MM12] for short time existence and uniqueness results in the context of smooth curves.

Our study concerns the long time behavior of the solution of the gradient flow. One can
hope that the solution γ(t, ·) admits a limit, for example in some Ck-topology, as t → T−,
where T ∈ (0,+∞] is the maximal time of existence of the solution. In such a case the limit
should be a curve γ∞ which is a critical point for the energy Ep, as the flow “stops” at time T .
The description of the long time behavior is quite often not an easy task, especially in case of
evolution equations where high order space-derivatives appear. Nevertheless, it is often possible
to prove very strong estimates on the solution that are uniform in time, and this is done by
means of parabolic techniques. Let us say that M = Rm and p = 2, then it is known that
these bounds lead to the conclusion that the flow sub-converges, that is, T = +∞ and there
are a sequence of times tn ↗ +∞ and a sequence of points pn ∈ Rm such that the sequence
γ(tn, ·) − pn converges to a critical point curve γ∞ in Ck for any k, up to reparametrization.
This has been studied in [Pol96] and then a complete proof is given in [DKS02]; in [DS17] and
[Dal+18] the same conclusion is proved for the flow taking place in the hyperbolic plane H2 or
in the unit 2-sphere S2 respectively.

However, the sole sub-convergence cannot tell anything about the full limit as t → +∞,
and actually it does not prevent from the possibility that two different sequences γ(tn, ·), γ(τn, ·)
with tn, τn → +∞ converge to different critical points of Ep, always up to reparametrization
and, more importantly, isometry of the ambient. The sub-convergence does not imply that the
flow remains in a compact region for any time either. In fact, in the evolution equations we will
deal with, high order space derivatives appears, and this implies that no maximum principles
hold, and then it is not possible to conclude that the flow always stays in a bounded region of
the space by means of comparison arguments.

37



We formalize and apply a method firstly appeared in [CFS09] for promoting the sub-
convergence of a flow to the existence of the full limit as t → T−. In [CFS09] the authors
apply these techniques to the Willmore flow of closed surfaces, that is the L2-gradient flow of
the Willmore energy of surfaces. The key ingredient to run the argument is a  Lojasiewicz–Simon
gradient inequality for the energy functional under consideration. Such an inequality estimates
the difference in energy between a chosen critical point and points sufficiently close to it in terms
of some norm of the first variation functional of the energy (Corollary 2.2.7). As the norm of
the first variation functional coincides with the norm of the velocity of the gradient flow, by its
very definition, this furnishes an additional inequality that eventually can imply the full con-
vergence of the flow. This method has been successfully applied in [DPS16] for proving the full
convergence of the elastic flow of open curves subject to clamped boundary conditions; we will
borrow useful notations from [DPS16]. We remark that the functional analytic tool used here
and in those works, namely the  Lojasiewicz–Simon-type inequality, is ultimately based on the
important results contained in [Chi03]. Anticipated in [ Lo84], the idea of using these inequalities
for proving convergence of solutions to parabolic equations was firstly developed in the seminal
paper of Simon [Sim83a], that contributed to add his name to the inequality.

Let us conclude this introduction by mentioning some related results in this area. Very
recently many contributions have been given to the theory of gradient flows of networks, both
in the context of elastic flows and of the curve shortening flow. Roughly speaking, a network is
given by a suitable union of open immersed curves joined at their endpoints, possibly prescribing
the angles that such curves must define at their junctions. Results about short and long time
behavior of these flows are contained in [DLP19; Dal14; GMP19; GMP20; MNP17; MNP19].
It is an open problem to try to apply the method presented here to unsolved problems in the
context of these flows, as well as for high order flows of higher dimensional manifolds like the
ones in [Man02]. We finally mention that different ideas appeared in the literature for proving
the full convergence of a flow; we recall for example [NO17] and [MS20b], that are based either
on a priori hypotheses on the critical points of the energy functional or on a known classification
of such critical points.

We believe that our methods could be applied for proving convergence of high order flows
out of their sub-convergence from a unified point of view.

2.2 Elastic flow in the Euclidean space: outline of the proof and
functional analysis

This section is devoted to the presentation of the general method for improving the sub-
convergence of a flow to its full convergence. We consider here regular curves γ : S1 → Rn
and the elastic energy with exponent p = 2, that is

E2(γ) =

ˆ
S1

1 +
1

2
|k|2 ds,

where γ ∈W 2,2 is a regular curve. If ϕ : S1 → Rn is a differentiable vector field we define

∇ϕ := ∂sϕ− 〈∂sϕ, τ〉τ,

that is the normal projection of the arclength derivative of ϕ. Moreover, we will denote with
the symbol γ> (resp. γ⊥) the projection onto the tangent space (resp. normal space) of γ, i.e.,
if ϕ : S1 → Rn is any field, then γ>ϕ(x) := 〈ϕ(x), τ(x)〉τ(x) (resp. γ⊥ϕ(x) := ϕ(x)− γ>ϕ(x)).

38



In the rest of the section we just want to collect the most crucial steps of the method,
focusing on the proof of an abstract  Lojasiewicz–Simon inequality (Section 2.2.2). A posteriori,
this part will be a particular case of the theory developed in Section 2.3. As the study of these
gradient flows into Riemannian manifolds (Section 2.3) is more involved, for the convenience
of the reader we preferred to first present the significant steps of the proof here in the case of
curves in Rn and exponent p = 2. In the case of the gradient flow of E2 in Rn the strategy can
actually be simplified and we refer to [MP20] for such a case.

2.2.1 First and second variations

The strategy starts from a careful study of the properties of the first and second variations of
E2. To this aim we need to define precisely the Banach spaces of vector fields ϕ : S1 → Rn along
a curve γ defining variations of the given curve.

Definition 2.2.1. Let γ : S1 → Rn be a regular curve of class H4. For k ∈ N we define

H(γ)k,⊥ :=
{
ϕ ∈W k,2(S1,Rn) : 〈τ(x), ϕ(x)〉 = 0 a.e. x

}
,

where we understand that W 0,2(S1,Rn) = L2(S1,Rn). Also we denote H(γ)0,⊥ by L2(γ)⊥.

Remark 2.2.2. If k ≥ 2 and γ : S1 → Rn is a regular curve of class H4, there exists ρ > 0 such
that γ + ϕ is still a regular curve for any ϕ ∈ Bρ(0) ⊂ Hk(S1,Rn) and for any ϕ ∈ Bρ(0) ⊂
H(γ)k,⊥. In the following we will always assume that ρ = ρ(γ) is such that variations γ +ϕ are
regular curves for any ϕ as before.

Adopting the notation of [DPS16], it is worth to introduce the following functionals.

Definition 2.2.3. Let γ : S1 → Rn be a regular curve of class H4. For suitable ρ > 0 we define

E : Bρ(0) ⊂ H(γ)4,⊥ → R E(ϕ) := E2(γ + ϕ),

E : Bρ(0) ⊂ H4(S1,Rn)→ R E(ϕ) := E2(γ + ϕ).

Using E and E we can classically see first and second variations of E2 as elements of dual
spaces; the reason for distinguishing between normal or arbitrary fields along a curve will also
be clear soon. More precisely, if γ is fixed, we have

δE : Bρ(0) ⊂ H4(S1,Rn)→ (H4(S1,Rn))? δE(ϕ)[ψ] =
d

dε

∣∣∣∣
0

E2(γ + ϕ+ εψ),

and similarly

δE : Bρ(0) ⊂ H(γ)4,⊥ → (H(γ)4,⊥)? δE(ϕ)[ψ] =
d

dε

∣∣∣∣
0

E2(γ + ϕ+ εψ).

We refer to Proposition 2.3.12 and Corollary 2.3.14 for the general computation of the first
variation functionals (see also [MP20]). In the case we are considering, for ϕ,ψ ∈ Bρ(0) ⊂
H4(S1,Rn) one obtains

δE(ϕ)[ψ] =

ˆ
S1

〈
∇2
γ+ϕkγ+ϕ +

1

2
|kγ+ϕ|2kγ+ϕ − kγ+ϕ, ψ

〉
dsγ+ϕ

=:
〈
∇L2(dsγ+ϕ)E(ϕ), ψ

〉
L2(dsγ+ϕ)

,
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and the very same formula holds for E and ϕ,ψ ∈ H(γ)4,⊥. In particular we write

∇L2(dx)E(ϕ) = |γ′ + ϕ′|∇L2(dsγ+ϕ)E(ϕ) = |γ′ + ϕ′|
(
∇2
γ+ϕkγ+ϕ +

1

2
|kγ+ϕ|2kγ+ϕ − kγ+ϕ

)
,

and

∇L2(dx)E(ϕ) = γ⊥∇L2(dx)E(ϕ).

Setting ϕ = 0 we see that ∇L2(dsγ)E(0) is normal along γ and then

δE(0)[ψ] = δE(0)[γ⊥ψ] = δE(0)[γ⊥ψ],

that is, the variation of E2 at γ only depends on normal vector fields along γ. This is ultimately
due to the geometric nature of the functional E2 and underlines the fact that E2 presents a
degeneracy with respect to variations defined by tangential fields along γ. This is the true
reason why one introduces the distinction between normal fields along γ and general fields.

As we will be interested in invertibility properties of the variations of E2, we will only need
to evaluate the second variation of E2 along normal fields, ruling out the tangential degeneracy
of the functional. Therefore we define the operator L = δ2E(0) : H(γ)4,⊥ → (H(γ)4,⊥)? by

L(ϕ)[ψ] :=
d

dε

∣∣∣∣
0

d

dη

∣∣∣∣
0

E2 (γ + ηϕ+ εψ) ∀ϕ,ψ ∈ H(γ)4,⊥.

Observe that L is symmetric, that is L(ϕ)[ψ] = L(ψ)[ϕ] for any ϕ,ψ ∈ H(γ)4,⊥.

Remark 2.2.4 (Fredholm operators). We recall here some basic definitions and facts about
Fredholm operators, for which we refer to [H0̈7, Section 19.1]. A continuous linear operator
T : V1 → V2 between Banach spaces is said to be Fredholm if its kernel kerT has finite dimension
and its image ImT has finite codimension, i.e., the quotient V2/ImT is finite dimensional. In
such a case one has that ImT is closed and there exists a finite dimensional subspace cokerT of
V2 such that

V2 = ImT ⊕ cokerT, (2.2)

and the dimension of cokerT is clearly equal to the codimension of ImT (see [H0̈7, Lemma
19.1.1]). With a little abuse of notation, we will denote by cokerT any finite dimensional
subspace satisfying (2.2).

Now, if T is Fredholm, we define its index to be the integer number

IndT := dim kerT − dim cokerT,

where dim(·) denotes the dimension of a finite dimensional vector space.

We finally recall that if T is Fredholm and K : V1 → V2 is a compact operator, then T +K
is Fredholm and Ind(T +K) = IndT (see [H0̈7, Corollary 19.1.8]).

Now the first key observation is the fact that for a fixed regular curve γ of class H4 and
suitable ϕ, the operators δE(ϕ) and δE(ϕ) actually belong to (L2(γ)⊥)? and (L2(S1,Rn))?

respectively, as they are represented by the L2 fields ∇L2(dx)E(ϕ) and ∇L2(dx)E(ϕ) respectively.
Moreover, the same holds for the second variation functional L, and more precisely we can state
the following result.
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Lemma 2.2.5. Let γ : S1 → Rn be a smooth regular curve and ϕ ∈ H(γ)4,⊥. The operator
L(ϕ) is an element of (L2(γ)⊥)? represented by the pairing

L(ϕ)[ψ] =
〈
|γ′|

(
∇4ϕ+ Ω(ϕ)

)
, ψ
〉
L2(dx)

∀ψ ∈ H(γ)4,⊥,

where Ω : H(γ)4,⊥ → L2(γ)⊥ is a compact operator.
Moreover the operator ∇4 : H(γ)4,⊥ → L2(γ)⊥ is Fredholm of index zero, and then so is the

operator

L : H(γ)4,⊥ → (L2(γ)⊥)?.

Proof. The calculation of L for curves in Rn can be easily carried out explicitly, and we refer
to Proposition 2.3.16 for the computation in the general case of curves in manifolds (see also
[MP20] for the case of Rn). The complete thesis will follow from Lemma 2.3.23.

The second classical ingredient needed for obtaining the  Lojasiewicz–Simon gradient inequal-
ity is the analiticity of the energy functional and of its first variation. In our case, we have that
for a fixed smooth regular curve γ : S1 → Rn and suitable ρ > 0 the maps

E : Bρ(0)→ R, δE : Bρ(0)→ (L2(γ)⊥)?,

are analytic. We refer to [DPS16, Lemma 3.4] for a detailed proof of this fact.

2.2.2 An abstract  Lojasiewicz–Simon gradient inequality

In this section we prove a general statement collecting some conditions under which a  Lojasiewicz–
Simon inequality holds for a given energy functional. This result does not depend on whether we
are considering curves in Rn or in manifolds, actually it is stated at a purely functional analytic
level for an abstract energy functional, thus it can be possibly applied to different evolution
equations.

We need to recall the functional analytic setting of [Chi03]. We assume that V is a Banach
space, U ⊂ V is open, and E : U → R is a map of class C2. We denote by M : U → V ?

the Fréchet first derivative and by L : U → L(V ;V ?) the Fréchet second derivative. We also
assume that 0 ∈ U . Let us denote

L := L (0) ∈ L(V ;V ?), V0 := kerL ⊂ V.

We recall that a closed subspace S ⊂ V is said to be complemented if there exists a continuous
projection P : V → V such that ImP = S (see [Bre11, p. 38]). A continuous projection is
a linear continuous map P : V → V such that P ◦ P = P . In such a case, we denote by
P ? : V ? → V ? the adjoint projection. Recall that any finite dimensional subspace of a Banach
space is complemented (see [Bre11, p. 38]).

Proposition 2.2.6 ([Chi03, Corollary 3.11]). In the above notation, assume that E is analytic
and 0 is a critical point of E, i.e., M (0) = 0. Assume that V0 is finite dimensional, and therefore
complemented with a projection map P with ImP = V0. Moreover there exists a Banach space
W ↪→ V ? such that:

1. M : U →W is W -valued and analytic;

2. P ?(W ) ⊂W ;
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3. L(V ) = kerP ? ∩W .

Then there exist C, ρ > 0 and θ ∈ (0, 1
2 ] such that

|E(ψ)− E(ϕ)|1−θ ≤ C‖M (ψ)‖W ,

for any ψ ∈ Bρ(ϕ).

Proposition 2.2.6 is exactly [Chi03, Corollary 3.11] with X = V and Y = W therein. Indeed
one can check that the hypotheses of [Chi03, Corollary 3.11], that include Hypotheses 3.2 and
3.4 in [Chi03], reduce to the assumptions considered here in Proposition 2.2.6.

Applying Proposition 2.2.6 we can prove the following  Lojasiewicz–Simon gradient inequality.

Corollary 2.2.7 (Abstract  Lojasiewicz–Simon gradient inequality). Let E : Bρ0(0) ⊂ V → R
be an analytic map, where V is a Banach space and 0 is a critical point of E. Suppose that
W ≡ Z? ↪→ V ? is a Banach space with V ↪→ Z, and that M : Bρ(0) → W is W -valued and
analytic. Suppose also that L := L (0) ∈ L(V,W ) and L : V →W is Fredholm of index zero.

Then the hypotheses of Proposition 2.2.6 are satisfied. In particular there exist C, ρ > 0 and
θ ∈ (0, 1

2 ] such that

|E(ψ)− E(0)|1−θ ≤ C‖M (ψ)‖W ,

for any ψ ∈ Bρ(0).

Proof. By hypothesis V0 := kerL is finite dimensional, and thus it is closed and complemented
with a projection P : V → V such that ImP = V0. Moreover Item 1 of Proposition 2.2.6 is
satisfied by assumption.

We can write that V = V0⊕V1 where V1 = kerP . If P ? : V ? → V ? is the adjoint projection,
we have that also V ? = V ?

0 ⊕ V ?
1 and

V ?
0 = ImP ?, V ?

1 = kerP ?.

Let us introduce the canonical isometric injection J0 : Z → Z??. Let us denote J : V → (Z)??

the restriction of J0 to V . Hence

J : V → J(V ) ⊂ Z??.

We claim that L : V →W satisfies that if

L? : W ? → V ?

is the adjoint of L, then
L? ◦ J = L. (2.3)

Indeed, using that L is symmetric because it is a second Fréchet derivative, for any ϕ,ψ ∈ V
and F := J(ψ) ∈ J(V ) ⊂ Z?? we find

(L? ◦ J)(ψ)[ϕ] = L?(F )[ϕ] = F (Lϕ) = (J(ψ))(Lϕ) = (Lϕ)[ψ] = L(ψ)[ϕ].

As a general consequence of the fact that L is Fredholm of index zero, we have that

dim kerL = dim kerL?.

Indeed, index zero means that dim kerL = dim(cokerL), where we split W as

W = ImL ⊕ cokerL,
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and cokerL is finite dimensional. Therefore W ? = (ImL)? ⊕ (cokerL)?. And since kerL? =
(ImL)⊥ = (cokerL)? (by [Bre11, Corollary 2.18]), we conclude that dim kerL? = dim(cokerL)? =
dim(cokerL) = dim kerL.

We claim that
J(ImP ) = kerL? ∩ J(V ). (2.4)

Indeed by (2.3) we see that

kerL = ker(L? ◦ J) = J−1(kerL?).

Applying J on both sides we get J(ImP ) = kerL? ∩ J(V ), that is (2.4). Since ImP = kerL
and J is injective, we have dim kerL = dim(J(ImP )) = dim(kerL? ∩ J(V )). Since dim kerL =
dim kerL?, it follows that kerL? ∩ J(V ) = kerL?, and then

J(ImP ) = kerL?.

Therefore, recalling that V ?? ↪→W ? and that W ↪→ V ?, we get

(kerL?)⊥ = {w ∈W : 〈f, w〉W ?,W = 0 ∀ f ∈ J(ImP )}
= {w ∈W : 〈J(v), w〉W ?,W = 0 ∀ v ∈ ImP}
= {w ∈W : 〈w, v〉V ?,V = 0 ∀ v ∈ ImP}
= (ImP )⊥ ∩W.

Finally, since ImL is closed, using [Bre11, Corollary 2.18], this implies

ImL = (kerL?)⊥ = (ImP )⊥ ∩W = {f ∈ V ? : 〈f, Pv〉V ?,V = 0 ∀ v ∈ V } ∩W
= kerP ? ∩W,

and then Item 3 of Proposition 2.2.6 is verified.

We are just left with proving Item 2 of Proposition 2.2.6, that is, P ?(Z?) ⊂ Z?. Observe
that if we check that P ?(Z? ∩ V ?

0 ) ⊂ Z? ∩ V ?
0 , then we are done, indeed we would get

P ?(Z?) = P ?(Z? ∩ V ?
0 ⊕ Z? ∩ V ?

1 ) = P ?(Z? ∩ V ?
0 ) ⊂ Z? ∩ V ?

0 ⊂ Z?.

Now if f0 ∈ Z? ∩ V ?
0 , writing any ϕ ∈ V as ϕ = ϕ0 ⊕ ϕ1 ∈ V0 ⊕ V1, we get

P ?(f0)[ϕ] = f0(Pϕ) = f0(ϕ0) = f0(ϕ0) + f0(ϕ1) = f0(ϕ),

indeed f0(ϕ1) = (P ?f0)(ϕ1) = f0(Pϕ1) = f0(0) = 0. Hence we proved that P ?f0 = f0 for any
f0 ∈ Z? ∩ V ?

0 , and thus got that P ?(Z? ∩ V ?
0 ) ⊂ Z? ∩ V ?

0 .

Let us mention that a result equivalent to Corollary 2.2.7 has been proved independently in
the recent [Rup20].

2.2.3 Convergence of the elastic flow in the Euclidean space

If γ : S1 → Rn is a smooth critical point of E2, the analysis on the first and second variations,
together with Lemma 2.2.5, implies that we can apply Corollary 2.2.7 with the spaces V =
H(γ)4,⊥ and Z = L2(γ)⊥ on the energy functional E : Bρ0(0) ⊂ V → R defined by E(ϕ) =
E2(γ + ϕ). This gives that for some ρ > 0 it holds the  Lojasiewicz–Simon inequality

|E2(γ + ϕ)− E2(γ)|1−θ ≤ C‖δE(ϕ)‖(L2(γ)⊥)? ≤ C‖∇L2(dx)E(ϕ)‖L2(dx),
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for any ϕ ∈ Bρ(0) ⊂ H(γ)4,⊥. Now, using the geometric nature of E2, the above inequality
can be easily generalized to fields in H4(S1,Rn) with suitably small norm. More precisely, one
has that for some σ > 0 for any ψ ∈ Bσ(0) ⊂ H4(S1,Rn) there is ϕ ∈ Bρ(0) ⊂ H(γ)4,⊥ such
that the curves γ + ψ and γ + ϕ coincide up to reparametrization (see Lemma 2.3.27). As
|∇L2(dx)E(ϕ)| ≤ |∇L2(dx)E(ϕ)| for any ϕ ∈ Bρ(0) ⊂ H(γ)4,⊥ and both E2 and ∇L2(dsγ+ψ)E(ψ)
are invariant under reparametrization, we eventually find that

|E2(γ + ψ)− E2(γ)|1−θ ≤ C‖∇L2(dx)E(ψ)‖L2(dx), (2.5)

for any ψ ∈ Bσ(0) ⊂ H4(S1,Rn) (see Corollary 2.3.28).

Following the ideas of [Sim83a], [CFS09], and [DPS16], we can now see how to use (2.5) in
order to derive the convergence of the gradient flow of E2. Let us recall that by gradient flow of
E2 we mean here the evolution equation{

∂tγ = −∇2k − 1
2 |k|

2k + k,

γ(0, ·) = γ0(·),
(2.6)

for a given smooth curve γ0 : S1 → Rn, where one looks for a smooth solution γ : [0, T )×S1 → Rn.
In this context, short time existence and sub-convergence of the flow as t → +∞ have been
proved, and more precisely we can state the following.

Theorem 2.2.8 (Existence and sub-convergence, [Pol96], [DKS02, Theorem 3.2]). For a given
smooth curve γ0 : S1 → Rn, a global solution γ : [0,+∞)× S1 → Rn to the flow defined in (2.6)
exists and it is unique. Moreover there exist a sequence of times tj → +∞ and a sequence of
points pj ∈ Rn such that the immersions

γ(tj , ·)− pj ,

converge in Cm to a critical point γ∞ of E2, up to reparametrization, for any m ∈ N.

We can now illustrate the argument that leads to the convergence as t→ +∞ of the solution
of this gradient flow. Here we sketch the proof we will use for the flow of curves in manifolds
in Section 2.3; however, as already mentioned, in this case where the ambient is the Euclidean
space, the proof can be simplified and we refer the reader to [MP20] for such a proof.

Let γ0 be fixed, and let γ, γ∞, tj , pj be given by Theorem 2.2.8. Without loss of generality
we assume that γ∞ is parametrized with constant speed. Fix m ≥ 8 and let ε ∈ (0, 1) to be
chosen. By Theorem 2.2.8 there exists pj0 such that

‖γ̄(tj0 , ·)− pj0 − γ∞(·)‖Cm(S1) ≤ ε,

where γ̄(t, ·) is the constant speed reparametrization of γ(t, ·). We want to show that if ε
is sufficiently small, then actually γ̄ smoothly converges. We rename γ0(·) = γ̄(tj0 , ·). By
short time existence and uniqueness results (Theorem 2.3.29, [Pol96]) there exists a solution
γ̃ : [0,+∞)× S1 → Rn of {

∂tγ̃ = −∇2kγ̃ − 1
2 |kγ̃ |

2kγ̃ + kγ̃ ,

γ̃(0, ·) = γ0(·).

We denote by γ̂ the constant speed reparametrization of γ̃. For ε sufficiently small we can write
γ̂ as a variation of γ∞. More precisely, there is some maximal T ′ ∈ (0,+∞] such that for any
t ∈ [0, T ′) there exists ψt ∈ Bσ(0) ⊂ H4(S1,Rn) such that γ̂(t, ·) = γ∞(·) + ψt(·), where σ is as
in (2.5).
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Suppose by contradiction that T ′ < +∞. Suitable parabolic estimates give that for any
t < T ′, knowing that the flow γ̂ remains close in W 4,p to the fixed γ∞, the norm ‖kγ̂‖W l,2 is
bounded by a term depending on ‖kγ0‖W l,2 , on l, and on ‖kγ∞‖W 2,2 for any l ∈ N. This fact
is technical but rather classical in the theory of parabolic geometric equations and the details
are carried out in Proposition 2.3.31. In particular, as γ0 is close to γ∞ in Cm, these parabolic
estimates applied for l = m− 2 together with Sobolev embeddings eventually imply that

sup
[0,T ′)

‖γ̂(t, ·)− γ0(·)‖Cm−3(S1) ≤ C(γ∞),

and the key fact here is that the constant on the right deos not depend on ε. By triangular
inequality we then deduce

sup
[0,T ′)

‖γ̂(t, ·)− γ∞(·)‖Cm−3(S1) ≤ C(γ∞). (2.7)

Now we consider the evolution of

H(t) := (E2(γ̂(t, ·))− E2(γ∞))θ,

where θ is the  Lojasiewicz–Simon exponent of (2.5). Using (2.5) it is immediate to estimate
that

− d

dt
H(t) ≥ C(γ∞)‖∂⊥t γ̂‖L2(dx), (2.8)

where ∂⊥t γ̂ is just the projection of the velocity ∂tγ̂ onto the normal space of γ̂. Using (2.8) and
the fact that ‖∂⊥t γ̂‖L2(dsγ̂) = ‖∂tγ̃‖L2(dsγ̃), one can show that the parametrization of γ̃ does not
degenerate, that is, the speed |∂xγ̃(t, x)| is bounded away from zero uniformly in time, and it is
actually close to the speed of γ̂.

Therefore one shows that

‖γ̂(t, ·)− γ∞‖L2(dx) ≤ C(γ∞)εθ,

for t ∈ [0, T ′). Suitable interpolation inequalities (see Remark 2.3.32) together with (2.7) imply
that

‖γ̂(t, ·)− γ∞‖W 4,2 ≤ C‖γ̂(t, ·)− γ∞‖αC5‖γ̂(t, ·)− γ∞‖1−αL2(dx)

≤ C‖γ0 − γ∞‖θ(1−α)
C2(S1)

≤ Cεθ(1−α)

for t ∈ [0, T ′) and some α ∈ (0, 1). Hence if ε is sufficiently small this implies that ‖ψt‖W 4,2 ≤ 1
2σ

for any t ∈ [0, T ′), contradicting the maximality of T ′.
Hence we have that for any t ∈ [0,+∞) the flow γ̂(t, ·) can be written as γ∞ + ψt for some

uniformly bounded fields ψt; in particular the evolution γ̂(t, x) stays in a compact set for any t.
Once boundedness in space is achieved, the above estimates eventually imply that γ̂ smoothly
converges to a translation of γ∞, and then the same holds for the original flow γ.

As a result of this argument, or as a particular case of Theorem 2.3.33, we can state the
following theorem.

Theorem 2.2.9 (Smooth convergence in Rn, [MP20]). For a given smooth curve γ0 : S1 → Rn,
a global solution γ : [0,+∞) × S1 → Rn to the flow defined in (2.6) exists, it is unique, and it
converges as t→ +∞ to a critical point γ∞ of E2 in Cm for any m ∈ N, up to reparametrization.
In particular, the flow stays in a compact set of Rn for any time.
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The variational approach leading to the above theorem and the abstract tool in Corol-
lary 2.2.7 suggest that we can try to extend the result to the gradient flow of elastic functionals
of curves immersed into Riemannian manifolds. The rest of the chapter is, in fact, devoted to
prove that, under suitable hypotheses, the sub-convergence of the gradient flow of the p-elastic
energy can be improved to full convergence of the flow also on Riemannian manifolds. This will
fill the gaps in the heuristic proof presented above in the case of the flow in the Euclidean space
for p = 2.

2.3 Convergence of p-elastic flows into manifolds

In this section we employ the techniques and the strategy discussed in Section 2.2 for proving
the sub-convergence to convergence improvement for the p-elastic flow of curves in complete
Riemannian manifolds (M, g). Let us start with a few definitions.

In the following (Mm, g) will be a fixed complete Riemannian manifold of dimension m ≥
2. By Nash Theorem [Nas56] we can assume without loss of generality that (Mm, g) ↪→ Rn
isometrically and that a smooth curve into M is a smooth regular curve γ : S1 → Rn with
γ(x) ∈M for any x. The exponential map of M will be denoted by exp : TM →M .

Having identified M with a subset of Rn, we will denote by 〈·, ·〉 both the Euclidean product
and the metric on M . If V is a vector field in Rn and x ∈M , by M>V (x) (resp. M⊥V (x)) we
denote tangent (resp. normal) projection of V on the tangent space of TxM (resp. the normal
space of TxM

⊥). We denote by ∂v a directional derivative in Rn, and by D the Levi-Civita
connection on M , so that

(DvX)(x) = M>(∂vX)(x),

for tangent fields v,X on M .
The symbol ∇ will denote the normal connection along a curve γ in M , that is

(∇vφ)(x) = (M> − γ>)(∂vφ)(x) = (M> − γ>M>)(∂vφ)(x)

= Dvφ(x)− 〈Dvφ(x), τ(x)〉τ(x),

for any smooth field φ ∈ TM ∩ (Tγ)⊥. Unless otherwise stated we will always denote

γ⊥ := M> − γ>,

that is, γ⊥ is the normal projection along γ as a submanifold of M . We will also write ∇ := ∇τ ,
in analogy with the notation used for curves in Rn.

Remark 2.3.1. If ϕ,ψ ∈ C1(S1,Rn) are fields such that ϕ,ψ ∈ TM ∩ (Tγ)⊥ for a given regular
curve γ ∈W 4,p(S1,M), then

ˆ
S1

〈∇ϕ,ψ〉 ds =

ˆ
〈γ⊥M>|γ′|−1∂xϕ,ψ〉|γ′| dx = −

ˆ
S1

〈ϕ,∇ψ〉 ds,

that is, integration by parts holds for normal fields with respect to the normal connection ∇
and the arclength measure ds.

Remark 2.3.2. The curvature k of γ into M ⊂ Rn is the geodesic curvature of the curve on
M . In particular we can write that

k = Dττ = M>(∂sτ) = M>(∂2
sγ).
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Let us also define the Sobolev spaces

W k,p(S1,M) :=
{
γ : S1 → Rn

∣∣ γ ∈W k,p(S1,Rn), γ(x) ∈M a.e. x
}
,

for k ∈ N with k ≥ 1 and p ∈ [1,+∞). For k ≥ 2 and p > 1 we denote by W k,p
imm(S1,M)

the open subset of W k,p(S1,M) of immersions, that is the subset of functions γ such that
|γ′| ≥ c(γ) > 0. The symbols introduced above for the curvature or the tangent vector of smooth
curves will be analogously used for sufficiently regular Sobolev curves. Spaces Lp(S1,M) are
defined analogously.

Now we need to define the Banach spaces of vector fields along curves that we will use to
produce variations of a given curve.

Definition 2.3.3. If γ is a fixed immersion of class C1, for k ∈ N we define

T (γ)k,p :=
{
ϕ ∈W k,p(S1,Rn) : ϕ(p) ∈ Tγ(p)M ∀ p ∈ S1

}
,

T (γ)k,p,⊥ :=
{
ϕ ∈W k,p(S1,Rn) : 〈ϕ, ∂xγ〉 ≡ 0, ϕ(p) ∈ Tγ(p)M ∀ p ∈ S1

}
,

for any k ≥ 1, and

T (γ)p = T (γ)0,p :=
{
ϕ ∈ Lp(S1,Rn) : ϕ(p) ∈ Tγ(p)M a.e. on S1

}
,

T (γ)p,⊥ = T (γ)0,p,⊥ :=
{
ϕ ∈ Lp(S1,Rn) : 〈ϕ, ∂xγ〉 = 0, ϕ(p) ∈ Tγ(p)M a.e. on S1

}
.

When nothing is specified, Lp-spaces are equipped with the Lebesgue measure. If for a given
curve γ we want to employ the induced length measure on S1 we will specify Lp(dsγ).

The following lemma shows that the spaces T (γ)k,p do not depend on the embedding of M
into Rn.

Lemma 2.3.4. Let γ be a fixed immersion of class C1. Let k ∈ N and ϕ ∈ T (γ)k,p. If there
exists φ ∈ T (γ)p such that ˆ

〈Dk
sϕ,Dsψ〉 ds = −

ˆ
〈φ, ψ〉 ds,

for any ψ : S1 → Rn of class C∞ such that ψ(x) ∈ Tγ(x)M , then ϕ ∈ T (γ)k+1,p.

Proof. Let us first prove by induction that for any n ∈ N with n ≥ 1 if α ∈ T (γ)n,p then

Dn
sα = ∂ns α+ Ωn(α, ..., ∂n−1

s α), (2.9)

where Ωn is smooth in its entries, it only depends on M , and Ωn(α, ..., ∂n−1
s α) ∈ W 1,p. In fact

for n = 1 we have
Dsα = ∂sα+ 〈α, ∂sNj〉Nj ,

where {Nj} is a local orthonormal frame of TM⊥, and summation over j is understood. Since

∂sM
> −M>∂s = −∂sNj ⊗Nj −Nj ⊗ ∂sNj ,

for n ≥ 1 we get

Dn+1
s α = M>∂s

(
∂ns α+ Ωn(α, ..., ∂n−1

s α)
)

= ∂s (∂ns α− 〈∂ns α,Nj〉Nj) + ∂s(M
>Ωn) + (∂sNj ⊗Nj +Nj ⊗ ∂sNj)(∂

n
s α+ Ωn)

= ∂n+1
s α+ ∂s(M

⊥Ωn) + ∂s(M
>Ωn) + (∂sNj ⊗Nj +Nj ⊗ ∂sNj)(∂

n
s α+ Ωn)

= ∂n+1
s α+ ∂sΩn + (∂sNj ⊗Nj +Nj ⊗ ∂sNj)(∂

n
s α+ Ωn),
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that proves (2.9).
For Ψ : S1 → Rn of class C∞ we write Ψ = ψ + Ψ⊥ where ψ ∈ TM . We have

〈Dk
sϕ, ∂sΨ〉 = 〈Dk

sϕ,Dsψ〉+ 〈Ψ, Nj〉〈Dk
sϕ, ∂sNj〉 = 〈Dk

sϕ,Dsψ〉 − 〈Ψ, B(τ,Dk
sϕ)〉,

where {Nj} is a local orthonormal frame of TM⊥. Hence

ˆ
〈Dk

sϕ, ∂sΨ〉 ds =

ˆ
−〈φ, ψ〉 − 〈Ψ, B(τ,Dk

sϕ)〉 ds = −
ˆ
〈φ+B(τ,Dk

sϕ),Ψ〉 ds,

which shows that Dk
sϕ ∈ T (γ)1,p. And therefore by (2.9) also ∂ksϕ ∈W 1,p.

Let us state here another simple lemma about the regularity of the objects we will deal with.

Lemma 2.3.5. Let g ∈ W k,p((0, 1), Br(0)) with Br(0) ⊂ RN . Let f : B2r(0)→ R be a bounded
function of class Ck with bounded continuous derivatives up to order k. Then f ◦ g ∈W k,p(0, 1)
and the operator

W k,p((0, 1), Br(0)) 3 g 7→ f ◦ g ∈W k,p(0, 1)

is of class Ck.

Proof. Since W k,p((0, 1), Br(0)) ⊂ Ck−1,α((0, 1), Br(0)) we see that f ◦ g ∈ W k−1,p(0, 1). Now
for a function g̃ ∈ C∞((0, 1), B 3

2
r(0)) the chain rule gives

(f ◦ g̃)(k) = (∇kf)(g̃)[g̃′, g̃′, ..., g̃′] + P ((∇k−1f)(g̃), ..., (∇2f)(g̃), g̃′, ..., g̃(k−1)) + 〈(∇f)(g̃), g̃(k)〉,

where P is some polynomial. Considering a sequence gn ∈ C∞c ((0, 1), B 3
2
r(0)) converging in

W k,p to g and thus also strongly in Ck−1 we see that

(∇kf)(gn)[g′n, g
′
n, ..., g

′
n]→ (∇kf)(g)[g′, g′, ..., g′]

uniformly, and
〈(∇f)(gn), g(k)

n 〉 → 〈(∇f)(g), g(k)〉

in Lp, and therefore f ◦ g ∈W k,p(0, 1).
If now gh ∈W k,p((0, 1), Br(0)) is a sequence converging to g in W k,p, and then in Ck−1, we

have that f ◦ gh → f ◦ g in Ck−1 and (f ◦ gh)(k) → (f ◦ g)(k) in Lp by the above formulas, and
then g 7→ f ◦ g is continuous between the corresponding Sobolev spaces. Since f ∈ Ck with
bounded derivatives, an analogous argument shows that g 7→ f ◦ g is of class Ck.

Corollary 2.3.6. Let γ : S1 →Mm be a fixed regular curve of class C1 and let F : TM → Nn

a smooth map between manifolds. If ϕ ∈ T (γ)k,p then F ◦ ϕ is of class W k,p, in the sense that
for any local chart (U, ζ) on N , the map ζ ◦F ◦ϕ is of class W k,p. Moreover for any local chart
(U, ζ) in N the operator

T (γ)k,p 3 ϕ 7→ ζ ◦ F ◦ ϕ ∈W k,p((0, 1),Rn)

is of class C∞.

Proof. For any local chart (V, ξ) on TM , Lemma 2.3.5 implies that ξ ◦ϕ ∈W k,p(S1,R2m). Since
ζ ◦ F ◦ ξ−1 is smooth and ξ ◦ ϕ is bounded, we get that ζ ◦ F ◦ ξ−1 ◦ ξ ◦ ϕ is of class W k,p.
Smoothness of the operator ϕ 7→ ζ ◦ F ◦ ϕ follows by applying Lemma 2.3.5.

In Corollary 2.3.6 a map fitting the hypothesis is the exponential map exp : TM →M . This
leads to the following definition.
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Definition 2.3.7. Let γ ∈W 4,p
imm(S1,M). A map Φ : (−ε0, ε0)× S1 →M is a variation of γ if

Φ(0, ·) = γ(·), Φ(s, ·) ∈W 4,p
imm(S1,M) ∀ s, Φ(·, x) ∈W 4,p((−ε0, ε0),Rn) ∀x.

In such a case we write that Φ ∈ Var(γ) with variation field ϕ(x) := ∂εΦ(0, x). If it also occurs
that ϕ ∈ Tγ⊥, then we say that Φ is a normal variation and we write that Φ ∈ Var⊥(γ).

Using the exponential map of M , we will always use a typical construction of variations of
a curve given a variation field. More precisely, suppose that ϕ ∈ T (γ)4,p for an immersed curve
γ ∈W 4,p(S1,M). We then define the variation

Φ = Φ(ε, x) : (−ε0, ε0)× S1 →M Φ(ε, x) = expγ(x)(εϕ(x)),

where exp p : TpM → M is the exponential map of M . Since S1 is compact, the definition of Φ
is well posed for ε0 small enough. It holds that

Φ(0, x) = γ(x), ∂εΦ(0, x) = ϕ(x).

We also set γε(·) = Φ(ε, ·). Finally for any v ∈ TpM we will denote by σv : [0, lv) → M the
geodesic in M such that σ(0) = p and σ′(0) = v. In this way we can write that

γε(x) = Φ(ε, x) = σεϕ(x)(1) = σϕ(x)(ε).

Corollary 2.3.6 implies the following lemma.

Lemma 2.3.8. Fix an immersed curve γ ∈W 4,p(S1,M). Then there exist a radius ρ(γ) > 0 and
ε0(γ) > 1 such that Φ(ε, x) = expγ(x)(εϕ(x)) is a variation of γ in the sense of Definition 2.3.7
with variation field ϕ for any |ε| < ε0 and any ϕ ∈ T (γ)4,p with ‖ϕ‖W 4,p ≤ ρ.

Finally, as in Section 2.2 we introduce the following functionals.

Definition 2.3.9. Let γ ∈ W 4,p
imm(S1,M) be fixed and let ρ be given by Lemma 2.3.8. For

ϕ ∈ Bρ(0) ⊂ T (γ)4,p we define

E : Bρ(0) ⊂ T (γ)4,p,⊥ → R E(ϕ) := Ep(Φ(1, ·)),

and for ϕ ∈ Bρ(0) ⊂ T (γ)4,p,⊥ we define

E : Bρ(0) ⊂ T (γ)4,p → R E(ϕ) := Ep(Φ(1, ·)),

where Φ is the variation associated with the given field ϕ.

2.3.1 First and second variations

Let γ ∈ W 4,p
imm(S1,M) be fixed. We want to compute the variations of E and E. For ϕ in the

suitable domains of the two functionals we recall that the first variations are defined as

δE(ϕ) ∈ (T (γ)4,p)? δE(ϕ)[ψ] :=
d

ds

∣∣∣∣
0

E(ϕ+ sψ),

δE(ϕ) ∈ (T (γ)4,p,⊥)? δE(ϕ)[ψ] :=
d

ds

∣∣∣∣
0

E(ϕ+ sψ).

Let us collect some computations first.
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Lemma 2.3.10. Let σ ∈W 4,p
imm(S1,M) and Φ ∈ Var(σ) with variation field ϕ. Denote σε(x) =

Φ(ε, x). Then
d

dε

∣∣∣∣
0

dsσε = 〈τσ, ∂sσϕ〉dsσ, (2.10)

d

dε

∣∣∣∣
0

ˆ
S1

dsσε = −
ˆ
S1

〈ϕ, kσ〉 dsσ, (2.11)

d

dε

∣∣∣∣
0

τσε = ∂sσϕ− 〈∂sσϕ, τσ〉τσ, (2.12)

(M> − σ>)

(
d

dε

∣∣∣∣
0

kσε

)
= (M> − σ>)∂s((M

> − σ>)∂sϕ)− 〈τσ, ∂sσϕ〉kσ +R(ϕ⊥, τσ)τσ, (2.13)

where ϕ⊥ = σ⊥ϕ.
If also Φ ∈ Var⊥(σ), i.e. ϕ ∈ Tσ⊥, then

d

dε

∣∣∣∣
0

dsσε = −〈kσ, ϕ〉dsσ, (2.14)

d

dε

∣∣∣∣
0

τσε = ∇ϕ, (2.15)

(M> − σ>)

(
d

dε

∣∣∣∣
0

kσε

)
= ∇2ϕ+ 〈ϕ, kσ〉kσ +R(ϕ, τσ)τσ. (2.16)

Proof. Equation (2.10) follows by a direct calculation. Then (2.14) follows by the fact that
〈τσ, ∂xϕ〉 = −〈∂xτσ, ϕ〉 for ϕ ∈ Tσ⊥, and 〈∂2

sσσ, ϕ〉 = 〈M>(∂2
sσσ), ϕ〉. Moreover for general

variation field ϕ we have that

〈∂sσϕ, τσ〉 =

〈
∂sσ

(
〈ϕ, τσ〉τσ +

m∑
2

〈ϕ, ei〉ei

)
, τσ

〉
= ∂s(〈ϕ, τσ〉) +

m∑
2

〈ϕ, ei〉〈∂s(ei ◦ σ), τσ〉

= ∂s(〈ϕ, τσ〉) +−〈ϕ, kσ〉,

where {τ, e2, ..., em} is a local orthonormal frame of TM . Equation (2.11) then follows by
integration.

Equation (2.12) and Equation (2.15) also follows by direct calculations and the definition of
the normal connection ∇.

Now for j = m + 1, ..., n let Nj : U → Sn−1 be unit vector fields locally defined on a
neighborhood of σ(x) in M such that {Nj : j = m + 1, ..., n} is a local orthonormal frame of
(TM)⊥. Writing

kσε = Dτσε τσε = ∂sσε τσε −
∑
j

〈∂sσε τσε , Nj ◦ σε〉Nj ◦ σε,

we have that

d

dε

∣∣∣∣
0

kσε =− 〈τσ, ∂sσϕ〉∂sστσ + ∂sσ (∂sσϕ− 〈∂sσϕ, τσ〉τσ) +
∑
j

〈τσ, ∂sσϕ〉〈∂sστσ, Nj ◦ σ〉Nj ◦ σ+

− 〈∂sσ (∂sσϕ− 〈∂sσϕ, τσ〉τσ) , Nj ◦ σ〉Nj ◦ σ − 〈∂sστσ, ∂ε|0(Nj ◦ σε)〉Nj ◦ σ+

− 〈∂sστσ, Nj ◦ σ〉∂ε|0(Nj ◦ σε).
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Denoting by SNj (v) := −M>(∂vNj) the shape operator of M defined by Nj , we have that

M>[∂ε|0(Nj ◦ σε)] = −SNj (ϕ), and also

(M> − σ>)∂s((M
> − σ>)∂sϕ)

= (M> − σ>)(∂2
sϕ)− 〈∂sϕ, τσ〉kσ −

∑
j

〈∂sϕ,Nj〉(M> − σ>)(∂sNj)

= (M> − σ>)(∂2
sϕ)− 〈∂sϕ, τσ〉kσ −

∑
j

〈SNj (τσ), ϕ〉
(
−SNj (τσ) + 〈Nj , ∂

2
sσ〉τσ

)
= (M> − σ>)(∂2

sϕ)− 〈∂sϕ, τσ〉kσ −
∑
j

〈B(τσ, ϕ), Nj〉
(
〈B(τσ, τσ), Nj〉τσ − SNj (τσ)

)
,

where B is the second fundamental form of M in Rn. Observe that if ϕ ∈ (Tσ)⊥, then actually
(M> − σ>)∂s((M

> − σ>)∂sϕ) = ∇2ϕ; for sake of readability, in this proof we will denote by
∇2ϕ the vector (M> − σ>)∂s((M

> − σ>)∂sϕ) for any ϕ ∈ TM , that is, not only for normal
fields along σ.

We have

M>
(
d

dε

∣∣∣∣
0

kσε

)
= −〈τσ, ∂sσϕ〉kσ +M>(∂2

sσϕ)− ∂sσ (〈∂sσϕ, τσ〉) τσ − 〈∂sσϕ, τσ〉kσ+

−
∑
j

〈∂sστσ, Nj ◦ σ〉(−SNj (ϕ))

= −2〈τσ, ∂sσϕ〉kσ + (M> − σ>)(∂2
sσϕ)− 〈∂sσϕ, ∂sστσ〉τσ+

+
∑
j

〈B(τσ, τσ), Nj〉SNj (ϕ)

= ∇2ϕ− 〈τσ, ∂sσϕ〉kσ − 〈∂sσϕ, ∂2
sσ〉τσ+

+
∑
j

〈B(τσ, ϕ), Nj〉
(
〈B(τσ, τσ), Nj〉τσ − SNj (τσ)

)
+ 〈B(τσ, τσ), Nj〉SNj (ϕ),

and

σ>
(
d

dε

∣∣∣∣
0

kσε

)
= 〈∂2

sσϕ, τσ〉τσ − ∂sσ(〈∂sσϕ, τσ〉)τσ −
∑
j

〈∂sστσ, Nj ◦ σ〉σ>(∂ε|0(Nj ◦ σε))

= −〈∂sσϕ, ∂sστσ〉τσ +
∑
j

〈B(τσ, τσ), Nj〉〈B(ϕ, τσ), Nj〉τσ.

Hence

(M> − σ>)

(
d

dε

∣∣∣∣
0

kσε

)
= ∇2ϕ− 〈τσ, ∂sσϕ〉kσ+

+
∑
j

〈B(τσ, τσ), Nj〉SNj (ϕ)− 〈B(τσ, ϕ), Nj〉SNj (τσ).
(2.17)

Understanding summation over repeated indices and letting {e1, e2, ..., em} be a local orthonor-
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mal frame of TM along σ with e1 = τ we have that

〈B(τσ, τσ), Nj〉SNj (ϕ)− 〈B(τσ, ϕ), Nj〉SNj (τσ)

= 〈B(τσ, τσ), Nj〉〈SNj (ϕ), ei〉ei − 〈B(τσ, ϕ), Nj〉〈SNj (τσ), ei〉ei
= 〈B(τσ, τσ), Nj〉〈B(ϕ, ei), Nj〉ei − 〈B(τσ, ϕ), Nj〉〈B(τσ, ei), Nj〉ei
= (〈B(τσ, τσ), B(ϕ, ei)〉 − 〈B(τσ, ϕ), B(τσ, ei)〉) ei
= R(τσ, ei, τσ, ϕ)ei

= R(ei, τσ, ϕ, τσ)ei

= 〈R(ϕ, τσ)τσ, ei〉ei,

where we used Gauss equation (Theorem 1.1.6) and the symmetries of the Riemann tensor.
Since R(ei, τσ, τσ, τσ) = 0, the above calculation and (2.17) imply (2.13) and (2.16).

Remark 2.3.11. We remark that if k ∈ [2,+∞) and γ ∈W 4,p
imm(S1;M), then

∂s(|k|p−2k) = (p− 2)|k|p−4〈k, ∂sk〉k + |k|p−2∂sk ∈ C0(S1,Rn),

in the classical sense. Indeed, at any point x, if k(x) 6= 0 then |k|p−2 is differentiable at x and
the above formula holds, while if k(x) = 0 then 1

h |k(x + h)|p−2k(x + h) → |k(x)|p−2∂xk(x) = 0
as h→ 0.

Proposition 2.3.12 (First variation). Let p ∈ [2,+∞). Let γ ∈W 4,p(S1,M) be a regular curve.
For any ψ ∈ Bρ(0) ⊂ T (γ)4,p,⊥ it holds that

δE(0)[ψ] =

ˆ
−〈∇(|k|p−2k),∇ψ〉+

〈
1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉
ds.

For any ψ ∈ Bρ(0) ⊂ T (γ)4,p it holds that

δE(0)[ψ] = δE(0)[ψ⊥] = δE(0)[ψ⊥],

where ψ⊥ := (id− γ>)ψ.

Proof. Let us consider ψ ∈ Bρ(0) ⊂ T (γ)4,p. Using Lemma 2.3.10 with γ, ψ in place of σ, ϕ, if
γε(·) = Φ(ε, ·) is the variation of γ, computations show that

d

dε

∣∣∣∣
0

Ep(Φ(ε, ·))

=

ˆ
−〈k, ψ〉+

1

p
|k|p〈τ, ∂sψ〉 ds+

ˆ
|k|p−2〈k, ∂ε|0kγε〉 ds

=

ˆ
−〈k, ψ〉+

1

p
|k|p〈τ, ∂sψ〉 − |k|p〈τ, ∂sψ〉+ |k|p−2R(k, τ, ψ⊥, τ) + 〈|k|p−2k, ∂s(M

> − γ>)∂sψ〉 ds

=

ˆ
−〈k, ψ〉 − 1

p′
|k|p〈τ, ∂sψ〉+ |k|p−2R(ψ⊥, τ, k, τ)− 〈∇(|k|p−2k), ∂sψ〉 ds.

Moreover ∂s(ψ
⊥) = ∂s(ψ − 〈ψ, τ〉τ) = ∂sψ − ∂s(〈ψ, τ〉)τ − 〈ψ, τ〉∂sτ and then

ˆ
−〈∇(|k|p−2k), ∂sψ〉 ds

=

ˆ
−〈∇(|k|p−2k), ∂s(ψ

⊥)〉 − 〈∇(|k|p−2k), 〈ψ, τ〉k〉 ds

=

ˆ
−〈∇(|k|p−2k),∇(ψ⊥)〉 ds+

ˆ
|k|p〈∂sψ, τ〉+ |k|p〈ψ, k〉+ 〈ψ, τ〉|k|p−2〈k,∇k〉 ds.
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Using that − 1
p′ |k|

p〈τ, ∂sψ〉 + |k|p〈∂sψ, τ〉 + 〈ψ, τ〉|k|p−2〈k,∇k〉 = ∂s

(
1
p |k|

p〈τ, ψ〉
)
− 1

p |k|
p〈k, ψ〉,

we conclude that

d

dε

∣∣∣∣
0

Ep(Φ(ε, ·)) =

ˆ
−〈∇(|k|p−2k),∇(ψ⊥)〉+

1

p′
|k|p〈k, ψ⊥〉 − 〈k, ψ⊥〉+ |k|p−2R(ψ⊥, τ, k, τ) ds.

(2.18)

Remark 2.3.13 (Definition of the p-elastic flow). We observe that from Proposition 2.3.12 the
definition of the p-elastic flow on manifolds given in (2.1) follows. Indeed, in the notation of
Proposition 2.3.12, if γ is smooth, formally integrating by parts in the formula for δE(0)[ψ], we
get

δE(0)[ψ] =

〈
∇2(|k|p−2k) +

1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉
Lp′ (dsγ),Lp(dsγ)

.

Corollary 2.3.14. Let p ∈ [2,+∞). Let γ : S1 → M be a fixed smooth regular curve. For any
ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p it holds that

δE(ϕ)[ψ] = −
〈
∇γϕ |kγϕ |p−2kγϕ ,∇γϕ((γ⊥ϕ )T (ψ))

〉
Lp′ (dsγϕ ),Lp(dsγϕ )

+

+

〈
T ?
(

1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

)
, ψ

〉
Lp′ (dsγϕ ),Lp(dsγϕ )

where γϕ(·) = Φ(1, ·), Φ is the variation of γ given by ϕ, and T : Tγ(x)M → TΦ(1,x)M is the
function T (ψ) = d[expγ(x)]ϕ(ψ) and T ? is its adjoint.

Proof. Let us denote by Φα
V (t, x) = σV (t) the variation of a curve α with respect to a field V (x)

along α. We need to consider the curve Φγ
ϕ+εψ(1, ·) = expγ(x)(ϕ+ εψ). We have that

d

dε

∣∣∣∣
0

Φγ
ϕ+εψ(1, ·) = d[expγ(x)]ϕ(ψ).

For any x denote by T : Tγ(x)M → TΦγϕ(1,x)M the function

T (ψ) = d[expγ(x)]ϕ(ψ).

By chain rule we have that

d

dε

∣∣∣∣
0

Ep(Φγ
ϕ+εψ(1, ·)) =

d

dε

∣∣∣∣
0

Ep
(

Φ
Φγϕ(1,·)
T (ψ) (ε, ·)

)
.

Roughly speaking, differentiation of the variation of γ with respect to the field ϕ+εψ is equivalent
to differentiation at the varied curve γϕ := Φγ

ϕ(1, ·) with respect to the field T (ψ).
Therefore if we consider ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p, Equation (2.18) implies that

d

dε

∣∣∣∣
0

Ep(Φγ
ϕ+εψ(1, ·)) =

ˆ
−〈∇γϕ |kγϕ |p−2kγϕ ,∇γϕ(γ⊥ϕ T (ψ))〉+

+
1

p′
|kγϕ |p〈kγϕ , γ⊥ϕ T (ψ)〉+

− 〈kγϕ , γ⊥ϕ T (ψ)〉+ |kγϕ |p−2R(γ⊥ϕ T (ψ), τγϕ , kγϕ , τγϕ) dsγϕ .

53



Now we want to calculate the second variation of Ep. More precisely, as in the case of
Section 2.2, for a smooth immersion γ : S1 → M we consider normal fields ϕ,ψ ∈ T (γ)4,p,⊥

along γ and we compute

L := δ2E(0) : T (γ)4,p,⊥ → (T (γ)4,p,⊥)?,

that is

L(ϕ)[ψ] =
d

dε

∣∣∣∣
0

d

dη

∣∣∣∣
0

E(εϕ+ ηψ) =
d

dε

∣∣∣∣
0

d

dη

∣∣∣∣
0

Ep(Φγ
εϕ+ηψ(1, ·)),

where Φγ
εϕ+ηψ(1, ·) is the variation of γ via the field εϕ+ ηψ. Observe that L(ϕ)[ψ] = L(ψ)[ϕ].

We need a technical tool first.

Lemma 2.3.15. Let γ : S1 →M be a fixed smooth immersion and let ρ be given by Lemma 2.3.8.
Let γε(·) = Φ(ε, ·) with Φ the variation of γ with variation field ϕ ∈ T (γ)4,p,⊥.

If V (ε) ∈ T (γε)
1,p is a field along γε differentiable with respect to ε with ∂εV (ε) ∈ T (γε)

1,p,
we have that

d

dε

∣∣∣∣
0

∂sγεV (ε) = 〈kγ , ϕ〉∂sγV (0) + ∂sγ
d

dε

∣∣∣∣
0

V (ε). (2.19)

If also V (ε) ∈ TM ∩ (Tγε)
⊥ for any ε, then

(M> − γ>)
d

dε

∣∣∣∣
0

(∇γεV (ε)) = (M> − γ>)∂sγ ((M> − γ>)
d

dε

∣∣∣∣
0

V (ε))+

− 〈V (0),∇γϕ〉kγ + 〈kγ , ϕ〉∇γV (0) + 〈V (0), kγ〉∇γϕ+

+ (id− γ>)R(ϕ, τγ)V (0).

(2.20)

Proof. Equation (2.19) follows by a direct calculation. In order to derive (2.20) let {Nj} be a
local orthonormal frame of (TM)⊥. Understanding summation over j it holds that

(M> − γ>)
d

dε

∣∣∣∣
0

(∇γεV (ε)) = 〈kγ , ϕ〉∇γV (0) + (M> − γ>)∂sγ
d

dε

∣∣∣∣
0

V (ε)− 〈∂sγV (0), τγ〉∇γϕ+

− 〈∂sγV (0), Nj〉(M> − γ>)
d

dε

∣∣∣∣
0

Nj ◦ γε

= (M> − γ>)∂sγ
d

dε

∣∣∣∣
0

V (ε) + 〈kγ , ϕ〉∇γV (0) + 〈V (0), kγ〉∇γϕ+

+ 〈V (0), SNj (τγ)〉(SNj (ϕ)− 〈SNj (ϕ), τγ〉τγ).

(2.21)

Moreover for any field W ∈ T (γ)1,p we have that

(M>−γ>)∂sγ ((M>−γ>)W ) = (M>−γ>)∂sγW−〈W, τγ〉kγ+〈W,Nj〉(SNj (τγ)−〈SNj (τγ), τγ〉τγ).

Using W = d
dε

∣∣
0
V (ε) we deduce

(M> − γ>)∂sγ
d

dε

∣∣∣∣
0

V (ε) = (M> − γ>)∂sγ ((M> − γ>)
d

dε

∣∣∣∣
0

V (ε)) +

〈
d

dε

∣∣∣∣
0

V (ε), τγ

〉
kγ+

−
〈
d

dε

∣∣∣∣
0

V (ε), Nj

〉
(SNj (τγ)− 〈SNj (τγ), τγ〉τγ)

= (M> − γ>)∂sγ ((M> − γ>)
d

dε

∣∣∣∣
0

V (ε))− 〈V (0),∇γϕ〉kγ+

− 〈V (0), SNj (ϕ)〉(SNj (τγ)− 〈SNj (τγ), τγ〉τγ).
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Moreover

〈V (0), SNj (τγ)〉(SNj (ϕ)− 〈SNj (ϕ), τγ〉τγ)− 〈V (0), SNj (ϕ)〉(SNj (τγ)− 〈SNj (τγ), τγ〉τγ)

= 〈B(V (0), τγ), Nj〉SNj (ϕ)− 〈B(V (0), ϕ), Nj〉SNj (τγ)+

+ (〈B(V (0), ϕ), Nj〉〈B(τγ , τγ), Nj〉 − 〈B(V (0), τγ), Nj〉〈B(ϕ, τγ), Nj〉) τγ
= (〈B(V (0), τγ), B(ϕ, ei)〉 − 〈B(V (0), ϕ), B(τγ , ei)〉) ei+

+ (〈B(V (0), ϕ), B(τγ , τγ)〉 − 〈B(V (0), τγ), B(ϕ, τγ)〉) τγ
= R(V (0), ei, τγ , ϕ)ei +R(V (0), τγ , ϕ, τγ)τγ

= −R(τγ , ϕ)V (0) + 〈R(τγ , ϕ)V (0), τγ〉τγ
= (id− γ>)R(ϕ, τγ)V (0),

where {e1, ..., em} = {τγ , e2, ..., em} is a local orthonormal frame of TM and we used Gauss
equation (Theorem 1.1.6), and summation over repeated indices was understood. Inserting the
previous identities in (2.21) yields (2.20).

In the following proposition we calculate the second variation L(ϕ)[ψ] of Ep with respect to
normal variation fields ϕ,ψ along the given curve γ. In the statement we isolate an integral
depending on second order derivatives is ψ, a second integral depending at most on first order
derivatives in ψ, and a third integral in which the first variation of the energy appears. The
complete calculation is explicit in Equation (2.31), and we shall also use such complete expression
(2.31) later on.

Proposition 2.3.16 (Second variation). Let p ∈ [2,+∞). Let γ : S1 → M be a fixed smooth
immersion and let ρ be given by Lemma 2.3.8. For any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p,⊥ it holds that

L(ϕ)[ψ] =

ˆ 〈
|k|p−2∇2ϕ,∇2ψ

〉
+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2ψ〉+

+

〈
|k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k + |k|p−2〈k, ϕ〉k,∇2ψ

〉
ds+

+

ˆ
A(ϕ,ψ) ds−

ˆ (〈
|k|p−2k,∇2ψ

〉
+

〈
1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉)
〈k, ϕ〉 ds,

where A(·, ·) is bilinear with A(ϕ,ψ) depending at most on first order derivatives in ψ, and,
more precisely, the precise expression for L(ϕ)[ψ] is given by (2.31).

Proof. Denoting by γε(·) = Φ(ε, ·), by Φ the variation of γ with variation field ϕ, and by
T : Tγ(x)M → Tγε(x)M the map T ψ = d[expγ(x)]εϕ(ψ), we have that

L(ϕ)[ψ] =
d

dε

∣∣∣∣
0

ˆ 〈
|kγε |p−2kγε ,∇2

γε(γ
⊥
ε (T ψ))

〉
+

+

〈
1

p′
|kγε |pkγε − kγε +R(|kγε |p−2kγε , τγε)τγε , T ψ

〉
dsγε .
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Now we calculate term by term the above identity. Using (2.20) twice we have that

(M> − γ>)
d

dε

∣∣∣∣
0

(
∇2
γε(γ

⊥
ε (T ψ))

)
= ∇

(
(M> − γ>)

d

dε

∣∣∣∣
0

∇γε(γ⊥ε (T ψ))

)
+

− 〈∇ψ,∇ϕ〉k + 〈k, ϕ〉∇2ψ + 〈∇ψ, k〉∇ϕ+ γ⊥R(ϕ, τ)∇ψ

= ∇
(
∇(M> − γ>)

d

dε

∣∣∣∣
0

(γ⊥ε (T ψ))

)
+

+∇
[
−〈ψ,∇ϕ〉k + 〈k, ϕ〉∇ψ + 〈ψ, k〉∇ϕ+ γ⊥R(ϕ, τ)ψ

]
+

− 〈∇ψ,∇ϕ〉k + 〈k, ϕ〉∇2ψ + 〈∇ψ, k〉∇ϕ+ γ⊥R(ϕ, τ)∇ψ.

We can compute

(M> − γ>)
d

dε

∣∣∣∣
0

(γ⊥ε (T ψ)) = (M> − γ>)
d

dε

∣∣∣∣
0

(
d[expγ(x)]εϕ(ψ)− 〈d[expγ(x)]εϕ(ψ), τγε〉τγε

)
= (M> − γ>)

d

dε

∣∣∣∣
0

d[expγ(x)]εϕ(ψ),

(2.22)

where we used that 〈d[expγ(x)]εϕ(ψ), τγε〉
∣∣
0

= 〈d[expγ(x)]0(ψ), τγ〉 = 〈ψ, τ〉 = 0. Now the field

ε 7→ J(ε) = d[expγ(x)]εϕ(εψ)

is a Jacobi field along the geodesic σϕ such that σϕ(0) = γ(x), σ′ϕ(0) = ϕ, J(0) = 0, and
J ′(0) = ψ (see [Car92, Chapter 5, Corollary 2.5]). Then

d

dε

∣∣∣∣
0

d[expγ(x)]εϕ(ψ) =
d

dε

∣∣∣∣
0

(
1

ε
d[expγ(x)]εϕ(εψ)

)
=

d

dε

∣∣∣∣
0

(
1

ε
J(ε)

)
. (2.23)

We claim that d
dε

∣∣∣∣
0

(
1
εJ(ε)

)
= 0 for any x. In fact let {Ei(·)} be an orthonormal parallel frame

along σϕ, and write J(ε) = J i(ε)Ei(ε). The Jacobi equation (see [Car92, Chapter 5, Definition
2.1]) for J then reads

(J i)′′(ε)Ei(ε) +R(J i(ε)Ei(ε), σ
′
ϕ(ε))σ′ϕ(ε) = 0.

Therefore since J i(·) is of class C2 with J i(0) = 0 we conclude that

d

dε

∣∣∣∣
0

(
1

ε
J(ε)

)
=

d

dε

∣∣∣∣
0

(
J i(ε)

ε

)
Ei(0) =

1

2
(J i)′′(0)Ei(0) = −R(J(0), ϕ(x))ϕ(x) = 0, (2.24)

and thus

(M> − γ>)
d

dε

∣∣∣∣
0

(γ⊥ε (T ψ)) = 0. (2.25)

Eventually we deduce that

(M> − γ>)
d

dε

∣∣∣∣
0

(
∇2
γε(γ

⊥
ε (T ψ))

)
= ∇

[
−〈ψ,∇ϕ〉k + 〈k, ϕ〉∇ψ + 〈ψ, k〉∇ϕ+ γ⊥R(ϕ, τ)ψ

]
+

− 〈∇ψ,∇ϕ〉k + 〈k, ϕ〉∇2ψ + 〈∇ψ, k〉∇ϕ+ γ⊥R(ϕ, τ)∇ψ.

(2.26)
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On the other hand we have that

(M> − γ>)
d

dε

∣∣∣∣
0

(
|kγε |p−2kγε

)
= (M> − γ>)

(
(p− 2)|k|p−4〈k,∇2ϕ+ 〈ϕ, k〉k+

+R(ϕ, τ)τ〉k + |k|p−2(∇2ϕ+ 〈ϕ, k〉k +R(ϕ, τ)τ)

)
= |k|p−2∇2ϕ+ |k|p−2〈ϕ, k〉k+

+ |k|p−2γ⊥R(ϕ, τ)τ + (p− 2)
(
|k|p−4〈k,∇2ϕ〉k + |k|p−2〈ϕ, k〉k+

+ |k|p−4〈k,R(ϕ, τ)τ〉k
)

= |k|p−2∇2ϕ+ (p− 2)|k|p−4〈k,∇2ϕ〉k+

+ |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k+

+ (p− 1)|k|p−2〈ϕ, k〉k,

(2.27)

where we used that R(ϕ, τ)τ ∈ Tγ⊥. Similarly

(M> − γ>)
d

dε

∣∣∣∣
0

(|kγε |pkγε) = p|k|p−2〈∇2ϕ, k〉k + p|k|p〈ϕ, k〉k+

+ p|k|p−2〈R(ϕ, τ)τ, k〉k+

+ |k|p
(
∇2ϕ+ 〈ϕ, k〉k + γ⊥R(ϕ, τ)τ

)
= |k|p∇2ϕ+ p|k|p−2〈∇2ϕ, k〉k+

+ p|k|p−2〈R(ϕ, τ)τ, k〉k + |k|pR(ϕ, τ)τ+

+ (p+ 1)|k|p〈ϕ, k〉k.

(2.28)

Also, we already know that

(M> − γ>)
d

dε

∣∣∣∣
0

(−kγε) = −
(
∇2ϕ+ 〈ϕ, k〉k +R(ϕ, τ)τ

)
. (2.29)

Finally, since

〈R(|kγε |p−2kγε , τγε)τγε , γ
⊥
ε T ψ〉 = 〈R(γ⊥ε T ψ, τγε)τγε , |kγε |p−2kγε〉,

denoting R the tensor R(X,Y, Z) = R(X,Y )Z we have that

d

dε

∣∣∣∣
0

〈R(|kγε |p−2kγε , τγε)τγε , γ
⊥
ε T ψ〉

= 〈(DϕR)(ψ, τ, τ) +R(∂ε|0(γ⊥ε T ψ), τ, τ)+

+R(ψ,∇ϕ, τ) +R(ψ, τ,∇ϕ), |k|p−2k〉+
+ 〈R(ψ, τ)τ, (M> − γ>)∂ε|0(|kγε |p−2kγε)〉.

Using (2.22), (2.23), and (2.24) we see that

d

dε

∣∣∣∣
0

γ⊥ε T ψ = −〈ψ,∇ϕ〉τ.
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Therefore

d

dε

∣∣∣∣
0

〈R(|kγε |p−2kγε , τγε)τγε , γ
⊥
ε T ψ〉 = 〈(DϕR)(ψ, τ, τ) +R(ψ,∇ϕ)τ +R(ψ, τ)∇ϕ, |k|p−2k〉+

+
〈
R(ψ, τ)τ , |k|p−2∇2ϕ+ (p− 2)|k|p−4〈k,∇2ϕ〉k+

+ |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k+

+ (p− 1)|k|p−2〈ϕ, k〉k
〉
.

(2.30)

Putting together (2.26), (2.27), (2.28), (2.29), and (2.30) we conclude that

L(ϕ)[ψ] = I1 + I2 + I3 + I4 + I5,

where

I1 =

ˆ 〈
|k|p−2k,∇

[
−〈ψ,∇ϕ〉k + 〈k, ϕ〉∇ψ + 〈ψ, k〉∇ϕ+ γ⊥R(ϕ, τ)ψ

]
+

− 〈∇ψ,∇ϕ〉k + 〈k, ϕ〉∇2ψ+

+ 〈∇ψ, k〉∇ϕ+ γ⊥R(ϕ, τ)∇ψ
〉
dsγ ,

I2 =

ˆ 〈
|k|p−2∇2ϕ+ (p− 2)|k|p−4〈k,∇2ϕ〉k+

+ |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k+

+ (p− 1)|k|p−2〈ϕ, k〉k,∇2ψ

〉
dsγ ,

I3 =

ˆ 〈
|k|p∇2ϕ+ p|k|p−2〈∇2ϕ, k〉k+

+ p|k|p−2〈R(ϕ, τ)τ, k〉k + |k|pR(ϕ, τ)τ+

+ (p+ 1)|k|p〈ϕ, k〉k −
(
∇2ϕ+ 〈ϕ, k〉k +R(ϕ, τ)τ

)
, ψ

〉
dsγ ,

I4 =

ˆ 〈
(DϕR)(ψ, τ, τ) +R(ψ,∇ϕ)τ +R(ψ, τ)∇ϕ, |k|p−2k

〉
+

+

〈
R(ψ, τ)τ, |k|p−2∇2ϕ+ (p− 2)|k|p−4〈k,∇2ϕ〉k+

+ |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k+

+ (p− 1)|k|p−2〈ϕ, k〉k
〉
dsγ ,

I5 = −
ˆ (〈

|k|p−2k,∇2ψ
〉

+

〈
1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉)
〈k, ϕ〉 dsγ .
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Integrating by parts and rearranging the terms we end up with

L(ϕ)[ψ] =

ˆ
〈k, ϕ〉〈|k|p−2k,∇2ψ〉+

〈
|k|p−2∇2ϕ+ (p− 2)|k|p−4〈k,∇2ϕ〉k+

+ |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k,∇2ψ

〉
dsγ+

+

ˆ 〈
−∇|k|p−2k, 〈k, ϕ〉∇ψ

〉
− (p− 1)

〈
∇(〈ϕ, k〉|k|p−2k),∇ψ

〉
dsγ+

+

ˆ 〈
−∇|k|p−2k,R(ϕ, τ)ψ

〉
+ 〈|k|p−2k,R(ϕ, τ)∇ψ〉+

+
〈
(DϕR)(ψ, τ, τ) +R(ψ,∇ϕ)τ +R(ψ, τ)∇ϕ, |k|p−2k

〉
+

〈
R(ψ, τ)τ, |k|p−2∇2ϕ+

+ (p− 2)|k|p−4〈k,∇2ϕ〉k + |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k+

+ (p− 1)|k|p−2〈ϕ, k〉k
〉
dsγ+

+

ˆ 〈
−∇|k|p−2k,−〈ψ,∇ϕ〉k + 〈ψ, k〉∇ϕ

〉
+

〈
∇(|k|p∇ϕ)+

−∇(〈|k|p−2k,∇ϕ〉k) + |k|p∇2ϕ+ p|k|p−2〈∇2ϕ, k〉k+

+ p|k|p−2〈R(ϕ, τ)τ, k〉k + |k|pR(ϕ, τ)τ + (p+ 1)|k|p〈ϕ, k〉k+

−
(
∇2ϕ+ 〈ϕ, k〉k +R(ϕ, τ)τ

)
, ψ

〉
dsγ+

−
ˆ (〈

|k|p−2k,∇2ψ
〉

+

〈
1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉)
〈k, ϕ〉 dsγ ,

(2.31)

that is

L(ϕ)[ψ] =

ˆ
〈k, ϕ〉〈|k|p−2k,∇2ψ〉+

〈
|k|p−2∇2ϕ+ (p− 2)|k|p−4〈k,∇2ϕ〉k+

+ |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k,∇2ψ

〉
dsγ+

+

ˆ 〈
−∇|k|p−2k, 〈k, ϕ〉∇ψ

〉
− (p− 1)

〈
∇(〈ϕ, k〉|k|p−2k),∇ψ

〉
dsγ+

+

ˆ 〈
−∇|k|p−2k,R(ϕ, τ)ψ

〉
+ 〈|k|p−2k,R(ϕ, τ)∇ψ〉+

+
〈
(DϕR)(ψ, τ, τ) +R(ψ,∇ϕ)τ +R(ψ, τ)∇ϕ, |k|p−2k

〉
+

〈
R(ψ, τ)τ, |k|p−2∇2ϕ+

+ (p− 2)|k|p−4〈k,∇2ϕ〉k + |k|p−2R(ϕ, τ)τ + (p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k+

+ (p− 1)|k|p−2〈ϕ, k〉k
〉
dsγ+

+

ˆ
〈Ω(ϕ), ψ〉 dsγ+

−
ˆ (〈

|k|p−2k,∇2ψ
〉

+

〈
1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉)
〈k, ϕ〉 dsγ ,

(2.32)

where Ω : T (γ)4,p,⊥ → T (γ)p,⊥ is a compact operator, and the thesis follows.
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We remark that we kept track of every term in (2.31) and in (2.32) as we will need to recall
the precise expression of the second variation a couple of times in the sequel.

2.3.2 Critical points

As we are interested in the properties of the variations evaluated at a critical point of Ep, we

now consider the variations at such a curve. Let p ∈ [2,+∞), γ ∈ W 4,p
imm(S1,M) be fixed and

let ρ be given by Lemma 2.3.8. Recall that by Proposition 2.3.12 the curve γ is a critical point
if and only if for any ψ ∈ Bρ(0) ⊂ T (γ)4,p,⊥ it holds that

ˆ
−〈∇(|k|p−2k),∇ψ〉+

〈
1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉
ds = 0.

Lemma 2.3.17. Let p ∈ [2,+∞). Let γ ∈ W 4,p
imm(S1,M) be a critical point. Then |k|p−2k ∈

C3,α(S1,M) for some α ∈ (0, 1), and either γ is a smooth geodesic and k ≡ 0 or the set
{x : k(x) = 0} is finite.

Proof. Let V = |k|p−2k. By Remark 2.3.11 we know that V ∈ T (γ)1,∞,⊥. Moreover 〈DsV, τ〉 =
−〈V, k〉 and ∇V = DsV + 〈V, k〉τ , and then V solves

ˆ
〈DsV,Dsψ〉 ds =

ˆ 〈
1

p′
|k|pk − k + |k|pk +R(V, τ)τ, ψ

〉
ds,

for any ψ ∈ T (γ)1,p,⊥ for ρ small enough. In particular the weak derivative Ds(DsV ) exists in
L∞, and V ∈ T (γ)2,∞,⊥ ⊂ C1,α for α ∈ (0, 1) that may change from line to line. By assumption
also k ∈ C1,α and thus D2

sV ∈ C1,α, that implies V ∈ C3,α.

Now if at some x0 it holds that V (x0) = 0 and Ds(V )(x0) = 0, since V now solves

D2
sV = − 1

p′
|k|pk + k − |k|pk −R(V, τ)τ

pointwise in the classical sense, by existence and uniqueness we would get that V (x) = 0 and thus
k(x) = 0 in a neighborhood of x0. Iterating the argument this would imply that k ≡ 0. It follows
that if k 6≡ 0 then the set {x : k(x) = 0} has to be finite, for otherwise by compactness and since
V ∈ C3,α this would imply the existence of a point x0 with V (x0) = 0 and Ds(V )(x0) = 0.

Proposition 2.3.18 (Variations at critical points). Let p ∈ [2,+∞). Let γ ∈ W 4,p
imm(S1,M) be

a critical point and let ρ be given by Lemma 2.3.8. Then

δE(0)[ψ] =

〈
∇2(|k|p−2k) +

1

p′
|k|pk − k +R(|k|p−2k, τ)τ, ψ

〉
Lp′ (ds),Lp(ds)

,

for any ψ ∈ Bρ(0) ⊂ T (γ)4,p, and

L(ϕ)[ψ] =

ˆ
|k|p−2〈∇2ϕ,∇2ψ〉+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2ψ〉+

+
〈
(p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k + |k|p−2R(ϕ, τ)τ,∇2ψ

〉
ds+

ˆ
〈Ω(ϕ), ψ〉 ds,

(2.33)

for any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p,⊥, where Ω : T (γ)4,p,⊥ → T (γ)p
′,⊥ is compact.
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Proof. We need to prove (2.33). By Lemma 2.3.17 and by (2.32), integration by parts yields

L(ϕ)[ψ] =

ˆ
|k|p−2〈∇2ϕ,∇2ψ〉+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2ψ〉+

+
〈
(p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k + |k|p−2R(ϕ, τ)τ,∇2ψ

〉
ds+

+

ˆ
〈(DϕR)(ψ, τ, τ), |k|p−2k〉+

〈
R(ψ, τ)τ, |k|p−2∇2ϕ+

+ (p− 2)|kγ |p−4〈kγ ,∇2ϕ〉kγ + |kγ |p−2R(ϕ, τγ)τγ + (p− 2)|kγ |p−4〈kγ , R(ϕ, τγ)τγ〉kγ
〉
ds+

+

ˆ
〈Ω(ϕ), ψ〉 ds,

where by Lemma 2.3.17 we could use that

R(∇|k|p−2k, ψ, ϕ, τ) = −R(ψ,∇|k|p−2k, ϕ, τ),
ˆ
−R(∇ψ, |k|p−2k, ϕ, τ) =

ˆ
〈ψ,∇(R(ϕ, τ)|k|p−2k)〉,

〈R(ψ, τ)τ, 〈ϕ, k〉|k|p−2k〉 = 〈ψ,R(〈ϕ, k〉|k|p−2k, τ)τ〉.

Moreover Ω : T (γ)4,p,⊥ → T (γ)p
′,⊥ is compact. For a given local reference frame {∂j} in M we

can also write

(DϕR)(ψ, τ, τ) = ϕmψiτ jτk
(
∂mR

l
ijk + ΓαmiR

l
αjk + ΓβmiR

l
iβk + ΓγmiR

l
ijγ

)
∂l,

R(ψ, τ)τ = ψiτ jτkRlijk,

where ϕ = ϕm∂m, ψ = ψi∂i, τ = τa∂a, R(∂i, ∂j)∂k = Rlijk∂l, and {Γkij} are the Christoffel
symbols of M . This means that

L(ϕ)[ψ] =

ˆ
|k|p−2〈∇2ϕ,∇2ψ〉+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2ψ〉+

+
〈
(p− 2)|k|p−4〈k,R(ϕ, τ)τ〉k + |k|p−2R(ϕ, τ)τ,∇2ψ

〉
ds+

ˆ
〈Ω(ϕ), ψ〉 ds,

where Ω : T (γ)4,p,⊥ → T (γ)p
′,⊥ is compact.

We conclude with the following two observations about the regularity of critical points.

Remark 2.3.19. Let p = 2. Then critical points are smooth up to reparametrization with
respect to constant speed. Indeed Lemma 2.3.17 implies that a constant speed critical point γ
verifies that k ∈ C3,α, but then a bootstrap argument on the equation

D2
sk = −1

2
|k|2k + k − |k|2 −R(k, τ)τ,

gives that k ∈ C∞ and thus γ ∈ C∞.

Remark 2.3.20. Let p > 2. If γ is a constant speed critical point of Ep for some p > 2 and if
k never vanishes, then γ is smooth. Indeed Lemma 2.3.17 implies that a constant speed critical
point γ verifies that |k|p−2k ∈ C3,α, and thus the equation

D2
s(|k|p−2k) = − 1

p′
|k|pk + k − |k|p −R(|k|p−2k, τ)τ,
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is classically satisfied. By a bootstrap argument we get that |k|p−2k is smooth, and then |k|p ∈
C1. Hence bootstrap on the equality

k = D2
s(|k|p−2k) +

1

p′
|k|pk + |k|p +R(|k|p−2k, τ)τ,

implies that k is smooth, and then so is γ.

2.3.3 Analysis of the second variation and  Lojasiewicz–Simon inequality

In the following we study the properties of the variations of Ep, leading to the application
of Corollary 2.2.7 and then to the proof of the convergence of the gradient flows. We shall
distinguish between the cases p = 2 and p > 2, indeed, as also Proposition 2.3.18 suggests,
we will see that the properties of the second variation at a curve γ depend on the zeros of the
curvature of γ if p > 2, while for p = 2 the scenario is more regular.

For the convenience of the reader, let us start by recollecting the formulas for first and second
variations at critical points under the form we will use them. We will always assume without
loss of generality that critical points are parametrized with constant speed.

Proposition 2.3.21. Let p = 2. Let γ : S1 → M be a fixed smooth immersion and let ρ be
given by Lemma 2.3.8.

For any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,2,⊥ it holds that

δE(ϕ)[ψ] =

〈
γ⊥T ?

(
∇2
γϕkγϕ +

1

2
|kγϕ |2kγϕ − kγϕ +R(kγϕ , τγϕ)τγϕ

)
, ψ

〉
L2(dsγϕ ),L2(dsγϕ )

(2.34)

where γϕ(·) = Φ(1, ·), Φ is the variation of γ given by ϕ, and T : Tγ(x)M → TΦ(1,x)M is the
function T (ψ) = d[expγ(x)]ϕ(ψ) and T ? is its adjoint.

If γ is a critical point, then

L(ϕ)[ψ] =

ˆ 〈
∇2ϕ,∇2ψ

〉
ds+

ˆ
〈Ω(ϕ), ψ〉 ds, (2.35)

for any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,2,⊥, where Ω : T (γ)4,2,⊥ → T (γ)2,⊥ is compact.

Proof. Equation (2.34) and Equation (2.35) immediately follow from Corollary 2.3.14 and (2.33).

In case p = 2, for a given immersion γ, Proposition 2.3.21 implies that the operator δE(ϕ) ∈
(T (γ)4,2,⊥)? is represented by the function

∇T (γ)2,T (γ)2E(ϕ) = |∂xγϕ|γ⊥T ?
(
∇2
γϕkγϕ +

1

2
|kγϕ |2kγϕ − kγϕ +R(kγϕ , τγϕ)τγϕ

)
∈ T (γ)2,⊥,

in the notation of Proposition 2.3.21. In this way we can say that δE : T (γ)4,2,⊥ → (T (γ)2,⊥)?

via the paring
δE(ϕ)[ψ] =

〈
∇T (γ)2,T (γ)2E(ϕ), ψ

〉
L2(dx),L2(dx)

.

Similarly we have that L : T (γ)4,2,⊥ → (T (γ)2,⊥)? with

L(ϕ)[ψ] =

ˆ
〈∇4ϕ,ψ〉+ 〈Ω(ϕ), ψ〉 ds,

in the notation of Proposition 2.3.21.

Now we analogously consider p > 2.
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Proposition 2.3.22. Let p > 2. Let γ : S1 → M be a fixed smooth immersion and ρ be given
by Lemma 2.3.8.

For any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p,⊥ it holds that

δE(ϕ)[ψ] = −
〈
∇γϕ |kγϕ |p−2kγϕ ,∇γϕTγ⊥ϕ T ψ

〉
Lp′ (dsγϕ ),Lp(dsγϕ )

+

+

〈
γ⊥T ?

(
1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

)
, ψ

〉
Lp′ (dsγϕ ),Lp(dsγϕ )

where γϕ(·) = Φ(1, ·), Φ is the variation of γ given by ϕ, and T : Tγ(x)M → TΦ(1,x)M is the
function T (ψ) = d[expγ(x)]ϕ(ψ) and T ? is its adjoint.

If γ is a critical point such that |kγ(x)| 6= 0 for any x, then

δE(ϕ)[ψ] =

〈
γ⊥T ?

(
∇2
γϕ |kγϕ |

p−2kγϕ +
1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

)
, ψ

〉
Lp′ (dsγϕ ),Lp(dsγϕ )

(2.36)

and

L(ϕ)[ψ] =

ˆ
|k|p−2

〈
∇2ϕ,∇2ψ

〉
+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2ψ〉 ds+

ˆ
〈Ω(ϕ), ψ〉 ds,

for any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p,⊥, where Ω : T (γ)4,p,⊥ → T (γ)p
′,⊥ is compact.

If γ is a geodesic then

L(ϕ)[ψ] =

ˆ
〈∇ϕ,∇ψ〉 −R(ψ, τ, ϕ, τ) ds,

for any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p,⊥.

Proof. The statements immediately follow from Corollary 2.3.14, (2.31), and (2.33), together
with Remark 2.3.20.

It is clear from Proposition 2.3.22 that whenever k vanishes, the leading terms in the bilinear
form defining L disappear, and we cannot expect strong Fredholmness properties on L.

However, if p > 2, for a given smooth critical point γ with |k(x)| 6= 0 for any x, Proposi-
tion 2.3.22 implies that the operator δE(ϕ) ∈ (T (γ)4,p,⊥)? is represented by the function

∇T (γ)p′ ,T (γ)pE(ϕ) ∈ T (γ)p
′,⊥,

∇T (γ)p′ ,T (γ)pE(ϕ) = |∂xγϕ|γ⊥T ?
(
∇2
γϕ |kγϕ |

p−2kγϕ +
1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

)
,

in the notation of Proposition 2.3.22. In this way we can say that δE : T (γ)4,p,⊥ → (T (γ)p,⊥)?

via the paring

δE(ϕ)[ψ] =
〈
∇T (γ)p′ ,T (γ)pE(ϕ), ψ

〉
Lp′ (dx),Lp(dx)

.

Similarly we have that L : T (γ)4,p,⊥ → (T (γ)p,⊥)? with

L(ϕ)[ψ] =

ˆ
〈∇2

(
|k|p−2∇2ϕ

)
, ψ〉+ (p− 2)

〈
∇2
(
|k|p−4〈k,∇2ϕ〉k

)
, ψ
〉
ds+

ˆ
〈Ω(ϕ), ψ〉 ds,

in the notation of Proposition 2.3.22.

With the above results we can now derive the desired Fredholmenss properties on the second
variation functionals. Once again, we shall divide the cases p = 2 and p > 2, as also the technical
part of the two proofs is different.
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Lemma 2.3.23. Let p = 2. Let γ : S1 →M be a smooth critical point and let ρ > 0 be given by
Lemma 2.3.8. Then the operator L : T (γ)4,2,⊥ → (T (γ)2,⊥)? represented by the function

L(ϕ) = ∇4ϕ+ Ω(ϕ) ∈ T (γ)2,⊥,

where Ω : T (γ)4,2,⊥ → T (γ)2,⊥ is compact, is Fredholm of index zero.

Proof. Since Ω : T (γ)4,2,⊥ → T (γ)2,⊥ is compact, it is equivalent to prove that

id +∇4 : T (γ)4,2,⊥(ds)→ T (γ)2,⊥(ds),

is Fredholm of index zero (see Remark 2.2.4). Indeed we claim that it is actually invertible. It
is clearly injective, indeed if ϕ+∇4ϕ = 0, then multiplying by ϕ and integrating one has

ˆ
|∇2ϕ|2 + |ϕ|2 ds = 0,

and then ϕ = 0. So we need to prove the surjectivity.

Let a : T (γ)2,2,⊥ × T (γ)2,2,⊥ → R the continuous bilinear form defined by

a(ϕ,ψ) =

ˆ
S1

〈∇2ϕ,∇2ψ〉+ 〈ϕ,ψ〉 ds,

For ϕ ∈ T (γ)2,2,⊥ it holds that

∇2ϕ = D2
sϕ− 〈D2

sϕ, τ〉τ − 〈Dsϕ, τ〉k = D2
sϕ+ (2〈Dsϕ, k〉+ 〈ϕ,Dsk〉) τ − 〈Dsϕ, τ〉k, (2.37)

and

D2
sϕ = ∂2

sϕ+
(
2〈∂sϕ, ∂sNj〉+ 〈ϕ, ∂2

sNj〉
)
Nj + 〈ϕ, SNj (τ)〉SNj (τ), (2.38)

where {Nj} is a local orthonormal frame of TM⊥, and we understood sum over j. Therefore
for ϕ ∈ T (γ)2,2,⊥ we have that

ˆ
〈D2

sϕ,D
2
sϕ〉 ds =

ˆ
|∇2ϕ|2 + |〈Dsϕ, τ〉k|2 + 2〈Dsϕ, τ〉〈∇2ϕ, k〉+ |2〈Dsϕ, k〉+ 〈ϕ,Dsk〉|2 ds

≤
ˆ

3

2
|∇2ϕ|2 + C(γ)

(
|ϕ|2 + |Dsϕ|2

)
ds

≤
ˆ

3

2
|∇2ϕ|2 + C(γ)

(
|ϕ|2 + |∂sϕ|2

)
ds

and using also
´
|∂sϕ|2 ds = −

´
〈ϕ, ∂2

sϕ〉 ds ≤ 1
2

´
1
η |ϕ|

2 + η|∂2
sϕ|2 ds for any η > 0 we conclude

that
ˆ
|∂2
sϕ|2 ds ≤ C(M,γ)

ˆ
|ϕ|2 + |∂sϕ|2 + |D2

sϕ|2 ds

≤ C(M,γ, ε)

ˆ
|ϕ|2 + |∇2ϕ|2 ds+ ε

ˆ
|∂2
sϕ|2 ds.

Hence we see that ˆ
|ϕ|2 + |∂sϕ|2 + |∂2

sϕ|2 ds ≤ C(γ)a(ϕ,ϕ),

that is, a is coercive on T (γ)2,2,⊥.
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Now, if X ∈ T (γ)2,⊥ is fixed, we look at the energy functional F : T (γ)2,2,⊥ → R given by

F (ϕ) :=

ˆ
1

2
|∇2ϕ|2 +

1

2
|ϕ|2 − 〈X,ϕ〉 ds.

Since −〈X,ϕ〉 ≥ −1
4 |ϕ|

2−|X|2, the coercivity of a implies that F has a minimizer ϕ ∈ T (γ)2,2,⊥.
Such minimizer ϕ satisfies the integral Euler–Lagrange equation

a(ϕ,ψ) =

ˆ
〈∇2ϕ,∇2ψ〉+ 〈ϕ,ψ〉 ds =

ˆ
〈X,ψ〉,

for any ψ ∈ T (γ)2,2,⊥. If we show that ϕ ∈ T (γ)4,2,⊥, we will have proved that for any X ∈
T (γ)2,⊥ there exists ϕ ∈ T (γ)4,2,⊥ such that ∇4ϕ + ϕ = X, and this will prove the required
surjectivity. We are going to prove that ϕ ∈ T (γ)3,2,⊥ first, and then ϕ ∈ T (γ)4,2,⊥.

Let Ψ ∈ C∞(S1;Rn) be any field. By (2.37) and (2.38) we can write that

〈∂2
sϕ, ∂sΨ〉 = 〈∇2ϕ, ∂sΨ〉 − 〈A(ϕ), ∂sΨ〉,

where A(ϕ) is linear in ϕ and contains at most first order derivatives of ϕ. Writing ψ :=
(M> − γ>)Ψ we have that

〈∂2
sϕ, ∂sΨ〉 = 〈∇2ϕ,∇ψ〉+ 〈Ψ, Nj〉〈∇2ϕ, ∂sNj〉+ 〈Ψ, τ〉〈∇2ϕ, k〉 − 〈A(ϕ), ∂sΨ〉,

understanding summation over j, for a local orthonormal frame {Nj} of TM⊥. Let η ∈ C∞c (S1 \
{0}) such that η ≥ 0 and

´
S1 η ds = 1. Define

Φ(x) = (M> − γ>)

ˆ x

0
ψ(t)− η(t)ψ0 ds(t),

where ψ0 :=
´
S1 ψ ds. By construction we see that Φ ∈ C∞(S1;Rn) and Φ ∈ TM ∩ Tγ⊥.

Since for any differentiable ζ : S1 → Rn we have that

∂s((M
> − γ>)ζ) = (M> − γ>)∂sζ − (∂sNj ⊗Nj +Nj ⊗ ∂sNj)ζ − (k ⊗ τ + τ ⊗ k)ζ

=: (M> − γ>)∂sζ +B(ζ),
(2.39)

we get that

∇Φ = ψ − η(M> − γ>)ψ0 +B

(ˆ x

0
ψ − ηψ0 ds

)
,

and thus

∇2Φ = ∇ψ − ∂sη(M> − γ>)ψ0 + (M> − γ>)∂s

(
B

(ˆ x

0
ψ − ηψ0 ds

))
.

Hence finally∣∣∣∣ˆ 〈∂2
sϕ, ∂sΨ〉

∣∣∣∣ ≤ ∣∣∣∣ˆ 〈∇2ϕ,∇ψ〉
∣∣∣∣+

∣∣∣∣ˆ 〈∂s(A(ϕ)),Ψ〉
∣∣∣∣+ C(M,γ, ‖ϕ‖W 2,2)‖Ψ‖L2

≤
∣∣∣∣ˆ 〈∇2ϕ,∇2Φ〉

∣∣∣∣+ C(M,γ, ‖ϕ‖W 2,2 , η)‖Ψ‖L2

=

∣∣∣∣ˆ 〈X,Φ〉 − 〈ϕ,Φ〉∣∣∣∣+ C(M,γ, ‖ϕ‖W 2,2 , η)‖Ψ‖L2

≤ C(M,γ, ‖ϕ‖W 2,2 , η,X)‖Ψ‖L2 ,
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that implies that ϕ ∈ T (γ)3,2,⊥. Once again let Ψ ∈ C∞(S1;Rn) be any field. Using (2.39) twice
and writing ψ = (M> − γ>)Ψ as before, we have

(M> − γ>)∂2
sΨ = ∂s((M

> − γ>)∂sΨ) +B(∂sΨ)

= ∂s(∇ψ + (M> − γ>) [∂s(〈Ψ, Nj〉Nj) + ∂s(〈Ψ, τ〉τ)]) +B(∂sΨ)

= ∂s∇ψ + ∂s (〈Ψ, Nj〉∂sNj + 〈Ψ, τ〉k) +B(∂sΨ).

Therefore∣∣∣∣ˆ 〈∂3
sϕ, ∂sΨ〉

∣∣∣∣ =

∣∣∣∣ˆ 〈∂2
sϕ, ∂

2
sΨ〉

∣∣∣∣
≤
∣∣∣∣ˆ 〈∇2ϕ, ∂2

sΨ〉
∣∣∣∣+

∣∣∣∣ˆ 〈∂2
s (A(ϕ)),Ψ〉

∣∣∣∣
≤
∣∣∣∣ˆ 〈∇2ϕ,∇2ψ〉

∣∣∣∣+

∣∣∣∣ˆ 〈∂s∇2ϕ, 〈Ψ, Nj〉∂sNj + 〈Ψ, τ〉k〉
∣∣∣∣+

∣∣∣∣ˆ 〈∇2ϕ,B(∂sΨ)〉
∣∣∣∣+

+

∣∣∣∣ˆ 〈∂2
s (A(ϕ)),Ψ〉

∣∣∣∣
≤
∣∣∣∣ˆ 〈X,ψ〉 − 〈ϕ,ψ〉∣∣∣∣+ C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2 +

∣∣∣∣ˆ 〈∇2ϕ,B(∂sΨ)〉
∣∣∣∣

≤ C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2 ,

where the last inequality follows integrating by parts using the definition of B, and this implies
that ϕ ∈ T (γ)4,2,⊥.

Lemma 2.3.24. Let p > 2. Let γ : S1 →M be a smooth critical point with |k(x)| 6= 0 for any x.
There exists ρ > 0 such that the operator L : T (γ)4,p,⊥ → (T (γ)p,⊥)? represented by the function

L(ϕ) = ∇2
(
|k|p−2∇2ϕ

)
+ (p− 2)∇2

(
|k|p−4〈k,∇2ϕ〉k

)
+ Ω(ϕ) ∈ T (γ)p

′,⊥,

where Ω : T (γ)4,p,⊥ → T (γ)p
′,⊥ is compact, is Fredholm of index zero.

Proof. Since Ω : T (γ)4,p,⊥ → T (γ)p
′,⊥ is compact, it is equivalent to prove that the map

T (γ)4,p,⊥(ds) 3 ϕ 7→ T (ϕ) := ∇2
(
|k|p−2∇2ϕ

)
+(p−2)∇2

(
|k|p−4〈k,∇2ϕ〉k

)
+ϕ ∈ T (γ)p

′,⊥(ds),

is Fredholm of index zero (see Remark 2.2.4). Indeed we claim that it is actually invertible. The
operator T is clearly injective, indeed if T (ϕ) = 0, then integration by parts on

´
〈ϕ,T (ϕ)〉 ds

yields

0 =

ˆ
|k|p−2|∇2ϕ|2 + (p− 2)|k|p−4〈k,∇2ϕ〉2 + |ϕ|2 ds,

and then ϕ = 0. Hence we are left to prove the surjectivity.
This time we consider a : T (γ)2,p,⊥ × T (γ)2,p,⊥ → R to be the continuous bilinear form

a(ϕ,ψ) :=

ˆ
S1

|k|p−2〈∇2ϕ,∇2ψ〉+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2ψ〉+ 〈ϕ,ψ〉 ds.

By hypothesis there are constants c1, c2 depending on γ such that c1 ≤ |k(x)| ≤ c2 for any x.
From the proof of Lemma 2.3.23 we know that

ˆ
|ϕ|2 + |∂sϕ|2 + |∂2

sϕ|2 ds ≤ C(M,γ)

ˆ
|∇2ϕ|2 + |ϕ|2 ds,
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for any ϕ ∈ T (γ)2,p,⊥. Therefore

ˆ
|ϕ|2 + |∂sϕ|2 + |∂2

sϕ|2 ds ≤ C(M,γ)a(ϕ,ϕ),

for any ϕ ∈ T (γ)2,p,⊥. It follows that if X ∈ T (γ)p
′,⊥ is fixed, the convex functional F :

T (γ)2,p,⊥ → R defined by

F (ϕ) =

ˆ
1

2
|k|p−2|∇2ϕ|2 +

p− 2

2
|k|p−4〈k,∇2ϕ〉2 +

1

2
|ϕ|2 − 〈X,ϕ〉 ds

has a unique minimizer ϕ ∈ T (γ)2,p,⊥. Such minimizer ϕ satisfies

a(ϕ,ψ) =

ˆ
〈X,Φ〉 ds,

for any Φ ∈ T (γ)2,p,⊥. If we show that ϕ ∈ T (γ)4,p,⊥, we will have proved that for any X ∈
T (γ)p

′,⊥ there exists ϕ ∈ T (γ)4,p,⊥ such that T (ϕ) = X, and this will prove the required
surjectivity of T . We are going to show that ϕ ∈ T (γ)3,p,⊥ first, and then ϕ ∈ T (γ)4,p,⊥.

Let Ψ ∈ C∞(S1;Rn) be any field and let ψ := (M> − γ>)Ψ. Let ν ∈ C∞(S1;Rn) be the
normal field along γ defined by

ν =
|k|2−p

p− 1

〈
ψ,

k

|k|

〉
k

|k|
+ |k|2−p

m−2∑
i=1

〈ψ, ei〉ei,

where {e1, ..., em−2,
k
|k|} is a fixed orthonormal frame of the normal bundle Tγ⊥ along γ in M .

We remark that ν ∈ TM ∩Tγ⊥. Letting also η ∈ C∞c (S1 \{0}) such that η ≥ 0 and
´
S1 η ds = 1,

we define

ν0 =

ˆ
S1

ν ds, Φ(x) = (M> − γ>)

ˆ x

0
ν(y)− η(y)ν0 ds(y).

In this way, in the notation of (2.39) we have

∇Φ = (M> − γ>)

[
(M> − γ>)(ν − ην0) +B

(ˆ x

0
ν(x)− η(x)ν0

)]
= ν − η(M> − γ>)ν0 −

〈
Nj ,

ˆ x

0
ν − ην0

〉
(M> − γ>)(∂sNj)−

〈
τ,

ˆ x

0
ν − ην0

〉
k.

By construction

ψ = |k|p−2ν + (p− 2)|k|p−2

〈
ν,

k

|k|

〉
k

|k|
,

and then

|k|p−2∇Φ + (p− 2)|k|p−2

〈
∇Φ,

k

|k|

〉
k

|k|
=

= ψ + |k|p−2

[
−η(M> − γ>)ν0 −

〈
Nj ,

ˆ x

0
ν − ην0

〉
(M> − γ>)(∂sNj)−

〈
τ,

ˆ x

0
ν − ην0

〉
k

]
+

+ (p− 2)|k|p−4

〈
− η(M> − γ>)ν0 −

〈
Nj ,

ˆ x

0
ν − ην0

〉
(M> − γ>)(∂sNj)+

−
〈
τ,

ˆ x

0
ν − ην0

〉
k, k

〉
k.
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Therefore, as in the proof of Lemma 2.3.23, we estimate∣∣∣∣ˆ 〈∂2
sϕ, ∂sΨ〉

∣∣∣∣ ≤ ∣∣∣∣ˆ 〈∇2ϕ,∇ψ〉
∣∣∣∣+ C(M,γ, ‖ϕ‖W 2,2 , η)‖Ψ‖L2

≤
∣∣∣∣ˆ |k|p−2〈∇2ϕ,∇2Φ〉+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2Φ〉

∣∣∣∣+ C(M,γ, ‖ϕ‖W 2,2 , η)‖Ψ‖L2

=

∣∣∣∣ˆ 〈X,Φ〉 − 〈ϕ,Φ〉∣∣∣∣+ C(M,γ, ‖ϕ‖W 2,2 , η)‖Ψ‖L2

≤ C(M,γ, ‖ϕ‖W 2,2 , η)‖Ψ‖L2 ,

that implies ϕ ∈ T (γ)3,p,⊥.

Now the definition of ν implies that

〈∇ν, ei〉 = |k|2−p〈∇ψ, ei〉+Ai(ψ),

〈
∇ν, k
|k|

〉
=
|k|2−p

p− 1

〈
∇ψ, k

|k|

〉
+Ak(ψ),

where Ai(ψ), Ak(ψ) depend on γ and M , and they depend linearly on ψ and they are independent
of the derivatives of ψ. Therefore we have

∇ψ = |k|p−2∇ν + (p− 2)|k|p−4〈k,∇ν〉k +A0(ψ),

with A0 having the same properties of Ai, Ak. Finally we can estimate∣∣∣∣ ˆ 〈∂3
sϕ, ∂sΨ〉

∣∣∣∣ =

∣∣∣∣ˆ 〈∂2
sϕ, ∂

2
sΨ〉

∣∣∣∣
≤
∣∣∣∣ˆ 〈∇2ϕ,∇2ψ〉

∣∣∣∣+ C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2

≤
∣∣∣∣ˆ 〈∇2ϕ,∇

(
|k|p−2∇ν + (p− 2)|k|p−4〈k,∇ν〉k

)〉∣∣∣∣+

∣∣∣∣ˆ 〈∇2ϕ,∇(A0(ψ))〉
∣∣∣∣+

+ C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2

≤
∣∣∣∣ˆ |k|p−2〈∇2ϕ,∇2ν〉+ (p− 2)|k|p−4〈k,∇2ϕ〉〈k,∇2ν〉

∣∣∣∣+

∣∣∣∣ˆ 〈∇3ϕ,A0(ψ)〉
∣∣∣∣+

+ C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2

≤
∣∣∣∣ˆ 〈X, ν〉 − 〈ϕ, ν〉∣∣∣∣+ C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2

≤ C(M,γ, ‖ϕ‖L2)‖ν‖L2 + C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2

≤ C(M,γ, ‖ϕ‖W 3,2)‖Ψ‖L2 ,

and we have proved that ϕ ∈ T (γ)4,p,⊥.

A last fact needed for applying Corollary 2.2.7 is the analyticity of the operators, as stated
in the next lemma, for which we mainly refer to [DPS16]. Here the analyticity of the ambient
comes into play.

Lemma 2.3.25. Let γ : S1 → M be a smooth regular curve and let ρ > 0 be given by
Lemma 2.3.8. Let p ≥ 2. Suppose that (M, g) is an analytic complete Riemannian manifold
endowed with an analytic metric tensor g.
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1. If p = 2, then the maps

E : Bρ(0)→ R, δE : Bρ(0)→ (T (γ)2,⊥)?,

are analytic.

2. If p > 2 and |k(x)| 6= 0 for any x, then the maps

E : Bρ(0)→ R, δE : Bρ(0)→ (T (γ)p,⊥)?,

are analytic, up to decrease ρ.

Proof. We adopt the notation used in (2.34) and (2.36). For a fixed ϕ(x) ∈ Tγ(x)M we have
that γϕ(x) = exp γ(x)(ϕ(x)) = σϕ(x)(1), where σϕ(x) is the geodesic starting at γ(x) with initial
velocity σ′ϕ(x)(0) = ϕ(x). As the manifold and the metric are assumed to be analytic, so are

the connection D and the Christoffel symbols Γkij on M . It follows that, as σϕ(x) solves a
semi-linear ordinary differential equation with analytic coefficients, it depends analytically on
the initial data. In particular the exponential map is analytic and the dependence of γϕ(x) on
ϕ(x) ∈ Tγ(x)M is analytic. Also, since the exponential map on M is analytic, so is its differential,

and it follows that d[expγ(x)] is analytic as a map defined on T (γ)4,p,⊥.

Now that we know that the map ϕ 7→ γϕ is analytic, following the exhaustive proof of
[DPS16, Lemma 3.4], one can check that the formulas for E and δE in (2.34) and (2.36) are
sums of compositions of analytic functions of the parametrization γϕ (in case p > 2 we use that
|kγϕ | never vanishes for ρ small enough).

We now have all the ingredients for applying Corollary 2.2.7, thus getting the  Lojasiewicz–
Simon gradient inequality for the functional E.

Corollary 2.3.26. Suppose that (M, g) is an analytic complete Riemannian manifold endowed
with an analytic metric tensor g. Let p ≥ 2. Let γ : S1 → M be a smooth critical point of Ep.
In case p > 2 assume that |k(x)| 6= 0 for any x. There exist C, ρ > 0 and θ ∈ (0, 1

2 ] such that

|E(ϕ)− E(0)|1−θ ≤ C‖∇T (γ)p′ ,T (γ)pE(ϕ)‖Lp′ (dsγϕ ), (2.40)

for any ϕ ∈ Bρ(0) ⊂ T (γ)4,p,⊥, where γϕ(·) = Φ(1, ·) and Φ is the variation of γ given by ϕ.

Proof. Collecting the results of Proposition 2.3.21, Proposition 2.3.22, Lemma 2.3.23, Lemma 2.3.24,
and Lemma 2.3.25, the statement follows from the direct application of Corollary 2.2.7 taking
V = T (γ)4,p,⊥, Z = T (γ)p,⊥, and ρ0 > 0 depending on γ given by Lemma 2.3.8.

As outlined in the strategy of Section 2.2, we can exploit the geometric invariance of the
energy for extending the inequality (2.40) to the functional E and generic variations in T (γ)4,p.
We need the following reparametrization result first.

Lemma 2.3.27. Let γ : S1 →M be a smooth immersion and p ≥ 2. Let ρ0(γ) > 0 be given by
Lemma 2.3.8. Then for any ρ ∈ (0, ρ0) there is σ > 0 such that for any ψ ∈ Bσ(0) ⊂ T (γ)4,p

there exists a diffeomorphism L : S1 → S1 of class W 4,p and ϕ ∈ Bρ(0) ⊂ T (γ)4,p,⊥ such that

γψ ◦ L = γϕ,

where γϕ(·) = Φ(1, ·), γψ(·) = Ψ(1, ·), and Φ,Ψ are the variation of γ given by ϕ,ψ respectively.
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Proof. By compactness there exists τ > 0 such that γ|(x−τ,x+τ) : (x − τ, x + τ) → M is an
embedding for any x ∈ S1. Fix ρ ∈ (0, ρ0). If we choose σ′ > 0 is sufficiently small, depending
only on γ, and any ψ ∈ Bσ′(0) ⊂ T (γ)4,p, we have that

γψ

(
x− τ

2
, x+

τ

2

)
⊂ Ux,

where Ux ⊂ M is an open neighborhood of γ
([
x− τ

2 , x+ τ
2

])
parametrized by the exponential

map restricted to the normal bundle of γ. More precisely, there exists an open connected set

Ωx ⊂
⋃

y∈(x−τ,x+τ)

Tγ(y)γ
⊥,

containing the origin of Tγ(y)γ
⊥ for any y ∈ (x− τ, x+ τ) such that any q ∈ Ux can be uniquely

written as q = exp⊥(vq) for some vq ∈ Ωx, where exp⊥ is the restriction of the exponential map
to the normal bundle of γ.

Hence for any y ∈
(
x− τ

2 , x+ τ
2

)
there exists a unique G(y) ∈ (x− τ, x+ τ) and a unique

ϕ ∈ Tγ(G(y))γ
⊥ such that

γψ(y) = exp⊥(ϕ(G(y))).

By defining L = G−1 : G
(
x− τ

2 , x+ τ
2

)
→
(
x− τ

2 , x+ τ
2

)
we see that

γψ ◦ L (y) = exp(ϕ(y)),

for any y ∈ G
(
x− τ

2 , x+ τ
2

)
. Moreover since for y ∈

(
x− τ

2 , x+ τ
2

)
we can write explicitly

G(y) =
(
γ|(x−τ,x+τ)

)−1 ◦ π ◦ (exp⊥)−1 ◦ γψ (y),

where π is the projection of the normal bundle, we see that G is of class W 4,p, and then so is L.
Also

ϕ(y) = (exp⊥)−1 ◦ γψ ◦ L (y),

and then ϕ is of class W 4,p. By arbitrariness of x, one can then define a normal field ϕ along γ
and a diffeomorphism L of S1 satisfying γψ ◦ L = γϕ.

Finally, it follows from the construction that if ψn ∈ T (γ)4,p converges to 0, then the cor-
responding Ln converges to the identity in W 4,p, and then also ϕn → 0 in W 4,p. This proves
that for the chosen ρ, taking a suitable 0 < σ ≤ σ′, for any ψ ∈ Bσ(0) ⊂ T (γ)4,p the resulting
ϕ ∈ T (γ)4,p,⊥ has norm less than the desired ρ.

For the convenience of the reader, let us recall here that for a fixed smooth curve γ : S1 →M
and ρ > 0 sufficiently small we have that

δE(ϕ)[ψ] =

〈
T ?
(
∇2
sγϕ
kγϕ +

1

2
|kγϕ |2kγϕ − kγϕ +R(kγϕ , τγϕ)τγϕ

)
, ψ

〉
L2(dsγϕ ),L2(dsγϕ )

for any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,2, where γϕ(·) = Φ(1, ·), Φ is the variation of γ given by ϕ,
and T : Tγ(x)M → TΦ(1,x)M is the function T (ψ) = d[exp γ(x)]ϕ(ψ) and T ? is its adjoint. We
therefore write

∇T (γ)2,T (γ)2E(ϕ) = |∂xγϕ|T ?
(
∇2
sγϕ
kγϕ +

1

2
|kγϕ |2kγϕ − kγϕ +R(kγϕ , τγϕ)τγϕ

)
.
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Analogously if γ : S1 →M is a smooth critical point of Ep for some p > 2 and |k(x)| 6= 0 for
any x, for ρ > 0 sufficiently small we have that

δE(ϕ)[ψ] =

〈
T ?
(
∇2
sγϕ
|kγϕ |p−2kγϕ +

1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

)
, ψ

〉
Lp′ (dsγϕ ),Lp(dsγϕ )

for any ϕ,ψ ∈ Bρ(0) ⊂ T (γ)4,p, where γϕ and T are as above. Therefore

∇T (γ)p′ ,T (γ)pE(ϕ) = |∂xγϕ|T ?
(
∇2
sγϕ
|kγϕ |p−2kγϕ +

1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

)
.

As anticipated, using Lemma 2.3.27 we can now improve (2.40) to fields in T (γ)4,p.

Corollary 2.3.28 ( Lojasiewicz–Simon gradient inequality for elastic energies). Suppose that
(M, g) is an analytic complete Riemannian manifold endowed with an analytic metric tensor g.
Let p ≥ 2. Let γ : S1 → Rn be a smooth critical point of. In case p > 2 assume that |k(x)| 6= 0
for any x. There exist C, σ > 0 and θ ∈ (0, 1

2 ] such that

|E(ψ)−E(0)|1−θ ≤ C‖∇T (γ)p′ ,T (γ)pE(ψ)‖Lp′ (dsγψ ), (2.41)

for any ψ ∈ Bσ(0) ⊂ T (γ)4,p.

Proof. Let ρ be as in Corollary 2.3.26. Without loss of generality ρ < ρ0(γ), where ρ0(γ) is
given by Lemma 2.3.8, and then let σ > 0 be the corresponding radius given by Lemma 2.3.27.
Let ψ ∈ Bσ(0) ⊂ T (γ)4,p and let L : S1 → S1 and ϕ ∈ Bρ(0) ⊂ T (γ)4,p,⊥ such that γψ ◦ L = γϕ
in the notation of Lemma 2.3.27. Then

E(ψ) = Ep(γψ) = Ep((γψ) ◦ L) = Ep(γϕ) = E(ϕ).

Moreover by compactness and continuity of w 7→ d[exp γ(x)]w we see that there exists R =
R(γ) > 0 such that for any x ∈ S1 and any w ∈ Tγ(x)M with |w| ≤ R it holds that d[exp γ(x)]w
is invertible with ‖d[exp γ(x)]w‖ ≤ C(γ), and then the same holds for (d[exp γ(x)]w)? and their
inverse. Up to take smaller ρ and σ, we can assume that |ϕ| ≤ R and |ψ| ≤ R.

Understanding that if p = 2 then |v|p−2 ≡ 1 for any vector v, we deduce that

‖∇T (γ)p′ ,T (γ)pE(ϕ)‖p
′

Lp′ (dsγϕ )

≤
ˆ
S1

∣∣∣∣(d[expγ(x)]ϕ)?
(
∇2
γϕ |kγϕ |

p−2kγϕ +
1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

)∣∣∣∣p′ dsγϕ
≤ C

ˆ
S1

∣∣∣∣∇2
γϕ |kγϕ |

p−2kγϕ +
1

p′
|kγϕ |pkγϕ − kγϕ +R(|kγϕ |p−2kγϕ , τγϕ)τγϕ

∣∣∣∣p′ dsγϕ
= C

ˆ
S1

∣∣∣∣∇2
γψ◦L|kγψ◦L|

p−2kγψ◦L +
1

p′
|kγψ◦L|

pkγψ◦L − kγψ◦L +R(|kγψ◦L|
p−2kγψ◦L, τγψ◦L)τγψ◦L

∣∣∣∣p′ dsγψ◦L
= C

ˆ
S1

∣∣∣∣∇2
γψ
|kγψ |

p−2kγψ +
1

p′
|kγψ |

pkγψ − kγψ +R(|kγψ |
p−2kγψ , τγψ)τγψ

∣∣∣∣p′ dsγψ
= C

ˆ
S1

∣∣∣∣ [(d[expγ(x)]ψ)?
]−1 ·

· (d[expγ(x)]ψ)?
(
∇2
γψ
|kγψ |

p−2kγψ +
1

p′
|kγψ |

pkγψ − kγψ +R(|kγψ |
p−2kγψ , τγψ)τγψ

) ∣∣∣∣p′ dsγψ
≤ C

ˆ
S1

∣∣∣∣(d[expγ(x)]ψ)?
(
∇2
γψ
|kγψ |

p−2kγψ +
1

p′
|kγψ |

pkγψ − kγψ +R(|kγψ |
p−2kγψ , τγψ)τγψ

)∣∣∣∣p′ dsγψ
≤ C‖∇T (γ)p′ ,T (γ)pE(ψ)‖p

′

Lp′ (dsγψ )
,
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and therefore (2.41) readily follows from (2.40).

2.3.4 Convergence of elastic flows into manifolds

In this part we apply Corollary 2.3.28 and the strategy presented in Section 2.2 to prove the full
convergence of the gradient flow of Ep out of its sub-convergence.

Let us start by recalling the definitions of the gradient flows we are considering. For a given
smooth curve γ0 : S1 →M , we say that γ : [0, T )× S1 →M is the solution of the gradient flow
of Ep with datum γ0 if it classically satisfies the equation{

∂tγ = −
(
∇2|k|p−2k + 1

p′ |k|
pk − k +R(|k|p−2k, τ)τ

)
on [0, T )× S1,

γ(0, ·) = γ0(·) on S1,
(2.42)

where we understand that |k|p−2 ≡ 1 in case p = 2.
In order to prove the convergence of the flow we need a local existence and uniqueness result.

This is contained in the next theorem, whose proof is based on rather classical arguments about
parabolic equations, and then we will just comment on that.

Theorem 2.3.29 (Local existence and uniqueness). Let p ≥ 2 and let γ0 : S1 →M be a smooth
curve. If p > 2 assume also that |kγ0(x)| 6= 0 for any x. There exists T > 0 and a unique
γ : [0, T )× S1 →M such that γ(t, x) is a smooth solution of (2.42).

The outline of the proof of Theorem 2.3.29 goes as follows. We can fix finitely many local
charts {(Ui,Φi)}Ni=1 on M such that γ0(S1) ⊂ ∪iUi. We can choose such charts so that for some
ri > 0, xi ∈ S1 we have Ui = Bri(γ0(xi)), γ0(1

2(xi + xi+1)) ∈ Ui ∩Ui+1, and B ri
2

(xi)∩Uj = ∅ for

i 6= j, where we understand that N + 1 = 1. Fix also points ai, bi ∈ S1 such that

ai <
1
2(xi + xi−1) < bi−1 < xi < ai+1,

so that γ0(ai), γ0(bi−1) ∈ Ui−1∩Ui. Next we consider the curves γ0,i := Φi◦γ0|ai,bi : (ai, bi)→ Rm.
Consider first p = 2. In such local coordinates one checks that (2.42) in terms of γi = Φi ◦ γ

becomes {
∂tγ

l
i = − 1

|∂xγi|4∂
4
xγ

l
i +X l(γi, ∂xγi, ∂

2
xγi, ∂

3
xγi) l = 1, ...,m,

γi(0, ·) = γ0,i,
(2.43)

where X l : U1 × U2 × U3 × U4 → Rm is smooth and Uj ⊂ Rm is a suitable open bounded
set for any j = 1, ..., 4. It is possible to prove local existence and uniqueness with continuity
with respect to the datum for (2.43), thus getting a solution γi : [0, Ti)× (ai, bi)→ Rm; indeed
(2.43) is a parabolic quasi-linear system and one can replicate the very flexible strategy of
[MM12]. Now if Ti is sufficiently small, one has that Φ−1

i ◦ γi makes sense and solves (2.42) up
to reparametrization on [0, Ti)× (ai, bi). Also, a solution of the flow in (2.42) is independent of
the parametrization of the curve at time t, and therefore Φ−1

i ◦ γi and Φ−1
i−1 ◦ γi−1 coincide on

(ai, bi−1) up to a reparametrization on the interval (xi−1, xi). Hence we can glue together the
solutions obtaining a flow solving (2.42) as stated in Theorem 2.3.29.

If instead p > 2, assuming k 6= 0, rewriting k = |∂xγ|−2γ⊥(∂2
xγ), where γ⊥ = M> − γ>, the

evolution equation becomes

∂tγ = − 1

|∂xγ|2p
∂2
x

(
|γ⊥∂2

xγ|p−2∂2
xγ
)

+X(γ, ∂xγ, ∂
2
xγ, ∂

3
xγ),
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where X : U1×U2×U3×U4 → Rn always denotes a smooth function and Uj ⊂ Rm is a suitable
open bounded set for any j = 1, ..., 4. Exploiting the fact that by hypothesis the curvature of
the datum does not vanish, the strong parabolicity of the system is preserved for short times
and one proves Theorem 2.3.29 by means of the same techniques.

Remark 2.3.30 (Uniqueness and reparametrizations). Let us remark here a well known fact
about the uniqueness up to reparametrizations in the theory of evolution equation of geometric
nature. Let us say that γ : [0, T )× S1 →M solves{

∂tγ(t, x) = Vγ(t, x),

γ(0, ·) = γ0(·),
(2.44)

everything is smooth, and Vγ ∈ Tγ⊥ for any time is a normal velocity field computed in terms
of the curve γ at any time, and γ is the unique solution of (2.44). Suppose that the velocity is
geometric in the sense that if χ : [0, T ) × S1 → S1 satisfies that χ(t, ·) is a diffeomorphism for
any t and σ(t, x) := γ(t, χ(t, x)), then Vσ(t, x) = Vγ(t, χ(t, x)). Observe that this is exactly the
case of the family of flows we are considering. In such a case, it is immediate to check that σ
solves {

∂tσ(t, x) = Vσ(t, x) +W (t, x)τσ(t, x),

σ(0, ·) = γ0(χ(0, ·)),

and W can be computed explicitly in terms of χ and γ. In complete analogy, if β : [0, T )×S1 →
M is given and solves {

∂tβ(t, x) = Vβ(t, x) + w(t, x)τβ(t, x),

β(0, ·) = γ0(χ0(·)),

where χ0 : S1 → S1 is a diffeomorphism, then letting ψ : [0, T )×S1 → S1 be the smooth solution
of {

∂tψ(t, x) = −|(∂xβ)(t, ψ(t, x))|−1w(t, ψ(t, x)),

ψ(0, ·) = χ−1
0 (·),

it immediately follows that γ̂(t, x) := β(t, ψ(t, x)) solves (2.44), and then γ̂ = γ by uniqueness.
We shall use this sort of geometric uniqueness up to reparametrizations several times.

The next proposition contains a result about parabolic estimates we will need for the proof
of the main theorem.

Proposition 2.3.31 (Parabolic estimates). Let γ : [0, τ)× S1 →M ⊂ Rn be a smooth solution
of (2.42) and let γ̂ be its constant speed reparametrization. Let Γ : S1 → M ⊂ Rn be a fixed
smooth curve parametrized with constant speed. If p > 2 assume that |kΓ(x)| 6= 0 for any x.
Then there is σ̄ = σ̄(kΓ) > 0 depending only on kΓ such that if

‖γ̂(t, ·)− Γ‖W 4,p ≤ σ̄,

for any t ∈ [0, τ), then

‖kγ̂(t, ·)‖Wm,2 ≤ C(m, ‖kΓ‖W 2,2 , σ̄,U ,Λ)(1 + ‖kγ̂(0, ·)‖Wm,2),

for any t ∈ [0, τ) and any m ∈ N, where γ̂ is the constant speed reparametrization of γ. Also,
U = U(σ̄) is a bounded neighborhood of Γ in M such that the flow γ is contained in U for any
t ∈ [0, τ), and Λ := supx∈U |Bx| is the maximal norm assumed by the second fundamental form
of M ↪→ Rn on U .

73



In Proposition 2.3.31, writing that a constant depends on an open set U ⊂ M is a shortcut
for saying that such constant depends on the metric g of M on U , and thus possibly on all the
intrinsic geometric quantities depending on g on U .

The proof of Proposition 2.3.31 is a bit technical but based on classical arguments in the
theory of geometric parabolic equations, and it is postponed to Section 2.3.5.

Remark 2.3.32 (Interpolation inequalities). We recall separately some interpolation inequali-
ties we shall employ. For α ∈ (0, 1) and k ∈ N with k ≥ 1 such that s = αk is not an integer,
[Lun18, Example 5.15] and [Lun18, Corollary 1.7] imply that

‖f‖W s,p(R) ≤ c(α, p, k)‖f‖1−αLp(R)‖f‖
α
Wk,p(R),

for any f ∈ W k,p(R). By taking α ∈ (0, 1) such that αk > k − 1 and it is not an integer, we
have the inequality

‖f‖Wk−1,p(R) ≤ c(α, p, k)‖f‖1−αLp(R)‖f‖
α
Wk,p(R).

Hence for a function F ∈W k,p(S1;Rn), using a continuous extension operator T : W k,p(S1;Rn)→
W k,p(R;Rn) we deduce the inequality

‖F‖Wk−1,p(S1;Rn) ≤ c(α, p, k)‖F‖1−α
Lp(S1;Rn)

‖F‖αWk,p(S1;Rn). (2.45)

Similarly, setting k = 1 and thus α = s it holds that

‖F‖W s,p(S1;Rn) ≤ c(s, p)‖F‖1−sLp(S1;Rn)
‖F‖sW 1,p(S1;Rn), (2.46)

for any F ∈W 1,p(S1;Rn).
The same references also imply the following interpolation inequality. Let k ∈ N with k ≥ 2

and 0 < δ < β < 1; then there exists θ′ ∈ (0, 1) such that

‖f‖Ck,δ(R) ≤ c(k, β, ε, θ′)‖f‖1−θ
′

Ck−2(R)
‖f‖θ′Ck,β(R),

for any f ∈ Ck,β(R). More precisely, we can choose θ′ = 2+δ
2+β , so that k + δ = (1− θ′)(k − 2) +

θ′(k + β). By suitable extension of a function F ∈ Ck,β(S1;Rn), we have the inequality

‖F‖Ck,δ(S1;Rn) ≤ c(k, β, ε, θ′)‖F‖1−θ
′

Ck−2(S1;Rn)
‖F‖θ′Ck,β(S1;Rn). (2.47)

Let us adopt the following notation. If γ(t, ·) is some curve, we will denote by

T (t, x) =
2π

L(γ(t, ·))

ˆ x

0
|∂xγ(t, y)| dy,

so that the reparametrization
γ(t, T−1(t, ·))

is a constant speed curve.

We are finally ready to prove the following theorem, which promotes sub-convergence to full
convergence of the flow.

Theorem 2.3.33 (Smooth convergence). Suppose that (M, g) is an analytic complete Rie-
mannian manifold endowed with an analytic metric tensor g. Let p ≥ 2 and suppose that
γ : [0,+∞) × S1 → M is a smooth solution of (2.42). Suppose that there exist a sequence of
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isometries In : M →M , a sequence of times tn ↗ +∞, and a smooth critical point γ∞ : S1 →M
of Ep such that

In ◦ γ(tn, T
−1(tn, ·))− γ∞(·) −−−→

n→∞
0 in Cm(S1),

for any m ∈ N. If p > 2 assume also that |kγ∞(x)| 6= 0 for any x.
Then the flow γ(t, ·) converges in Cm(S1) to a critical point as t→ +∞, for any m and up

to reparametrization.

Proof. In this proof constants may change from line to line and their dependence on universal
parameters will be omitted. Let m ≥ 8 be fixed. Let ε ∈ (0, 1) that will be fixed later on. By
hypothesis there exists nε ∈ N such that

‖Il ◦ γ(tl, T
−1(tl, ·))− γ∞(·)‖Cm(S1) ≤ ε ∀ l ≥ nε.

Let us rename γε(·) := Il ◦γ(tl, T
−1(tl, ·)) for a chosen l ≥ nε. If p > 2, for ε small we can assume

that |kγε(x)| 6= 0 for any x. By Theorem 2.3.29 there exists a solution γ̃ : [0, T )× S1 →M of{
∂tγ̃ = −

(
∇2
s|kγ̃ |p−2kγ̃ + 1

p′ |kγ̃ |
pkγ̃ − kγ̃ +R(|kγ̃ |p−2kγ̃ , τγ̃)τγ̃

)
on [0, T )× S1,

γ̃(0, ·) = γε(·),

for some T > 0. Since Inε is an isometry, we have that γ̃(t, x) = Inε ◦ γ(tnε + t, x) up to
reparametrization. Hence, recalling Remark 2.3.30, as γ exists for any time by hypothesis, we
get that T = +∞.

We denote by γ̂ the constant speed reparametrization of γ̃. For any ε sufficiently small,
we can write γ̂ as a variation of γ∞, at least for small times. More precisely, there is some
T ′ ∈ (0,+∞] such that for any t ∈ [0, T ′) there exists ψt ∈ T (γ∞)4,p such that γ̂(t, ·) = expψt(x)
and ‖ψt‖W 4,p < σ, with σ is as in Corollary 2.3.28 applied to γ∞. We assume that T ′ is the
maximal time such that γ̂ can be written in such a way with fields ψt with ‖ψt‖W 4,p < σ.

Suppose by contradiction that T ′ < +∞. Up to choosing a smaller σ = σ(γ∞), we can apply
Proposition 2.3.31 with Γ = γ∞ and τ = T ′ on the flow γ̃. In the notation on Proposition 2.3.31,
we obtain

sup
[0,T ′)

‖γ̂(t, ·)− γε‖Cm−3(S1) ≤ sup
[0,T ′)

c‖γ̂(t, ·)− γε(·)‖Wm−2,2(S1)

≤ sup
[0,T ′)

c‖γ̂(t, ·)− γε‖C1(S1) + C(σ(γ∞))‖kγ̂(t, ·)− kγε‖Wm−4,2(S1)

≤ sup
[0,T ′)

c‖γ̂(t, ·)− γ∞‖C1(S1) + c‖γε − γ∞‖C1(S1)+

+ C(σ(γ∞))(‖kγ̂(t, ·)‖Wm−4,2(S1) + ‖kγε‖Wm−4,2(S1))

≤ C(σ(γ∞)) + cε+ C(m, ‖kγ∞‖W 2,2 , σ(γ∞),U ,Λ)(1 + ‖kγε‖Wm−2,2)

≤ C(m, γ∞,U ,Λ)(1 + ‖kγε‖Wm−2,2)

≤ C(m, γ∞,U ,Λ)(1 + ε+ ‖kγ∞‖Cm−2(S1))

≤ C(m, γ∞,U ,Λ).

Also, U and Λ only depend on γ∞ and σ = σ(γ∞), then the above estimate becomes

sup
[0,T ′)

‖γ̂(t, ·)− γε(·)‖Cm−3(S1) ≤ C(m, γ∞),

and we observe that the constant on the right hand side is independent of ε. By triangular
inequality we also have

sup
[0,T ′)

‖γ̂(t, ·)− γ∞(·)‖Cm−3(S1) ≤ C(m, γ∞). (2.48)
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Now define
H(t) = (Ep(γ̂(t, ·))− Ep(γ∞))θ,

where θ is the  Lojasiewicz–Simon exponent of Corollary 2.3.28. Observe that since Ep(γ0) ≥
Ep(γ∞), by uniqueness of the flow we also have that Ep(γ̂(t, ·)) ≥ Ep(γ∞) for any t, and we can
also assume that 0 < Ep(γ̂(t, ·))− Ep(γ∞) < 1 without loss of generality. In particular H is well
defined and positive.

By Remark 2.3.30 we have that ∂⊥t γ̂ = −|∂xγ̂|−1∇T (γ̂)p
′ ,T (γ̂)pE(0). Using Corollary 2.3.28

get that

− d

dt
H(t) = −θH

θ−1
θ (t)〈∇T (γ̂)p′ ,T (γ̂)pE(0), ∂⊥t γ̂〉Lp′ (dx),Lp(dx)

= θH
θ−1
θ (t)‖∂⊥t γ̂‖2L2(dsγ̂)

≥ C(L(γ̂))θH
θ−1
θ (t)‖∂⊥t γ̂‖Lp′ (dsγ̂)‖∂

⊥
t γ̂‖L2(dsγ̂)

≥ C(L(γ̂), γ∞)θH
θ−1
θ (t)‖∇T (γ∞)p′ ,T (γ∞)pE(ψt)‖Lp′ (dsγ̂)‖∂

⊥
t γ̂‖L2(dsγ̂)

≥ C(L(γ̂), γ∞)θH
θ−1
θ (t)|E(ψt)−E(0)|1−θ‖∂⊥t γ̂‖L2(dsγ̂)

= C(L(γ̂), γ∞)θH
θ−1
θ (t)|Ep(γ̂(t, ·))− Ep(γ∞)|1−θ‖∂⊥t γ̂‖L2(dsγ̂)

= C(L(γ̂), γ∞)θ‖∂⊥t γ̂‖L2(dsγ̂),

(2.49)

for t ∈ [0, T ′).
Now let us write more explicitly γ̂ as γ̂(t, x) = γ̃(t, χ(t, x)), where χ(t, ·) is the inverse of

x 7→ 2π

L(γ̃(t, ·))

ˆ x

0
dsγ̃ ,

and |∂xγ̃|(0, x) = |∂xγ̂|(0, x) = L(γε)
2π , as the initial datum γε is parametrized with constant

speed.
Using (2.49) we have that∣∣∣∣ˆ x

0
dsγ̃ −

L(γε)

2π
x

∣∣∣∣ =

∣∣∣∣ˆ t

0
∂t

ˆ x

0
dsγ̃ dt

∣∣∣∣ ≤ ˆ t

0

∣∣∣∣ˆ x

0
〈kγ̃ , ∂tγ̃〉 dsγ̃

∣∣∣∣ dt ≤ C(γ∞)

ˆ t

0
‖∂tγ̃‖L2(dsγ̃) dt

= C(γ∞)

ˆ t

0
‖∂⊥t γ̂‖L2(dsγ̂) dt ≤ C(γ∞)H(0) ≤ C(γ∞)‖γε − γ∞‖θC2 ≤ C(γ∞)εθ,

for any t < T ′ and any x ∈ S1. It follows that
∣∣∣ 2π
L(γ̃)

´ x
0 dsγ̃ − x

∣∣∣ ≤ C(γ∞)εθ as well. If ε is

sufficiently small, we deduce that

|χ(t, x)− x| ≤ C(γ∞)εθ, (2.50)

for any t < T ′ and any x ∈ S1.
Therefore, writing γ̃(t, y) = γ̂(t, ϕ(t, y)) and letting γ̃∞ := γ∞(t, ϕ(t, y)), we have

‖γ̂(t, ·)− γ∞‖2L2(dx) ≤ C(γ∞)‖γ̂(t, ·)− γ∞‖2L2(dsγ̂) =

ˆ
|γ̃(t, y)− γ∞(ϕ(t, y))|2 dsγ̃

≤ C(γ∞)

ˆ
|γ̃(t, y)− γ̃(0, y)|2 dsγ̃ + |γ̃(0, y)− γ̃∞(t, y)|2 dsγ̃ .

We estimate the two terms above as(ˆ
|γ̃(t, y)− γ̃(0, y)|2 dsγ̃

) 1
2

≤
ˆ t

0
‖∂tγ̃‖L2(dsγ̃) dt =

ˆ t

0
‖∂⊥t γ̂‖L2(dsγ̂) dt ≤ C(γ∞)H(0) ≤ C(γ∞)εθ,
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and ˆ
|γ̃(0, y)− γ̃∞(t, y)|2 dsγ̃ =

ˆ
|γε(y)− γ̃∞(t, y)|2 dsγ̃ =

ˆ
|γε(χ(t, x))− γ∞(x)|2 dsγ̂

≤ 2

ˆ
|γε(χ(t, x))− γε(x)|2 + |γε(x)− γ∞(x)|2 dsγ̂

≤ C(γ∞)

(
(Lip(γε))

2

ˆ
S1

|χ(t, x)− x|2 dx+ ‖γε − γ∞‖2∞
)

≤ C(γ∞)ε2θ,

where we used (2.50). It follows that

‖γ̂(t, ·)− γ∞‖L2(dx) ≤ C(γ∞)εθ, (2.51)

for any t < T ′. By (2.45) and (2.46), using that for s ∈ (1
2 , 1) we have the continuous embeddings

W s,2 ↪→ C0,α′ ↪→ Lp, for some α ∈ (0, 1) we can write

‖γ̂(t, ·)− γ∞‖W 4,p ≤ C‖γ̂(t, ·)− γ∞‖αC5‖γ̂(t, ·)− γ∞‖1−αLp(dx)

≤ C‖γ̂(t, ·)− γ∞‖αC5‖γ̂(t, ·)− γ∞‖1−αW s,2(dx)

≤ C‖γ̂(t, ·)− γ∞‖αC5

(
C‖γ̂(t, ·)− γ∞‖1−sL2(dx)

‖γ̂(t, ·)− γ∞‖sW 1,2(dx)

)1−α

≤ C(γ∞)εθ(1−s)(1−α)

for t ∈ [0, T ′), where in the last inequality we used (2.48) and (2.51). This means that

‖exp(ψt)− γ∞‖W 4,p ≤ C(γ∞)εθ(1−s)(1−α),

for t ∈ [0, T ′), and if ε is sufficiently small this implies that ‖ψt‖W 4,p ≤ 1
2σ for any t ∈ [0, T ′),

contradicting the maximality of T ′.

Hence we proved that for some now fixed ε0 > 0, for any l ≥ nε0 the constant speed
parametrized flow γ̂l starting at γl := Il ◦ γ(tl, T

−1(tl, ·))) exists for any time and it can be
written as a variation of γ∞ with uniformly bounded fields. In particular the evolution γ̂l stays
in the compact set U for any t for any l ≥ nε0 . Similarly, it follows that the original flow γ
definitely remains in I−1

nε0
(U) =: V.

For l ≥ nε0 consider the sequence of isometries Il : V → U . By Ascoli-Arzelà Theorem, up to
subsequence we have that Il uniformly converges to a map I : V → U , which is still an isometry,
and thus it is smooth by Myers–Steenrod Theorem (see [KN96, p. 169]). Moreover, observe
that by compactness there exists a constant ∆ > 0 such that

|x− y| ≤ d(M,g)(x, y) ≤ ∆|x− y|,

for any couple x, y ∈ U or x, y ∈ V, where d(M,g) is the geodesic distance on M .
Let us denote γ̂0 := γ̂nε0 . By uniqueness and Remark 2.3.30 we have that

γ̂0 = Inε0 ◦ I
−1
l ◦ γ̂l,

up to a translation in time depending on l, for any l > nε0 .
We know that for any ε ∈ (0, ε0) and any l ≥ nε the flow γ̂l verifies that

‖γ̂l(t, ·)− γ∞‖L2(dx) ≤ C(γ∞)εθ,
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for any t > 0. Indeed, this follows from (2.51) applied on the flow γ̂l. Therefore we have

‖γ̂0(t+ Tl, ·)− Inε0 ◦ I
−1
l ◦ γ∞‖L2(dx) = ‖Inε0 ◦ I

−1
l ◦ γ̂l(t, ·)− Inε0 ◦ I

−1
l ◦ γ∞‖L2(dx) ≤ C̄εθ,

for any ε, l ≥ nε, and any t > 0, where C̄ = C̄(γ∞,∆) and Tl depends on l. Also, we have that

Inε0 ◦ I
−1
l ◦ γ∞ −→l Inε0 ◦ I

−1 ◦ γ∞,

uniformly on S1, and then in L2(dx). Hence, finally, for any given ε̄ we can set ε = (C̄ε̄)
1
θ and

take l ≥ nε such that ‖Inε0 ◦ I
−1
l ◦ γ∞ − Inε0 ◦ I

−1 ◦ γ∞‖L2(dx) ≤ ε̄, and we obtain

‖γ̂0(t, ·)− Inε0 ◦ I
−1 ◦ γ∞‖L2(dx)

≤ ‖γ̂0(t, ·)− Inε0 ◦ I
−1
l ◦ γ∞‖L2(dx) + ‖Inε0 ◦ I

−1
l ◦ γ∞ − Inε0 ◦ I

−1 ◦ γ∞‖L2(dx)

≤ 2ε̄,

for any t > Tl. This implies that

∃ lim
t→+∞

γ̂0(t, ·) = Inε0 ◦ I
−1 ◦ γ∞ =: γ̄ in L2(dx).

Now we can use (2.45) to get that

‖γ̂0(t, ·)− γ̄‖Wm−4,2 ≤ C‖γ̂0(t, ·)− γ̄‖αCm−3‖γ̂0(t, ·)− γ̄‖1−α
L2(dx)

,

and using (2.48) we see that γ̂0 → γ̄ in Wm−4,2. Taking higher m and interpolating using (2.47),
one gets that γ̂0 converge smoothly. Finally, since the original flow γ is a reparametrization of
I−1
nε0
◦ γ̂0, it smoothly converges as desired, up to reparametrization.

Let us conclude by stating some consequences of Theorem 2.3.33. As we already mentioned,
sub-convergence of the flow for p = 2 has been proved in the literature in some ambient spaces;
thus we can apply Theorem 2.3.33 to get the following consequence.

Corollary 2.3.34. Let p = 2 and suppose that γ : [0,+∞) × S1 → M is a smooth solution of
(2.42). Assume that M is either the Euclidean space Rm, the hyperbolic plane H2, or the unit
2-sphere S2.

Then γ smoothly converges as t→ +∞ to a critical point γ∞ of E2 up to reparametrization.
In particular, the flow stays in a compact set of M for any time.

The proof of Corollary 2.3.34 follows from Theorem 2.3.33 by the fact that sub-convergence
of the flow has been proved in [DKS02] if M = Rm, in [DS17] if M = H2, and in [Dal+18] if M
is a 2-sphere.

Theorem 2.3.33 is clearly applicable in the special case where the isometries In appearing in
the statement are the identity on M for any n. This is precisely the case in which one already
knows that the flow remains in a compact subset of M . Such a hypothesis is automatically
satisfied if the ambient manifold M is compact. Therefore we can state the following.

Corollary 2.3.35. Suppose that (M, g) is an analytic compact Riemannian manifold endowed
with an analytic metric tensor g. Let p = 2 and suppose that γ : [0,+∞)× S1 →M is a smooth
solution of (2.42). Suppose that ‖γ(t, ·)‖Cm(S1) ≤ C(m) < +∞ for any t ≥ 0.

Then the flow γ(t, ·) converges in Cm(S1) to a critical point as t→ +∞, for any m and up
to reparametrization.
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Corollary 2.3.35 follows from the fact that, since M is compact, uniform bounds in Cm for
any m guarantee the existence of a sequence of times tn ↗ +∞ and of a critical point γ∞ such
that γ(tn, ·) → γ∞ in Cm(S1) for any m as n → +∞ up to reparametrization. Hence we can
apply Theorem 2.3.33 and Corollary 2.3.35 follows.

Let us remark that under the assumptions that M is an analytic compact manifold with an
analytic metric g and p = 2, the uniform bounds in Cm in the hypotheses of Corollary 2.3.35 are
likely to be true in general. Indeed, one should be able to derive the usual parabolic estimates
in the same fashion of [DKS02], thus getting the desired uniform bounds.

Let us conclude with a few comments.

Remark 2.3.36. Theorem 2.3.33 remains true if one considers the analogously defined flow
of the energy

´
λ + 1

p |k|
p for any λ > 0. We believe that the statement of Corollary 2.3.34

continues to hold true if M is any hyperbolic space Hm or a sphere Sm with m ≥ 2, but the
sub-convergence of the flow has not been proved explicitly in the literature in these ambients,
up to the knowledge of the author. More generally, it is likely that Corollary 2.3.34 remains
true whenever (M, g) is a homogeneous manifold, that is a Riemannian manifold such that the
group of isometries acts transitively on M ; indeed, in such a case, one should be able to prove
sub-convergence of the flow for p = 2 exactly as in [DKS02].

We remark that the hypothesis of (Mm, g) being of bounded geometry is not sufficient to
imply that the solution of the flow converges. Indeed, in Section 2.3.6 we construct a simple
example of a solution to the flow of the elastic energy with p = 2 in a surface in R3 that does
not converge.

Remark 2.3.37. We remark that, even if Corollary 2.3.34 implies that the solution of the elastic
flow for p = 2 in Rm stays in a compact region, this result does not tell anything about the
size of the compact set containing the flow. We believe it is a nice open question to quantify, if
possible, the size of such compact set depending on the given initial datum γ0. We also mention
that a related problem which is still open, up to the author’s knowledge, is to prove or disprove
the Huisken’s conjecture stating that for the flow of E2 in R2, if the datum γ0 does not intersect
a closed halfplane, then the solution γ(t, ·) is never completely contained in such halfplane.

2.3.5 Proof of Proposition 2.3.31

Throughout this section we assume the hypotheses of Proposition 2.3.31. More precisely we
consider γ : [0, τ) × S1 → M to be a smooth solution of (2.42), and Γ : S1 → M is a fixed
smooth curve parametrized with constant speed. Let γ̂ be the constant speed reparametrization
of γ. We assume that σ̄ > 0 is such that

‖γ̂(t, ·)− Γ‖W 4,p ≤ σ̄,

for any t ∈ [0, τ). From now on we denote by k = k(t, x) and k̂ = k̂(t, x) the curvature of γ(t, ·)
and γ̂(t, ·) at the point x respectively. We are going to prove that if σ̄ is small enough, we can
bound the Sobolev norm ‖k̂‖Wm,2 uniformly in time in terms of the initial datum and a suitable
constant. We will deal here only with the case p > 2. The very same argument can be replicated
for the case p = 2, and the calculations become even simpler. Therefore we also assume that
|kΓ(x)| 6= 0 for any x.

We assume that σ̄ > 0 is small enough so that ‖γ̂(t, ·)− Γ‖C3 is so small that

|k(t, x)| ≥ c > 0,
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for any t ∈ [0, τ) and x, where c = c(σ̄, kΓ). Observe that therefore the choice of σ̄ only depends
on the curvature kΓ of Γ. Moreover, by assumptions there exists a bounded neighborhood
U = U(σ̄) of Γ in M such that the flow γ is contained in U for every time. We then let
Λ := supx∈U |Bx|, where |B| is the norm of the second fundamental form of M ↪→ Rn. In the
forthcoming constants denoted by the capital letter C we will usually omit the dependence on
σ̄, E (Γ), U , Λ, and a chosen index m ∈ N.

Let us introduce the so-called scale invariant norms on k. We let

‖k‖n,q :=
n∑
j=0

‖∇jk‖q,

where

‖∇jk‖q := L(γ(t, ·))j+1− 1
q

(ˆ
|∇jk|q ds

) 1
q

.

As the integrand is a geometric quantity integrated with respect to arclegth, one can verify that

‖k‖n,q = ‖k̂‖n,q.

First we need to recall a few fact about these norms and some interpolation inequalities.

Lemma 2.3.38. Let γ(t, x) be as above.

1. For any n ∈ N and q ∈ [1,∞), it holds that

1

C
‖k‖n,q ≤ ‖k̂‖Wn,q ≤ C‖k‖n,q. (2.52)

2. For any n ∈ N it holds that

‖k‖2n,2 ≤ c(n)(‖∇nk‖22 + ‖k‖22). (2.53)

3. For any n ∈ N, q ≥ 2, and 0 ≤ i < n, it holds that

‖∇ik‖q ≤ C(q, n)‖k‖1−α2 ‖k‖αn,2, (2.54)

with α = 1
n

(
i+ 1

2 −
1
q

)
.

4. Suppose ν ≥ 2 and 1 ≤ i1 ≤ ... ≤ iν ≤ n−1 are integers. Let µ =
∑ν

j=1 ij. If µ+ ν
2 < 2n+1,

then for any ε > 0 it holds that

ˆ
Πν
j=1|∇ijk| ≤ ε

ˆ
|∇nk|2 ds+ C(ε). (2.55)

Proof. We prove the items separately.

1. If φ is a smooth normal field along γ on M , it holds that

∇nφ = ∂ns φ+

n−1∑
j=0

Lnj (∂jsφ), (2.56)
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for any n, where Lnj is a smooth tensor defined on U , and ‖Lnj ‖ ≤ C(n, σ̄, kΓ,U ,Λ). Indeed
the equality immediately follows for n = 1, and then

∇n+1φ = ∂s∇nφ−〈∂s∇nφ, τ〉τ−〈∂s∇nφ,Nj〉Nj = ∂s∇nφ+〈∇nφ, ∂sτ〉τ−〈∇nφ, ∂sNj〉Nj ,

where {Nj} is a locally defined orthonormal frame of M , and then (2.56) follows by
induction on n.

Now we consider (2.56) with φ = k. Observe that for any n ∈ N we have
ˆ
|∂nsγk|

q dsγ =

ˆ
|∂nsγ̂ k̂|

q dsγ̂ .

Since 0 < L(Γ)− η ≤ L(γ) ≤ L(Γ) + η for σ̄ small, we get that (2.52) follows from (2.56)
by induction on n using that γ̂ is parametrized with constant speed.

2. By scaling invariance, we can assume L(γ(t, ·)) = 1. For n = 2 the inequality follows from
‖∇k‖22 = −

´
〈k,∇2k〉 ds; for higher n the inequality follows by induction.

3. By scaling invariance, we can assume that L(γ(t, ·)) = 1 and also that γ(t, ·) is arclength
parametrized. Then since |∂s|φ|| ≤ |∇φ| for any normal field φ along γ on M , the standard
proof of [Aub98, Theorem 3.70] applies.

4. Equation (2.55) follows by the very same arguments leading to [DKS02, (2.16)], observing
that the proof only relies on Hölder inequality, on (2.53), and on (2.54). The constant
C(ε) appearing on the right hand side of (2.55) depends on ε and we omitted dependence
on
´
|k|2 ds as it is estimated in terms of E (Γ) and σ̄.

By Item 1 in Lemma 2.3.38, our aim is then to bound the norms ‖∇mk‖2 uniformly in time
for any m ∈ N, as this will imply Proposition 2.3.31.

Let us denote by V the velocity of the flow γ, that is

V := −∇2(|k|p−2k)− 1

p′
|k|pk + k −R(|k|p−2k, τ)τ.

We denote ∂⊥t := γ⊥∂t, where recall that γ⊥ = M> − γ>. First of all, we need to derive the
evolution equations for the derivatives of the curvature.

Lemma 2.3.39. Let γ(t, x) be as above.

1. It holds that
∂⊥t k = ∇2V + 〈V, k〉k +R(V, τ)τ. (2.57)

2. For any smooth normal field φ along γ on M it holds that

∂⊥t ∇φ−∇∂⊥t φ = 〈φ, k〉∇V + 〈k, V 〉∇φ− 〈φ,∇V 〉k +R(V, τ)φ. (2.58)

3. For any m ∈ N, denoting by φm = ∇mk, we have that

∂⊥t φm +∇m+4(|k|p−2k) = ∇m+2

(
− 1

p′
|k|pk + k −R(|k|p−2k, τ)τ

)
+

+∇m (〈V, k〉k +R(V, τ)τ) +

m−1∑
j=0

∇m−1−j(X(φj)),

(2.59)
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where
X(φ) = 〈φ, k〉∇V + 〈k, V 〉∇φ− 〈φ,∇V 〉k +R(V, τ)φ,

for any smooth normal field φ along γ on M .

Proof. We prove the items separately.

1. Equation (2.57) follows from (2.16).

2. For φ, ψ normal along γ on M we compute

〈∂⊥t ∇φ, ψ〉 = 〈∂t(∂sφ+ 〈φ, k〉τ + 〈φ, ∂sNj〉Nj), ψ〉,

where {Nj} is a locally defined orthonormal frame of M . Using that ∂t∂s = ∂s∂t+〈k, V 〉∂s,
writing

∂tφ = ∂⊥t φ− 〈φ, ∂⊥t τ〉τ − 〈φ, ∂⊥t Nj〉Nj ,

using that ∂⊥t τ = ∇V by (2.15) and using Gauss equation, one obtains (2.58).

3. We know that (2.59) holds for m = 0 by (2.57). The cases m ≥ 1 then easily follow by
induction on m using (2.58).

We introduce the following notation. If φ1, ..., φr are vector fields along γ, we denote by

φ1 ∗ ... ∗ φr,

a generic contraction of the given fields by some tensor whose norm is locally bounded on M .
The outcome of the contraction may be a vector or a scalar function. In particular we have
that |φ1 ∗ ... ∗ φr| ≤ C|φ1|...|φr| on U for some constant C clearly depending also on the specific
tensor.

We need a few last inequalities and then we will be able to prove the desired bounds using
the evolution equations (2.59).

Lemma 2.3.40. Let γ(t, x) be as above.

1. Let n ∈ N with n ≥ 1 and j ∈ {1, ..., n}. For any ε > 0 it holds that
ˆ
|∇n−jk|2 ds ≤ ε‖∇nk‖22 + C(ε).

2. Let n ∈ N with n ≥ 1 and j ∈ {1, ..., n}. For any ε > 0 it holds that
ˆ
|∇n−jk||∇nk| ds ≤ ε‖∇nk‖22 + C(ε).

3. For any q ∈ R and L ∈ N with L ≥ 1 it holds that

∂Ls |k|q = Cq,L|k|q−2L〈k,∇k〉L +
∑

l1+...+lλ=L

1≤l1≤...≤lλ<L

Cl̄|k|ql̄k ∗ ... ∗ k ∗ ∇l1k ∗ ... ∗ ∇lλk+

+ q|k|q−2〈k,∇Lk〉,

where Cq,L ∈ R and we denoted by l̄ the array (l1, ..., lλ), and Cl̄, ql̄ are some numbers
depending on l̄.
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Proof. We prove the items separately.

1. Applying (2.54) and then (2.53) we find

ˆ
|∇n−jk|2 ds ≤ C‖∇n−jk‖22 ≤ C‖k‖

2(1−α)
2 ‖k‖2αn,2 ≤ C‖k‖

2(1−α)
2 (‖∇nk‖22 + ‖k‖22)α

≤ C‖∇nk‖2α2 + C ≤ ε‖∇nk‖22 + C(ε),

where we used that α = n−j
n = 1− j

n < 1, and then 2α < 2 and we used Young inequality.

2. Arguing as in Item 1 we obtain

ˆ
|∇n−jk||∇nk| ds ≤ C‖∇n−jk‖2‖∇nk‖2 ≤ C‖k‖1−α2 ‖k‖αn,2‖∇nk‖2

≤ C(‖∇nk‖22 + ‖k‖22)
α
2 ‖∇nk‖2 ≤ C‖∇nk‖2 + C‖∇nk‖1+α

2 ,

where α = 1− j
n , then 1+α < 2, and thus the conclusion follows again by Young inequality.

3. For L = 1 we have ∂s|k|q = q|k|q−2〈k,∇k〉, and then for L ≥ 2 the claim follows by
induction.

We are ready for estimating the norms ‖∇mk‖2 uniformly in time. Recall that ‖∇k‖L∞ ≤
C = C(σ̄, ‖kΓ‖W 2,2) and also ‖∇2k‖p ≤ C = C(σ̄, ‖∇2kΓ‖L2) uniformly in time by assumptions.
From now on let

m ≥ 3,

and assume by induction that

‖k̂‖Wm−1,2(t) ≤ C(1 + ‖k̂‖Wm−1,2(0)),

for any t ∈ [0, τ), where always C = C(m−1, σ̄,U , ‖kΓ‖W 2,2 ,Λ). In particular |∇rk| is uniformly
bounded in L∞ for any r = 0, ...,m− 2, and ∇m−1k ∈ L2(dsγ).

Multiplying (2.59) by ∇mk and integrating we get the evolutions

∂t

(
1

2

ˆ
|∇mk|2 ds

)
+

ˆ
〈∇m+2k,∇m+2(|k|p−2k)〉 ds

=

ˆ 〈
∇mk,∇m+2

(
− 1

p′
|k|pk + k −R(|k|p−2k, τ)τ

)〉
ds+

+

ˆ 〈
∇mk,∇m (〈V, k〉k +R(V, τ)τ) +

m−1∑
j=0

∇m−1−j(X(∇jk))

〉
ds,

(2.60)

in the notation of (2.59). We now estimate each term in (2.60). We are going to see that, once
the second summand on the left hand side is correctly estimated, by the same arguments also
the remaining terms will be controlled in the right way.
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We have

ˆ
〈∇m+2k,∇m+2(|k|p−2k)〉 =

m+2∑
j=0

(
m+ 2
j

)ˆ
〈∇m+2k, ∂js(|k|p−2)∇m+2−jk〉

=

ˆ
|k|p−2|∇m+2k|2 +

m+2∑
j=1

(
m+ 2
j

) ˆ
〈∇m+2k, ∂js(|k|p−2)∇m+2−jk〉

≥ C
ˆ
|∇m+2k|2 +

m+2∑
j=1

(
m+ 2
j

)ˆ
〈∇m+2k, ∂js(|k|p−2)∇m+2−jk〉.

(2.61)

Let j ∈ {1, ...,m+ 2}. By Lemma 2.3.40 we find

ˆ
〈∇m+2k, ∂js(|k|p−2)∇m+2−jk〉 = Cp−2,j

ˆ
|k|p−2−2j〈k,∇k〉j〈∇m+2k,∇m+2−jk〉+

+
∑

l1+...+lλ=j

1≤l1≤...≤lλ<j

Cl̄

ˆ
|k|ql̄k ∗ ... ∗ k∇l1k ∗ ... ∗ ∇lλk〈∇m+2k,∇m+2−jk〉+

+ (p− 2)

ˆ
|k|p−4〈k,∇jk〉〈∇m+2k,∇m+2−jk〉.

(2.62)

We study separately the case j = m+ 2. So let j = m+ 2. In this case
ˆ
〈∇m+2k, ∂m+2

s (|k|p−2)k〉 = Cp−2,m+2

ˆ
|k|p−2−2(m+2)〈k,∇k〉m+2〈∇m+2k, k〉+

+
∑

l1+...+lλ=m+2

1≤l1≤...≤lλ<m+2

Cl̄

ˆ
|k|ql̄k ∗ ... ∗ k∇l1k ∗ ... ∗ ∇lλk〈∇m+2k, k〉+

+ (p− 2)

ˆ
|k|p−4〈∇m+2k, k〉2

≥ Cp−2,m+2

ˆ
|k|p−2−2(m+2)〈k,∇k〉m+2〈∇m+2k, k〉+

+ C(1,m+1)

ˆ
|k|q(1,m+1)k ∗ ... ∗ k∇k ∗ ∇m+1k〈∇m+2k, k〉+

+
∑

l1+...+lλ=m+2

1≤l1≤...≤lλ<m+1

Cl̄

ˆ
|k|ql̄k ∗ ... ∗ k∇l1k ∗ ... ∗ ∇lλk〈∇m+2k, k〉.

Clearly ∣∣∣∣Cp−2,m+2

ˆ
|k|p−2−2(m+2)〈k,∇k〉m+2〈∇m+2k, k〉

∣∣∣∣ ≤ εˆ |∇m+2k|2 + C(ε),

∣∣∣∣C(1,m+1)

ˆ
|k|q(1,m+1)k ∗ ... ∗ k∇k ∗ ∇m+1k〈∇m+2k, k〉

∣∣∣∣ ≤ εˆ |∇m+2k|2 + C(ε).

We want to prove the very same estimate for the generic term

Cl̄

ˆ
|k|ql̄k ∗ ... ∗ k∇l1k ∗ ... ∗ ∇lλk ∗ ∇m+2k, (2.63)

with 1 ≤ l1 ≤ ... ≤ lλ < m+ 1 and l1 + ...+ lλ = m+ 2. We divide two cases.
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• Suppose that writing l1 ≤ ... ≤ li−1 < m − 1 ≤ li ≤ ... ≤ lλ ≤ m it occurs that∑λ
r=i lr = m+ 2, or suppose that there is some s such that ls = m− 2.

In the first situation, since ]{lr ≥ m−1} ≤ 1 + 3
m−1 , if m > 4 then ]{lr ≥ m−1} ≤ 1, and

it is impossible to satisfy that
∑λ

r=i lr = m + 2. If instead m = 3, then it must be that
lλ = 3, lλ−1 = 2, while if m = 4, then it must occur that lλ = lλ−1 = 3. We can handle
these two cases individually:

ˆ
|∇2k||∇3k||∇5k| ≤ C‖∇2k‖p‖∇3k‖q‖∇5k‖2 ≤ C‖∇5k‖2(‖∇5k‖α2 + C)

≤ ε
ˆ
|∇5k|2 + C(ε),

(2.64)

where 1
2 + 1

p + 1
q = 1, and then q > 2, and α = 1

5(3 + 1
2 −

1
q ) = 3

5 + 1
5p by Lemma 2.3.38,

so that 1 + α < 2;

ˆ
|∇3k|2|∇6k| ≤ C(‖∇3k‖44)

1
2 ‖∇6k‖2 ≤

(
‖∇3k‖2(1−s)

2 ‖∇3k‖sqq
) 1

2 ‖∇6k‖2

≤ ‖∇3k‖(1−s)2 (C + ‖∇6k‖α2 )
sq
2 ‖∇6k‖2 ≤ C‖∇6k‖2 + ‖∇6k‖1+αsq

2
2 ,

where we used that ‖∇3k‖2 is uniformly bounded by induction, 4 = 2(1 − s) + qs, and
α = 1

6(3 + 1
2 −

1
q ) by Lemma 2.3.38. Since sq = 2 + 2s, for s small we get αsq

2 = α(1 + s) <

(1
2 + 1

12)(1 + s) < 1, and we conclude the desired estimate by Young inequality.

In the other situation, when there is some ls = m − 2, we see that if ]{lr ≥ m − 1} < 2
then {lr ≥ m− 1} is either empty or only contains lλ, and thus by induction the integral
is estimated by

C

ˆ
|∇lλk||∇m+2k|, or C

ˆ
|∇m+2k|,

and we can apply Lemma 2.3.40. If instead ]{lr ≥ m− 1} ≥ 2, then, from
∑λ

1 lr = m+ 2,
we are in the case m = 3, and one estimates a term like

C

ˆ
|∇3k||∇5k|,

by Lemma 2.3.40, or like

C

ˆ
|∇2k|2|∇5k|,

in the same way we treated (2.64).

• In this second case we have that writing l1 ≤ ... ≤ li−1 < m − 1 ≤ li ≤ ... ≤ lλ ≤ m it
occurs that

∑λ
r=i lr < m+ 2, and lr 6= m− 2 for any r.

In this case we first integrate by parts in (2.63) once, and thus we get something of the
form ∣∣∣∣Cl̄ ˆ |k|ql̄k ∗ ... ∗ k∇l1k ∗ ... ∗ ∇lλk ∗ ∇m+2k

∣∣∣∣ ≤ C ˆ Πλ
r=1|∇jrk| |∇m+1k|

≤ C
ˆ

Πλ
r=i|∇jrk| |∇m+1k|,

where we wrote 1 ≤ j1 ≤ ...ji−1 < m− 1 ≤ ji ≤ ... ≤ jλ ≤ m+ 1, where we used that since
lr 6= m−2 for any r, then ]{lr ≥ m−1} = ]{jr ≥ m−1}. It follows that

∑λ
r=i jr ≤ m+2,

85



and then ]{jr ≥ m− 1} ≤ m+2
m−1 . Therefore the desired estimate follows by applying (2.55)

with

µ = m+ 1 +
λ∑
r=i

jr ≤ 2m+ 3, ν = 1 + ]{jr ≥ m− 1} ≤ 2m+ 1

m− 1
, n = m+ 2,

observing that µ+ ν
2 ≤ 2m+ 3 + 1

2
2m+1
m−1 < 2(m+ 2) + 1 for any m ≥ 3.

Consider now the remaining cases of j ∈ {1, ...,m+1} in (2.62). For j = 1, by Lemma 2.3.40,
we get ∣∣∣∣ˆ 〈∇m+2k, ∂s(|k|p−2)∇m+1k〉

∣∣∣∣ ≤ C ˆ |∇m+2k||∇m+1k| ≤ ε
ˆ
|∇m+2k|2 + C(ε).

For j ∈ {2, ...,m+ 1} we see that (2.62) can be rewritten

ˆ
〈∇m+2k, ∂js(|k|p−2)∇m+2−jk〉 = Cp−2,j

ˆ
|k|p−2−2j〈k,∇k〉j〈∇m+2k,∇m+2−jk〉+

+
∑

l1+...+lλ=m+2

1≤l1≤...≤lλ<m+1

Cl̄

ˆ
|k|ql̄k ∗ ... ∗ k∇l1k ∗ ... ∗ ∇lλk ∗ ∇m+2k+

+ (p− 2)

ˆ
|k|p−4〈k,∇jk〉〈∇m+2k,∇m+2−jk〉,

and we have that
∣∣Cp−2,j

´
|k|p−2−2j〈k,∇k〉j〈∇m+2k,∇m+2−jk〉

∣∣ ≤ ε
´
|∇m+2k|2 + C(ε) by

Lemma 2.3.40, the terms in the sum have exactly the form of the generic term (2.63) we studied
above, and thus they can be estimated as desired, and finally the last summand

(p− 2)

ˆ
|k|p−4〈k,∇jk〉〈∇m+2k,∇m+2−jk〉,

is estimated by Lemma 2.3.40 if j = m+ 1, otherwise it is again of the form (2.63).
Putting together the estimates we found, coming back to (2.61), we get that the estimate

becomes

C(ε) + ε

ˆ
|∇m+2k|2 +

ˆ
〈∇m+2k,∇m+2(|k|p−2k)〉 ≥ C

ˆ
|∇m+2k|2,

and choosing ε > 0 sufficiently small this becomes

C1

ˆ
|∇m+2k|2 ≤

ˆ
〈∇m+2k,∇m+2(|k|p−2k)〉+ C2.

Finally it is easy to check that the terms on the right hand side of (2.60) can be estimated
by analogous quantities. More precisely, after integration by parts, we need to estimate

ˆ 〈
∇m+2k,∇m

(
− 1

p′
|k|pk + k −R(|k|p−2k, τ)τ

)〉
,

and ˆ 〈
∇mk,∇m (〈V, k〉k +R(V, τ)τ) +

m−1∑
j=0

∇m−1−j(X(∇jk))

〉
.
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Noticing that in a term of the form ∇m−1−j(X(∇jk)) the sum of the orders of the derivatives
of k is m+ 2, one can check that the above two integrals can be estimated by exactly the same
arguments employed before.

In the end (2.60) becomes

∂t

(
1

2

ˆ
|∇mk|2 ds

)
+ C1

ˆ
|∇m+2k|2

≤ ∂t
(

1

2

ˆ
|∇mk|2 ds

)
+

ˆ
〈∇m+2k,∇m+2(|k|p−2k)〉+ C2

≤ ε
ˆ
|∇m+2k|2 + C(ε) + C2,

and taking ε > 0 sufficiently small we get the estimate

∂t

(
1

2

ˆ
|∇mk|2 ds

)
+ C3

ˆ
|∇m+2k|2 ≤ C4.

By (2.53) one finally obtains

∂t

(ˆ
|∇mk|2 ds

)
+ C5

ˆ
|∇mk|2 ≤ C6,

and by comparison we get the desired bound

‖∇mk‖22(t) ≤ ‖∇mk‖22(0) + C,

for any t ∈ [0, τ).

2.3.6 An example of a non-converging flow

In this section we construct an example of an analytic 2-dimensional submanifold M of R3 and
of a solution to the gradient flow of the elastic energy with exponent p = 2 such that it does not
converge. Indeed, the resulting flow will leave any compact set of M for times sufficiently large.

In R3 = {(x, y, z) : x, y, z ∈ R}, consider the curve

σ : (0,+∞)→ R3, σ(t) = (f(t), 0, t),

that parametrizes the graph of a function f : (0,+∞) → R on the plane {y = 0}, and assume
that f is analytic and f(t) > 0 for any t > 0. Consider the surface of revolution about the z-axis
of the curve σ, that is, the analytic surface parametrized by the immersion

F (θ, t) = (f(t) cos θ, f(t) sin θ, t) ,

for t > 0 and θ ∈ [0, 2π]. We denote by M such a complete analytic submanifold of R3. Consider
t0 > 0 and the closed curve γ0 given by the intersection M ∩ {z = t0}. Letting

f(t) = 1 +
1

t
,

we want to show that if t0 is sufficiently big, the resulting solution γ of the gradient flow of the
elastic energy with exponent p = 2 starting from γ0 does not converge, and, in fact, it escapes
from any compact set of M for times sufficiently large.
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As the manifold M lacks of a “good” family of isometries that could satisfy the hypotheses
of Theorem 2.3.33, it may be not too surprising that the flow does not converge. However, we
notice that (M, g) is a manifold of bounded geometry, that is, the Riemann curvature tensor,
that we will compute later, is uniformly pointwise bounded together with all its derivatives and
the injectivity radius of (M, g) is strictly positive. Therefore, this example shows that not even
such hypotheses are sufficient for the convergence of the flow.

Since M is a surface of revolution, its Gaussian curvature K can be computed in terms of f
(see [AT12, Example 4.5.22]) and it equals

K(θ, t) =
−f ′′(t)

f(t)(1 + (f ′(t))2)2
.

Hence, as M is a 2-dimensional, by (1.1) the Riemann tensor is

R(X,Y )Z = K(〈Y, Z〉X − 〈X,Z〉Y ),

for any tangent vectors X,Y, Z. Moreover, a unit normal field along M is given by

ν(θ, t) =
1√

1 + (f ′(t))2

(
− cos θ,− sin θ, f ′(t)

)
.

By the rotational symmetry of M and the choice of γ0, the flow γ is of the form γ(t,S1) =
M ∩ {z = G(t)} for some function G. Hence the desired conclusion follows once we prove the
following two facts.

1. There exists τ0 > 0 such that for any τ ≥ τ0, the curve α(θ) = (f(τ) cos θ, f(τ) sin θ, τ) is
not a critical point of the energy.

2. There exists τ0 > 0 such that for any τ ≥ τ0, letting α(θ) = (f(τ) cos θ, f(τ) sin θ, τ), we
have that −∇T (α)2,T (α)2E(0) is a positive multiple of the curvature kα of α, and the third
component of kα is positive.

Both the above items will follow from the direct calculation of ∇T (α)2,T (α)2E(0), that is, from
the computation of the first variation at the curve α.

We have that |α′| = f(τ), and then

kα = M>(∂2
sαα) = − 1

f(τ)
[(cos θ, sin θ, 0)− 〈(cos θ, sin θ, 0) , ν〉 ν]

= − 1

f(τ)

[
(f ′(τ))2

1 + (f ′(τ))2
(cos θ, sin θ, 0) +

(
0, 0,

f ′(τ)

1 + (f ′(τ))2

)]
,

and we see that the third component of kα is always strictly positive, indeed f ′(τ) = − 1
τ2 .

Denoting as usual α⊥ := M> − α>, we compute

∇kα = α⊥(∂sαkα) =
1

f(τ)
α⊥(∂θkα) =

1

f(τ)

(f ′(τ))2

1 + (f ′(τ))2
α⊥ (− sin θ, cos θ, 0) = 0,

and then also ∇2kα = 0. Therefore

1

|α′|
∇T (α)2,T (α)2E(0) = ∇2kα +

1

2
|kα|2kα − kα +R(kα, τα)τα =

1

2
|kα|2kα − kα +Kkα

=

(
1

2
|kα|2 +K − 1

)
kα =

(
1

2

(f ′(τ))2

f2(τ)(1 + (f ′(τ))2)
− f ′′(τ)

f(τ)(1 + (f ′(τ))2)2
− 1

)
kα

=

(
1

2
(f ′(τ))2(1 + (f ′(τ))2)− f(τ)f ′′(τ)− f2(τ)(1 + (f ′(τ))2)2

)
kα

f2(τ)(1 + (f ′(τ))2)2

=
(
− 1 +O(τ−1)

) kα
f2(τ)(1 + (f ′(τ))2)2

.
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From the above computation we see that for τ0 sufficiently large and τ ≥ τ0, we have that
∇T (α)2,T (α)2E(0) 6= 0, and then α is not a critical point, and −∇T (α)2,T (α)2E(0) is a positive
multiple of kα.

We deduce that if t0 ≥ τ0, then the flow γ does not remain in a bounded subset of M , and,
in fact, it sweeps the set M ∩ {z ≥ t0}.
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Chapter 3

A varifold perspective on the elastic
energies of planar sets
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We address the problem of finding a weak definition of the p-elastic energy Ep on 2-dimensional
subsets of the plane. As we shall discuss, we want to construct such a weak definition by re-
laxation with respect to the convergence in L1 of characteristic functions of sets. In this way,
we define a naturally lower semicontinuous functional, and, by the suitable choice of sets with
bounded p-elastic energy, we end up with a relaxed functional that allows to consider sets whose
boundary is the image of non-embedded curves. In the first part of the chapter we characterize
the relaxed functional and in the second one we discuss several properties and applications. The
results of this chapter are contained in [Poz20a].

3.1 A notion of relaxation for the p-elastic energy of planar sets

We are interested in studying the elastic properties of the boundaries of measurable sets in R2,
that is, we want to discuss whether a weak definition of p-elastic energy like Ep can be defined on
subsets of R2. As we shall see, several weak definitions for the elastic energy of non-smooth sets
have been considered, leading to a distinction between sets with finite or infinite elastic energy.
Such definitions usually make use of a parametrized curve related to the boundary of the given
set.

Our first purpose is then to give a new definition of the sets which are considered to be
enough regular for having finite p-elastic energy. We want such a definition to be intrinsically
dependent on the given set, using immersions of curves only as a tool for the calculation of
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the energy. In order to get a variationally meaningful functional, we will then construct it by
relaxation.

As already said, the very first step in the construction of a relaxed functional is the choice
of the regular objects, that is, the family of sets that we assume they have finite energy in some
suitable classical sense. One could classically say that a set E is regular if its boundary is a
finite disjoint union of images of embedded smooth closed curves of class C2. In this way the
p-elastic energy of E would be just the classical p-elastic energy of such a parametrization of ∂E.
This definition is, indeed, the one considered in the most important classical papers about this
problem ([BDMP93], [BM04] and [BM07]). However, with this definition it turns out that sets
like the one in Fig. 3.1 not only have infinite energy, but they also have infinite relaxed energy
(as always, defined with respect to the L1-convergence of sets). More generally, this happens
for sets whose boundary is the image of an immersed curve with transversal self-intersections.

E ∂E

Figure 3.1: A set of finite perimeter E with boundary ∂E that can be parametrized by a smooth
non-injective immersion.

However the p-elastic energy Ep is perfectly well-defined on immersed curves, even if those
are not embedded. Also, for many applications one would like to consider sets like the one
in Fig. 3.1 as regular sets, or at least as sets with finite relaxed energy. Actually, a suitable
parametrization of ∂E in Figure 3.1 is even a critical point of E2 (see for example [DP17] for the
so-called “Figure Eight” critical point).

An alternative definition of regular elastic set, i.e., a definition of set with finite elastic en-
ergy, comes intrinsically from the geometric properties of the boundary of sets of finite perimeter
studied in the context of varifolds. In fact, by De Giorgi Theorem 1.4.6, if E is a set of finite
perimeter in R2 then the reduced boundary FE is 1-rectifiable, and therefore the integer rectifi-
able varifold VE := v(FE, 1) is well-defined. As we defined the p-elastic energy Ep on varifolds,
the energy of VE , for a given finite perimeter set E, associates an elastic energy to the set E in
an intrinsic way.

We define the class of elastic varifolds as the integer rectifiable varifolds V = v(Γ, θV ) such
that there exists a finite family of Lipschitz maps γi : S1 → R2 such that

V =

N∑
i=1

(γi)](v(S1, 1)), (3.1)

where each (γi)](v(S1, 1)) is the image varifold of S1 induced by γi. We shall see that a repre-
sentation like (3.1) is not ambiguous and that the curves appearing in the formula can be used
to compute the p-elastic energy of V , in case they are sufficiently regular.

In this way, the class of regular sets that we choose is the class of finite perimeter sets E
such that

v(FE, 1) =
N∑
i=1

(γi)](v(S1, 1)),
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for some C2-immersions γi : S1 → R2, that is, the varifold VE associated to E is elastic and
admits a representation with C2-curves. In such a way the set in Fig. 3.1 belongs to the initial
class of regular sets having finite elastic energy.

We have to mention that a significant attempt in order to give a good definition of the elastic
energy on sets that are not natural limits of smooth sets with bounded energy is contained in
[BP95] (see also the references therein). Here the authors consider an interesting generalization
of the elastic energy functional whose relaxation is able to take into account the energy of angles
and cusps.

Let us mention that a good notion of p-elastic energy on sets E ⊂ R2 which is lower semicon-
tinuous in the L1-topology is also useful as a starting point for the study of a weak gradient flow
of Ep. The characterization of the relaxed energy allows us to define the gradient flow on a huge
family of sets, and therefore to try to obtain a generalized flow, for example using a minimizing
movements technique in the spirit of [LS95] and [ATW93]. In a generalized flow one certainly
wants to consider sets like the one in Fig. 3.1, hence a definition in which its energy is finite is
required. Moreover, high order evolution equations, like the ones appearing as gradient flows of
Ep, lack of a maximum principle, and then self-intersections of the evolving curve can naturally
occur. This is a second reason why it is relevant to give a good definition taking into account
sets like in Figure 3.1. We mention that [OPG19] contains a recent formulation of a generalized
gradient flow of the p-elastic energy by means of minimizing movements.

3.1.1 Setting and notation

In what follows, if γ is any parametrization of a curve, we denote by (γ) its image. The letter
E will usually denote a measurable set in R2.

Let us recall here some basic properties of sets of finite perimeter, together with the choice
of a convention and of the notation. The following observations actually work for sets of finite
perimeter in any dimension. Recall from Section 1.4 that, for a given set E, we denote by Et

the set of points with density t, for t ∈ [0, 1], and by FE and ∂∗E the reduced and essential
boundary of E respectively, if E has finite perimeter.

Of course, characteristic functions defining finite perimeter sets are defined up to Lebesgue-
negligible sets. In this chapter it will be convenient to choose, for a finite perimeter set identified
by a characteristic function χE ∈ BV (R2), the representative E that is the set given by

E =

{
x ∈ R2

∣∣∣∣ ˆ
Bρ(x)

χE > 0 ∀ρ > 0

}
. (3.2)

Observe that such a representative E is a closed set. In this way, the distance function d(·, ∂E)
is also well-defined.

Assuming (3.2) we also have that

E = E1. (3.3)

Indeed we have that E1 ⊂ E and E is closed. And since χE , χE1 are in the same equivalence
class, that is, |E∆E1| = 0, if x ∈ E there exists xn ∈ E1 converging to x. Indeed, otherwise
|E1∩Bρ(x)| = 0 for some ρ > 0, but by definition |E∩Bρ(x)| > 0, contradicting that |E∆E1| = 0.

Moreover, assuming (3.2), we also have that

∂E = ∂E1 = ∂mE :=
{
x ∈ R2 | ∀ρ > 0 |Bρ(x) ∩ E| > 0, |Bρ(x) ∩ Ec| > 0

}
.
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Indeed the first equality follows from (3.3). Now if x ∈ ∂mE then there are sequences x1
n ∈

E, x2
n ∈ Ec converging to x, thus x ∈ E ∩ Ec = ∂E. Conversely if x ∈ ∂E ⊂ E, then

|E∩Bρ(x)| =
´
Bρ(x) χE > 0 for any ρ > 0. But also |Ec∩Bρ(x)| =

´
Bρ(x) χEc > 0 for any ρ > 0,

indeed if by contradiction there is ρ0 > 0 with
´
Bρ0 (x) χEc = 0, since Ec is open we have that

Ec ∩Bρ0(x) = ∅, but this is impossible because x ∈ Ec.
Finally, under assumption (3.2), the reduced boundary is dense in the boundary of E, that

is

FE = ∂mE = ∂E. (3.4)

Indeed FE ⊂ ∂E and if by contradiction there is x ∈ ∂mE \ FE, then for some ρ0 > 0 we have
Bρ0(x)∩FE = ∅ and 0 < |E∩Bρ0(x)| < πρ2

0. Hence by relative isoperimetric inequality [AFP00,
Equation (3.43)] in the ball Bρ0(x) we get that P (E,Bρ0(x)) > 0, but since Bρ0(x) ∩ FE = ∅
using De Giorgi Theorem 1.4.6 we also have P (E,Bρ0(x)) = H1(FE ∩Bρ0(x)) = 0, which gives
a contradiction.

Observe that it also follows that

diam(FE) = diam(∂E).

In the rest of this chapter we will always assume that a finite perimeter set E is of the form
(3.2).

3.1.2 Elastic varifolds

Here we prove some important remarks about varifolds defined through immersions of curves,
that we shall call elastic varifolds. The next definition comes from [BM04].

Definition 3.1.1. Given a family of regular C1 curves αi : (−ai, ai) → R2 for i = 1, ..., N and
a point p ∈ R2 such that αi(ti) = p for some times ti and the curves {αi} are tangent at p, let
v ∈ S1 such that α′i(ti) and v are parallel for any i. We say that Rv(p) is a nice rectangle at p
for the curves {αi} with side parameters a, b > 0 if

Rv(p) = {z ∈ R2 : |〈z − p, v〉| < a, |〈z − p, v⊥〉| < b},

and

Rv(p) ∩
( N⋃
i=1

(αi)

)
=

M⋃
i=1

graph(fi),

for distinct C1 functions fi : [−a, a] → (−b, b), where graph(fi) denotes the graph of fi con-
structed on the lower side of the rectangle.

We also give the following definition.

Definition 3.1.2. Let V = v(∪i∈I(γi), θV ) be a varifold defined by the W 2,p immersions γi :
S1 → R2, and assume that Ep(V ) < +∞, θV ≤ C < +∞.

For any p ∈ ∪i∈I(γi) and any v ∈ S1 denote by g1, ..., gr : [−ε, ε] ↪→ R2 arclength parametrized
injective arcs such that: gi(0) = p, ġi(0) = v, gi([−ε, 0]) 6= gj([−ε, 0]) or gi([0, ε]) 6= gj([0, ε])

for i 6= j, and ∪ri=1(gi) ∩ Bρ(p) = ∪i∈I(γi) ∩ Bρ(p). Observe that for any such p, v and ρ small
enough, the arcs gi are well defined.
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We say that V verifies the flux property if: ∀ p ∈ ∪i∈I(γi), ∀ v ∈ S1, and ρ small enough there
exists a nice rectangle Rv(p) ⊂ Bρ(p) for the family of arcs {gi} such that it holds that

∀|c| < a :
∑

z∈∪ri=1(gi)∩{y | 〈y−p,v〉=c}

θV (z) = M,

for a constant M ∈ N with M ≤ θV (p).

Roughly speaking, Definition 3.1.2 requires that the “incoming” total amount of multiplicity
at p in direction v equals the “outcoming” total amount of multiplicity at p in direction v.

Observe that if V =
∑

i∈I(γi)](v(S1, 1)) with γi ∈ W 2,p immersions and Ep(V ) < +∞,
θV ≤ C < +∞, then V verifies the flux property.

Remark 3.1.3. Let E be a set of finite perimeter in R2, let Γ = ∪Ni=1(γi) with γi ∈ C1(S1;R2)
and regular for any i. Assume that VE := v(FE, 1) =

∑N
i=1(γi)](v(S1, 1)). ThenH1(∂E\FE) =

0, and we can equivalently write VE = v(∂E, 1).
Indeed by assumption H1-almost every point p ∈ Γ is contained in FE, sptVE = Γ, and

Γ = sptVE = spt(H1 ¬ FE) = ∂E. Therefore 0 = H1(Γ \ FE) = H1(∂E \ FE).

Lemma 3.1.4. Assume p > 1. If an integer rectifiable varifold V = v(Γ, θV ) is such that
V =

∑N
i=1(γi)](v(S1, 1)) for some regular curves γi ∈ W 2,p(S1;R2) and Ep(V ) < +∞, then V

has generalized curvature

kV (p) =
1

θV (p)

N∑
i=1

∑
t∈γ−1

i (p)

kγi(t) at H1-ae p ∈ Γ, (3.5)

the generalized boundary σV = 0, and

Ep(V ) =
N∑
i=1

Ep(γi). (3.6)

In particular, since kV is uniquely defined, the value Ep(V ) is independent of the choice of the
family of curves {γi} defining V .

Proof. Suppose first that N = 1, and then denote γ1 = γ. Up to rescaling, assume without
loss of generality that γ is parametrized by arclength. By assumption γ ∈ C1,α for α ≤ 1

p′ ,

and clearly Γ = (γ) and µV = θVH1 ¬ (γ) = γ](H1 ¬S1) (by the arclength parametrization
assumption). If X ∈ C1

c (R2,R2) is a vector field, using the area formula (Theorem 1.2.8) and
the fact that θV ≥ 1 H1-ae on Γ, we have

ˆ
divTpΓX dµV (p) =

ˆ
divTp(γ)X dγ](H1 ¬S1)(p) =

ˆ
S1

〈γ′(t), (∇X)γ(t)(γ
′(t))〉 dt

=

ˆ
S1

〈γ′, (X ◦ γ)′〉 dt = −
ˆ
S1

〈γ′′(t), X(γ(t))〉 dt

= −
ˆ ˆ

γ−1(p)
〈γ′′(t), X(γ(t))〉 dH0 dH1 ¬Γ(p)

= −
ˆ 〈

X(p),

ˆ
γ−1(p)

kγ(t) dH0

〉
θV (p)

θV (p)
dH1 ¬Γ(p)

= −
ˆ 〈

X(p),
1

θV (p)

∑
t∈γ−1(p)

kγ(t)

〉
dµV (p).
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If now N > 1, by linearity of the first variation we get

ˆ
divTpΓX dµV (p) = −

N∑
i=1

ˆ 〈
X(p),

∑
t∈γ−1

i (p)

kγi(t)

〉
dH1 ¬ (γi)(p)

= −
ˆ 〈

X(p),
1

θV (p)

N∑
i=1

∑
t∈γ−1

i (p)

kγi(t)

〉
θV (p) dH1 ¬ ( ∪ni=1 (γi)

)

= −
ˆ 〈

X(p),
1

θV (p)

N∑
i=1

∑
t∈γ−1

i (p)

kγi(t)

〉
dµV .

Now we want to prove (3.6). Let us consider the set W = {p ∈ Γ | θV (p) > 1}. Up to redefining
some γi on circles of different radii, we can suppose from now on that γi is parametrized by
arclength for any i. We can decompose W = T ∪X ∪ Y ∪ Z with

T =
{
p ∈W | ∃i, j, t, τ : γi(t) = γj(τ) = p, γ′i(t) 6= αγ′j(τ) ∀α ∈ R

}
,

X =
{
p ∈W \ T | ∃i, t : γi(t) = p, t is not a Lebesgue point of γ′′i

}
,

Y =
{
p ∈W \ (T ∪X) | ∀i, j, t, τ : γi(t) = γj(τ) = p ⇒ γ′′i (t) = γ′′j (τ)

}
,

Z =
{
p ∈W \ (T ∪X) | ∃i, j, t, τ : γi(t) = γj(τ) = p, γ′′i (t) 6= γ′′j (τ)

}
.

We are going to prove that T,Z are at most countable, so that, since H1(X) = 0, we will get
that H1(W ) = H1(Y ). And then, using (3.5), we will get (3.6).

Let p ∈ Γ and C ∈ N such that θV ≤ C, which exists by Theorem 1.3.1. Let v1(p), ..., vk(p) ∈
S1 with k = k(p) ≤ C such that if γi(t) = p then γ′i(t) is proportional to some vj . For any i =
1, ..., k let Rvi(p) be a nice rectangle at p for the curves {αj}j∈J(i) which are suitable restrictions
of the curves {γi}. Then let f i1, ..., f

i
l with l = l(i) be C1 functions f is : [−ai, ai]→ (−bi, bi) given

by the definition of nice rectangle.
Let q ∈ ∪ls=1graph(f is), and assume q ∈ T . If ai is chosen sufficiently small, the fact that

q belongs to T means that the transversal intersection happens between some of the curves
{αj}j∈J(i). This means that there is some δq > 0, xq ∈ (−ai, ai), r, s ∈ {1, ..., l} such that

f ir(xq) = f is(xq), (xq, f
i
r(xq)) = q, graph

(
f ir|(xq−δq ,xq+δq)

)
∩ graph

(
f is|(xq−δq ,xq+δq)

)
= {q}.

Letting Ai = {x ∈ (−ai, ai) | f ir 6= f is}, which is open, we see that xq belongs to the boundary
of some connected component of Ai. This implies that T ∩

(
∪ls=1 graph(f is)

)
is countable, and

this is true for any i = 1, ..., k(p).

For any p ∈ Γ take a ball Br(p)(p) ⊂ ∩
k(p)
i=1Rvi(p)(p) for suitable rectangles Rvi(p)(p) as

above. Then T ∩ Br(p)(p) is countable. Since Γ is compact, taking a finite cover of such balls
Br(p1)(p1), ..., Br(pL)(pL), we conclude that T is countable.

Consider now q ∈ ∪ls=1graph(f is), and assume q ∈ Z. If ai is chosen sufficiently small, the
fact that q belongs to Z means that the tangential intersection occurs between some of the
curves {αj}j∈J(i). Hence at some xq ∈ (−ai, ai) for some r, s ∈ {1, ..., l} we find that xq is a
Lebesgue point for (f ir)

′′ and (f is)
′′, and

f ir(xq) = f is(xq), (xq, f
i
r(xq)) = q, (f ir)

′′(xq) 6= (f is)
′′(xq).

This implies that there exists ε > 0 such that for any 0 < |t| < ε we have (f ir)
′(xq+t) 6= (f is)

′(xq+
t). By continuity of the first derivative we have that, for example, (f ir)

′(xq + t) > (f is)
′(xq + t)
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for any 0 < |t| < ε, and therefore f ir(xq + t) > f is(xq + t) for any 0 < |t| < ε. So we find that xq
belongs to the boundary of a connected component of an Ai defined as above as in the case of
the set T . Arguing as before we eventually get that Z is countable.

Lemma 3.1.5. Let V = v(Γ, θV ) =
∑N

i=1(γi)](v(S1, 1)), where γ1, ..., γN : S1 → R2 are Lips-
chitz curves. Assume that H1({x | θV (x) > 1}) = 0, and define

E =

{
p ∈ R2 \ Γ :

∣∣∣∣ N∑
i=1

Indγi(p)

∣∣∣∣ is odd

}
∪ Γ. (3.7)

Then E is a set of finite perimeter and V = VE. Moreover, the set E is uniquely determined
by V , i.e. if V =

∑N
i=1(γi)](v(S1, 1)) =

∑M
i=1(σi)](v(S1, 1)) then the corresponding set defined

using (3.7) with the family {γi} is the same set defined using (3.7) with the family {σi}.

Proof. The set E is closed and bounded, with E̊ = {p ∈ R2 \ Γ : |
∑N

i=1 Indγi(p)| is odd} and
∂E = Γ, hence E is a set of finite perimeter.

Let us first check that if V =
∑N

i=1(γi)](v(S1, 1)) =
∑M

i=1(σi)](v(S1, 1)), then the definition
of E by (3.7) is independent of the choice of the family of curves. The fact that a point p ∈ R2\Γ
belongs to E depends on the class( N∑

i=1

Indγi(p)

)
mod 2, or

( M∑
i=1

Indσi(p)

)
mod 2.

Without loss of generality we can take p = 0. Since the curves {γi}, {σi} define the same varifold,
for H1-ae point q ∈ {(x, y) ∈ R2 |x2 + y2 = 1} we have that

N∑
i=1

]

(
γi
|γi|

)−1

(q) =
M∑
i=1

]

(
σi
|σi|

)−1

(q). (3.8)

In the following we denote by deg(f, y) the degree of a map f at y and by deg2(f, y) the
degree mod 2 of f at y (we refer to [Mil65]). Since the curves are Lipschitz almost every point
q ∈ {(x, y) ∈ R2 |x2 + y2 = 1} is a regular value for γi

|γi| ,
σi
|σi| and we can perform the calculation

( N∑
i=1

Indγi(p)

)
mod 2 =

( N∑
i=1

deg

(
γi
|γi|

, q

))
mod 2 =

( N∑
i=1

deg2

(
γi
|γi|

, q

))
mod 2

=

( N∑
i=1

]

(
γi
|γi|

)−1

(q) mod 2

)
mod 2,

that together with the same expression using the curves σi, implies that E is uniquely defined
by (3.8).

Now we prove that V = VE . Let

X = {p ∈ Γ | θV (p) = 1, γi(t) = p ⇒ γi is differentiable at t}.

We want to prove that
H1
(
FE∆X

)
= 0, (3.9)

which implies that V = VE .
If γi(t) = p ∈ X, then there is ε > 0 such that γi

(
(t− ε, t+ ε)

)
⊂ {θV = 1} ⊂ Γ = ∂E. By

Rademacher we therefore have that H1(X ∩γi
(
(t−ε, t+ε)

)
\FE) = 0. Hence H1(X \FE) = 0.
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Now let p ∈ FE, we want to prove that H1(FE \X) = 0, and this will complete the claim
(3.9). If θV (p) = 1 only a curve passes (once) trough p, say γ1(t1) = p, and since p ∈ FE such
curve has to be differentiable at t1. Conversely if p = γi(ti) for some {i, ti}’s, assuming that
each γi is differentiable at ti, we want to prove that θV (p) = 1. Suppose by contradiction that
θV (p) > 1, then there are α, β : (−ε, ε) → Γ Lipschitz different arcs such that α(0) = β(0) = p
and α, β are differentiable at time 0; moreover the hypothesis H1({x | θV (x) > 1}) = 0 implies
that H1

(
(α)∩ (β)

)
= 0. Therefore H1-ae point p ∈ (α)∪ (β) is contained in X, and thus H1-ae

point p ∈ (α) ∪ (β) is contained in FE, since we already know that H1(X \ FE) = 0. So for
any ε > 0 there is r > 0 such that

H1
(
[(α) ∪ (β)] ∩Br(p)

)
≥ (2− ε)2r,

and thus

H1(FE ∩Br(p)) ≥ H1
(
[(α) ∪ (β)] ∩Br(p)

)
≥ (2− ε)2r,

which is a contradiction with the fact that any point in FE has 1-dimensional density equal to

1, that is, limr↘0
H1(FE∩Br(p))

2r = 1, which follows from Theorem 1.4.6.

So we have proved that a point p ∈ FE verifies that: if θV (p) = 1 then p ∈ X, and if any
curve passing through p at some time is differentiable at that time then p ∈ X. In any case we
conclude that H1-almost every point in FE belongs to X, and then H1(FE \X) = 0.

3.1.3 Relaxation

In this section we finally give a definition of Ep on measurable subsets of R2 and we characterize
its L1-relaxation.

From now on and for the rest of section let p > 1 be fixed. For any measurable set E ⊂ R2

we define the energy

Ep(E) =

{
Ep(VE) if VE =

∑
i∈I(γi)](v(S1, 1)), γi : S1 → R2 C2-immersion, ]I < +∞,

+∞ otherwise.

We write Ep(E) understanding that Ep is defined on the set of equivalence classes of charac-
teristic functions endowed with L1 norm. We want to calculate the relaxed functional Ep with
respect to the L1-sense of convergence of characteristic functions, that is

Ep(E) := inf
{

lim inf
n
Ep(En) | En → E in L1(R2)

}
.

By Remark 3.1.3 and Lemma 3.1.4, if Ep(E) <∞, we have that

H1(∂E \ FE) = 0, Ep(VE) =
∑
i∈I
Ep(γi),

if VE =
∑

i∈I(γi)](v(S1, 1)). Also, up to renaming (E̊)c into E, we can suppose that E is
bounded.
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If E ⊂ R2 is measurable, we define

A(E) =

{
V = v(Γ, θV ) =

∑
i∈I

(γi)](v(S1, 1))

∣∣∣∣ γi : S1 → R2 W 2,p-immersion, ]I < +∞,∑
i∈I
Ep(γi) < +∞,

∂E ⊂ Γ, VE ≤ V,
FE ⊂ {x ∈ R2 | θV (x) is odd},

H1({x | θV (x) is odd} \ FE) = 0

}
,

Remark 3.1.6. Observe that if V ∈ A(E), then Ep(V ) < +∞, and then θV (x) = limρ↘0
µV (Bρ(x))

2ρ
exists and it is uniformly bounded on Γ by Theorem 1.3.1. Moreover, the condition ∂E ⊂ Γ and
the bound on the energy of the curves imply that H1(∂E) < ∞, and then E is a set of finite
perimeter.

The main result of this part is the following characterization of Ep. We recall that we say
that a set E is essentially unbounded if |E \ Br(0)| > 0 for any r > 0, while we say that it is
essentially bounded in the opposite case.

Theorem 3.1.7 (Relaxation). For any measurable set E ⊂ R2 we have that the following holds.

1. If A(E) 6= ∅ and E is essentially bounded, then the minimum

min
{
Ep(V ) | V ∈ A(E)

}
exists.

2. It holds that

Ep(E) =

{
+∞ if A(E) = ∅ or E is ess. unbounded,

min
{
Ep(V ) | V ∈ A(E)

}
otherwise.

(3.10)

The proof of Theorem 3.1.7 will be completed at the end of the section.

Remark 3.1.8. Choosing for a measurable set E the L1 representative defined in (3.2), then
the set E is essentially unbounded if and only if it is unbounded. Hence, in the statement of
Theorem 3.1.7 one can actually write unbounded in place of essentially unbounded.

Remark 3.1.9. The characterization of Ep given by Theorem 3.1.7 immediately implies the
following “stability property”. It holds that

Ep(E) < +∞ ⇒ Ep(E) = Ep(E) < +∞,

that is, the relaxed energy of a regular set equals to the initial energy defined on it.

Indeed if Ep(E) < +∞, then VE ∈ A(E). Consider any W = v(Γ, θW ) ∈ A(E) \ {VE}, then
by definition we have that VE ≤ V in the sense of measures and FE ⊂ {x | θW (x) is odd}, and
this implies that H1(FE \ Γ) = 0. Therefore µW (R2) ≥ H1(FE) = µVE (R2), and then also
Ep(W ) ≥ Ep(VE) by locality of the generalized curvature of 1-dimensional varifolds (see [LM09,
Theorem 2.1]).
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We conclude this part by showing some properties of varifolds V ∈ A(E).

Lemma 3.1.10. Let E ⊂ R2 be a bounded set of finite perimeter. Let V = v(Γ, θV ) =∑N
i=1(γi)](v(S1, 1)) with γ1, ..., γN : S1 → R2 Lipschitz curves. Suppose that FE ⊂ Γ and

H1(FE∆ {x | θV (x) is odd}) = 0.

Then

E =

{
p ∈ R2 \ Γ :

∣∣∣∣ N∑
i=1

Indγi(p)

∣∣∣∣ is odd

}
∪ Γ.

Proof. Fix p ∈ R2 \ Γ. In the following we suppose without loss of generality that p = 0. By
hypotheses and by the calculations in the proof of Lemma 3.1.5, there exists a vector v ∈ R2\{0}
such that the ray L = {tv | t ∈ [0,∞)} verifies the following properties.

i) L intersects Γ at points y such that for any i = 1, ..., N if γi(t) = y then γi is differentiable
at t.

ii) L intersects FE a finite number M ∈ N of times at points z in FE ∩ {x | θV (x) is odd}
where νE(z), v are independent.

iii) L intersects Γ \ FE a finite number of times at points w in {x | θV (x) is even} where
γ′i(t), v are independent whenever γi(t) = w.

iv) It holds that( N∑
i=1

Indγi(p)

)
mod 2 =

( N∑
i=1

∑
y∈L∩(γi)

]

(
γi
|γi|

)−1( y

|y|

)
mod 2

)
mod 2

=

( N∑
i=1

∑
y∈L∩(γi)∩FE

]

(
γi
|γi|

)−1( y

|y|

)
mod 2

)
mod 2,

where in iv) the second equality follows from ii) and iii). Now if p ∈ E̊, since E is bounded the
number M has to be odd, and then

(∑N
i=1 Indγi(p)

)
mod 2 = 1. Conversely if p ∈ Ec, then M

is even, and then
(∑N

i=1 Indγi(p)
)

mod 2 = 0.

Remark 3.1.11. We observe that Lemma 3.1.10 applies to couples E, V with V ∈ A(E).

Lemma 3.1.12. Let V = v(Γ, θV ) ∈ A(E) for some measurable set E. Letting Σ := Γ \ ∂E, it
holds that if Σ 6= ∅ then for any x ∈ Σ ∩ ∂E at least one of the following holds.

1. ∃y ∈ Σ∩ ∂E, ∃ f : [0, T ]→ R2 C1 ∩W 2,p, T > 0, f regular curve from x to y with (f) ⊂
Γ,

2. x is not isolated in Σ ∩ ∂E.

The alternative above is not exclusive.

Proof. Write V =
∑N

i=1(σi)](v(S1, 1)). Assume Σ 6= ∅, that is equivalent to Γ \ ∂E =: S 6= ∅.
Suppose x ∈ Σ ∩ ∂E is isolated in Σ ∩ ∂E, then we want to prove that condition 1 holds true.
There exists r0 > 0 such that Br(x) ∩ Σ ∩ ∂E = {x} for any r ≤ r0. Up to reparametrization
we can say that σ1|(−ε,ε) : (−ε, ε) → Br0(x) passes through x at time 0. Up to reparametrize
σ1(t) into σ1(−t), we can say that there exists a time T > 0 such that σ1|(0,T ) ⊂ S and
y := σ1(T ) ∈ ∂S = Σ ∩ ∂E, looking at S as topological subspace of Σ. Indeed, otherwise x
would not be isolated in ∂S = Σ ∩ ∂E. Defining f(t) = σ1(t) for t ∈ [0, T ] gives alternative
1.
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Necessary conditions.

Here we prove that a set E ⊂ R2 with Ep(E) < +∞ has the necessary properties that inspire
formula (3.10).

Let En be any sequence of sets such that Ep(En) ≤ C and χEn → χE in L1(R2). Let us adopt
the notation VEn =

∑
i∈In(γi,n)](v(S1, 1)) = v(Γn, θVEn ), so that Ep(En) =

∑
i∈In H

1(γi,n) +
1
p

´
|kγi,n |p ds. Using also (1.13) we have that 0 < c ≤ H1(γi,n) ≤ C < ∞ for any i, n. Also

Ep(γi,n) ≥ c > 0 for any i, n, thus ]In < +∞ for large n and then we can suppose that In = I
for any n. Also we can choose En bounded and by L1 convergence we have that |E| < +∞.

Moreover, we observe that in order to calculate the relaxation of Ep we can suppose that
the sequence En is actually uniformly bounded, hence getting that E is bounded. Indeed if (up
to subsequence) we have that, say, γ1,n ∩ Bn(0)c 6= ∅, then by boundedness of the length we
have γ1,n ⊂ (Bn−c(0))c for any n for some c. Let Λn be the connected component of ∪i∈I(γi)
containing (γ1). The component Λn is equal to some union ∪j∈Jn(γj,n). Up to relabeling we
can suppose that Jn = J for any n. Since the length of each curve is uniformly bounded, there
exist open sets Un such that Λn ⊂ Un, Un ∩

(
∪i∈I\J (γi,n)

)
= ∅, and Un ∩ BRn(0) = ∅ for

some sequence Rn → ∞. Therefore the set E′n := En \ Un still converges to E in L1(R2), and
Ep(E′n) < Ep(En).

Lemma 3.1.13. Suppose E ⊂ R2 verifies that Ep(E) < +∞. Let En ⊂ R2 be a sequence of
uniformly bounded sets such that χEn → χE in L1(R2) with Ep(En) ≤ C. Suppose that for any
n the set {p | θVEn (p) > 1} is finite, then any subsequence of VEn converging in the sense of
varifolds converge to an element of A(E).

Proof. We adopt the notation VEn =
∑

i∈In(γi,n)](v(S1, 1)) = v(Γn, θVEn ) used above. The
arclength parametrizations σi,n corresponding to γi,n are uniformly bounded in W 2,p for any
i ∈ In = I and for any n. Therefore, since the sequence is uniformly bounded in R2, up
to subsequence σi,n → σi strongly in C1,α for some α ≤ 1

p′ and weakly in W 2,p(R2) for any
i ∈ I. Each σi is then a closed curve parametrized by arclength, and we denote by γi the
parametrization on S1 with constant velocity. Hence the varifolds VEn converge to some integer
rectifiable varifold V = v(Γ, θV ) in the sense of varifolds, and V =

∑
i∈I(γi)](v(S1, 1)). The

multiplicity function θV is upper semicontinuous and pointwise bounded by Proposition 1.2.13
and Theorem 1.3.1 . Also, the sets En converge to E weakly* in BV (R2), that is χEn → χE
and DχEn

?
⇀ DχE , thus E is a set of finite perimeter. Observe that |DχEn | = µVEn

?
⇀ µV .

From now on we denote Γ = ∪i∈I(σi), Σ = Γ \ ∂E, S = Γ \ ∂E.

Let x ∈ ∂E, so that for any ρ > 0 we have

lim
n

ˆ
Bρ(x)

χEn > 0, lim
n

ˆ
Bρ(x)

χEcn > 0.

Then for ρ > 0 there is n(ρ) such that there exist ξn ∈ En ∩ Bρ(x), ηn ∈ Ecn ∩ Bρ(x) for any
n ≥ n(ρ) and thus there exists wn ∈ ∂En ∩ Bρ(x) for any n ≥ n(ρ). Taking some sequence
ρk ↘ 0, we find a sequence wn converging to x. Therefore, also by density (3.4), we have proved
that FE ⊂ ∂E ⊂

{
y | y = limn yn, yn ∈ FEn

}
= Γ. In particular ∂E is 1-rectifiable.

Now we prove that FE ⊂ {x | θV (x) is odd}. So let p ∈ FE, and let {γjk | j = 1, ..., N, i =

1, ..., nj} be distinct curves which are suitable disjoint restrictions of the γi’s such that (γjk) ⊂ (γj)
for any k (up to relabeling the γi’s) and

Γ ∩Br0(p) =
⋃
j,k

(γjk).
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Without loss of generality we write γjk(t
j
k) = p. We want to prove that

∑N
j=1 nj = θV (p) is odd.

Since p ∈ FE there is q ∈ E̊ ∩Br0(p) such that the segment

s(t) = q +
p− q
|p− q|

t t ∈ [0, 2|p− q|]

is such that

0 <

∣∣∣∣〈 p− q
|p− q|

, (γjk)
′(tjk)

〉∣∣∣∣ < 1, (3.11)

and s|[0,|p−q|] ⊂ E, s|(|p−q|,2|p−q|] ⊂ Ec. Also denote b := s(2|p− q|). Moreover, we could choose

q so that Brq(q) ⊂ E̊n and Brb(b) ⊂ Ecn for n sufficiently big for some rq, rb > 0. Also since
γi,n → γi strongly in C1,α, by (3.11) we get that s intersects transversely γi,n for any i for n big
enough, and the number of such intersections is θV (p).

We know that for any ε > 0 there is aε ∈ Ec∗n , where (·)∗ will always denote the unbounded
connected component of (·), such that∣∣∣∣ p− q|p− q|

− aε − b
|aε − b|

∣∣∣∣ < ε,

∑
i∈I

Indγi,n(b) mod 2 =
∑
i∈I

]

(
γi,n
|γi,n|

)−1( aε − b
|aε − b|

)
mod 2.

Hence up to a small smooth deformation which is different from the identity only on
{
x +

t p−q|p−q| | x ∈ Brb(b), t ∈ R≥0

}
\Brb(b) we can suppose that{
b+ R≥0

(
p− q
|p− q|

)}
∩
(⋃
i∈I

(γi,n)

)
⊂ FEn,

and for M > 0 sufficiently big it holds that

a0 := b+M
p− q
|p− q|

∈ Ec∗n ,

and also ∑
i∈I

Indγi,n(b) mod 2 =
∑
i∈I

]

(
γi,n
|γi,n|

)−1( a0 − b
|a0 − b|

)
mod 2. (3.12)

Taking into account Lemma 3.1.5, by construction we have that the quantity in (3.12) equals
0 mod 2. Moreover we have that

1 mod 2 =
∑
i∈I

Indγi,n(q) mod 2 =

(
θV (p) +

∑
i∈I

Indγi,n(b)

)
mod 2,

and then θV (p) is odd.

It remains to prove that H1({x | θV (x) odd} \ FE) = 0. Here we are going to use the facts
recalled in Section 1.5 and the correspondence between sets of finite perimeter and currents (see,
in particular, Remark 1.5.3).

The use of currents here is just a choice of a language, as everything can be rephrased in
terms of sets of finite perimeters. However, we believe this approach has some advantages on
the presentation of the proof.

102



We have that [|En|] → [|E|] in the sense of currents, and thus ∂[|En|] → ∂[|E|]. Tak-
ing on S1 the standard positive orientation with respect to the disk it encloses, we can write
∂[|En|] =

∑∞
i=0(αi,n)]([|S1|]) for countably many Lipschitz parametrizations αi,n ordered so that

L(αi+1,n) ≤ L(αi,n) for any i, n. Such immersions positively orient the boundary ∂Ein of Ein,
where Ein is one of the open connected components of E̊n, which are at most countable. The
length of each αi,n is uniformly bounded, then we can assume that the parametrizations αi,n
are L-Lipschitz with constant L independent of i, n. Since the parametrizations σi,n converge
strongly in C1, the immersions αi,n uniformly converge to L-Lipschitz curves αi : S1 → R2 as
n→∞. We can also suppose that each αi is parametrized by constant speed, almost everywhere
where αi is differentiable. In the sense of currents we have that

∞∑
i=0

(αi,n)]([|S1|]) = ∂[|En|]→ ∂[|E|] = τ
(
FE, 1, ξE

)
,

where ξE is the standard orientation of Remark 1.5.3. Let us define

T :=
∞∑
i=0

(αi)]([|S1|]).

Since each (αi,n) is contained in some (σi0,n) we have that dH(αi,n, αi) ≤ N maxi=1,...,N ‖σi,n −
σi‖∞ ≤ ε for any n ≥ nε. Writing the Hausdorff distance as dH(A,B) = inf

{
ε > 0 | A ⊂

Nε(B), B ⊂ Nε(A)
}

where Nε(X) = {x | d(x,X) < ε}, we have that

∀ε > 0 ∃nε : dH
(
∪i (αi,n),∪i(αi)

)
< ε n ≥ nε. (3.13)

Thus ∪i(αi,n) converges in Hausdorff distance to the set ∪i(αi). Moreover, writing ∪i(αi,n) =

tkn1 Cjn as a disjoint union of finitely many compact connected components, by a diagonal ar-
gument, applying Go lab Theorem [Fal86, Theorem 3.18] on each component, we can assume
kn = k for any n and that Cjn converges in Hausdorff distance to a compact connected set Cj

for any j = 1, ..., n. Therefore ∪i(αi) = ∪k1Cj = Γ, and then H1(∪i(αi)) = H1(Γ) is finite and
∪i(αi) is closed and 1-rectifiable.

Let x ∈ R2\Γ. By (3.13) we have that there is ρ > 0 such that Bρ(x)∩
(
∪i(αi)∪∪i(αi,n)

)
= ∅

for any n large. Then there exists nx such that for any i the index Indαi,n(x) is the same for
any n ≥ nx.

Indeed suppose by contradiction for any n there is in, N1, N2 ≥ n with 1 = Indαin,N1
(x) 6=

Indαin,N2
(x) = 0 and in →∞ without loss of generality. Then L(αin,N1) ≥ C(ρ) for a constant

C(ρ) > 0 depending only on ρ by isoperimetric inequality. Since L(αi+1,n) ≤ L(αi,n) for any
i, n and in →∞, this implies P (En) is arbitrarily big that for n large enough.

Now let x ∈ R2 \ Γ such that there exists limn χEn(x). Since χEn(x) =
∑

i Indαi,n(x) for n

big such that Bρ(x)∩
(
∪i(αi)∪∪i(αi,n)

)
= ∅ for some ρ > 0, from the above discussion we have

that

lim
n

∑
i

Indαi,n(x) = 1 ⇔ ∀n ≥ n0 ∃i : Indαi,n(x) = 1

⇔ ∃i(x)∀n ≥ n0 Indαi(x),n
(x) = 1

⇔ ∃i(x) : Indαi(x)
(x) = 1.

Hence

x ∈ E ⇔ lim
n

∑
i

Indαi,n(x) = 1 ⇔ ∃i(x) : Indαi(x)
(x) = 1 ⇔

∑
i

Indαi(x) = 1.
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In particular

E =

{
x ∈ R2 \ Γ |

∞∑
i=0

Indαi(x) = 1

}
=

{
x ∈ R2 \ Γ :

∣∣∣∣∑
i∈I

Indσi(x)

∣∣∣∣ is odd

}
, (3.14)

up to L2-negligible sets, where the second equality follows by the uniform convergence of the
finitely many curves σi,n. Also for any i 6= j it holds that |{x ∈ R2 \ (αi) | Indαi(x) = 1} ∩ {x ∈
R2 \ (αj) | Indαj (x) = 1}| = 0, because the equality holds for any n for αi,n, αj,n. Hence, by
convergence in the sense of currents, we have∑

i

ˆ
(αi,n)

〈ω, τi,n〉 =

ˆ
En

dω −→
n

ˆ{∑∞
i=0 Indαi (x)=1

} dω
=
∑
i

ˆ{
Indαi (x)=1

} dω =
∑
i

ˆ
(αi)
〈ω, τi〉,

for any 1-form ω on R2. This means that
∞∑
i=0

(αi,n)]([|S1|]) = ∂[|En|]→ T =
∞∑
i=0

(αi)]([|S1|]) = ∂[|E|] = τ
(
FE, 1, ξE

)
,

in the sense of currents. In particular we can write the multiplicity function of the current ∂[|E|]
as

m(x) =

∞∑
i=0

∑
y∈α−1

i (x)

S(y), (3.15)

for H1-ae x ∈ R2, where S(y) = +1 if d(αi)y preserves the orientation and S(y) = −1 in the

opposite case. Note that since θV is bounded, Γ = ∪i(αi), and θV (p) ≥
∑

i ]α
−1
i (p), then the

series in (3.15) is actually a finite sum. Also observe that since E is a set of finite perimeter,
by the identity ∂[|E|] = τ (FE, 1, ξE), the multiplicity function m is equal to 1 H1-ae on FE,
H1({x | |m(x)| ≥ 1} \ FE) = 0, and m = 0 H1-ae on R2 \ FE. Also, m(x) = 0 at H1-ae
x ∈ Γ \ ∪i(αi).

Now since Γ = ∪i(αi) and H1(αi({t : 6 ∃α′i(t)})) = 0, then

H1
(
{p ∈ Γ | ∃ t, i : αi(t) = p, 6 ∃α′i(t)}

)
= 0. (3.16)

So let p ∈ ∪i(αi) be such that if αi(t) = p then ∃α′i(t). We want to check that θV (p) and∑
i ]α
−1
i (p) have the same parity. In fact if without loss of generality θV (p) >

∑
i ]α
−1
i (p),

taking into account (3.14), following a segment s intersecting ∪i(αi) only at p and transversely
(as in the first part of the proof) we have that:

i) s passes from E to Ec if and only if θV (p) is odd, or equivalently if and only if
∑

i ]α
−1
i (p)

is odd;

ii) s passes from E to E if and only if θV (p) is even, or equivalently if and only if
∑

i ]α
−1
i (p)

is even.

Hence by (3.15) we conclude that θ(p) is odd if and only if alternative i) above holds, if and
only if the summands in (3.15) are odd, if and only if m(p) is odd. By (3.16) this holds for
H1-ae point in ∪i(αi). Therefore H1({x |m(x) is odd}∆{x | θV (x) is odd}) = 0. So finally since
H1({x |m(x) = 1} \ FE) = 0, then

0 = H1({x |m(x) odd} \ {x |m(x) = 1}) = H1({x | θV (x) odd} \ {x |m(x) = 1})
= H1({x | θV (x) is odd} \ FE),

which completes the proof.
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Proof of Theorem 3.1.7.

First we want to prove the following approximation result.

Proposition 3.1.14. Let E ⊂ R2 be measurable and bounded with A(E) 6= ∅. Then for any
V ∈ A(E) there exists a sequence En of uniformly bounded sets such that

Ep(En) < +∞, χEn → χE in L1(R2), VEn → V as varifolds, lim
n
Ep(En) = Ep(V ).

Moreover for any n we have that VEn =
∑N

i=1(γi)](v(S1, 1)) = v(Γn, θVEn ) and {p | θVEn (p) > 1}
is finite.

Proof. Let V =
∑N

i=1(γi)](v(S1, 1)) ∈ A(E) with γi ∈W 2,p and regular. For any i let {γi,n}n∈N
be a sequence of analytic regular immersions such that γi,n → γi in W 2,p as n→∞. Hence the
set

{x ∈ R2 | ∃i, j, t 6= τ : γi(t) = γj(τ)} (3.17)

is finite. Let Vn =
∑N

i=1(γi,n)](v(S1, 1)). By (3.17) we can define En as in Lemma 3.1.5, so that
Vn = VEn . Moreover we have that

Ep(En) < +∞, lim
n→∞

Ep(VEn) = lim
n→∞

Ep(En) = Ep(V ), VEn → V.

By uniform convergence of γi,n we get that for any ε > 0 there is nε such that

N⋃
i=1

(γi,n) ⊂ I ε
2

(
N⋃
i=1

(γi)

)
∀n ≥ nε,

where I ε
2

denotes the ε
2 open tubolar neighborhood. Hence up to passing to a subsequence by

Riesz-Fréchet-Kolmogorov Theorem [Bre11, Theorem 4.26] we have that χEn converges strongly
in L2(R2), and then in L1(R2) and pointwise almost everywhere to the characteristic function
of a closed set F . Using the definition of En and Lemma 3.1.10 together with Remark 3.1.11 we
have that F = E, and the proof is completed.

Corollary 3.1.15. Let E ⊂ R2 be measurable and bounded with A(E) 6= ∅. Then

∃ min
{
Ep(V ) | V ∈ A(E)

}
.

Proof. Let Vk be a minimizing sequence inA(E). Up to subsequence we can assume that Vk → V
in the sense of varifolds and the supports sptVk are uniformly bounded. By Proposition 3.1.14
using a diagonal argument we find a sequence of uniformly bounded sets Ek such that

χEk → χE in L1(R2),

VEk → V as varifolds,

Fp(Ek) ≤ C < +∞,
lim
k
Fp(Ek) = lim

k
Fp(Vk) = inf

A(E)
Fp ≥ Fp(V ),

and {p | θVEk (p) > 1} is finite. Hence Ek is a possible approximating sequence of E by regular

sets, i.e. a competitor in the calculation of the relaxation Ep(E). Then by Lemma 3.1.13 we get
that V ∈ A(E), and therefore V minimizes Ep on A(E).

Now Proposition 3.1.14 together with Corollary 3.1.15 readily imply Theorem 3.1.7.
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Comments on the case p = 1.

The characterization of the relaxed energy given by Theorem 3.1.7 fails in the p = 1 case. This
is ultimately due to the fact that, if I ⊂ R is a bounded interval, functions u ∈ W 2,1(I) do
not satisfy good sequential compactness properties, that is, strong compactness in C1. Indeed
even if u ∈ W 2,1(I) implies that u′ ∈ W 1,1(I) = AC(Ī) and hence u ∈ C1, the immersion
W 2,1(I) ↪→ C1(Ī) is not continuous. Since W 2,1(I) ↪→W 1,p(I) for any p ∈ [1,∞), we have that
W 2,1(I) compactly embeds only in C0,α(Ī) for any α ∈ (0, 1). This implies that the convergence
of the curves defining the boundary of sets En with E1(En) ≤ C is much weaker than in the
p > 1 case.

From the geometric point of view, in the characterization of the corresponding relaxed func-
tional with p = 1, a main difference is the following. As we will show in Section 3.2.3, the Ep
energy of polygons, i.e. sets whose boundary is the image of an injective piecewise C2 closed
curve, is infinite if p > 1. Instead if E is a regular polygon, it can happen that E1(E) < +∞.
For instance, consider a square Q in the plane: in small neighborhoods of the four vertices the
boundary ∂Q can be approximated by a piece of circumference of radius converging to 0 with
finite bounded energy. This is ultimately due to the invariance of the energy E1 under rescaling,
a property that is absent if p > 1. We notice that this implies that limit varifolds possibly do
not verify the flux property (see also of the arguments in the proof of Proposition 3.2.8).

We believe that the presence of such “vertices”, like the ones of a polygon, in the boundary
of the limit set is the main difference with the p > 1 case, and that sets E with E1(E) ≤ C have
at most countably many vertices, each of them giving an additional positive contribution to the
energy proportional to the angle determined at the vertex.

3.2 Qualitative properties and applications

In this section we discuss applications, examples, and qualitative properties related to the notion
of relaxation characterized in Theorem 3.1.7. We first start with an example that compares
the relaxed energy Ep with the classical notion of relaxation described at the beginning of the
chapter studied in [BDMP93; BM04; BM07]. Then we discuss a simple application to the so-
called inpainting problem. Finally we collect additional examples and qualitative properties of
sets with finite relaxed energy.

3.2.1 Comparison with the classical relaxation

For simplicity we limit ourselves to the case p = 2. Let us define the classical notion of relaxation
considered in [BDMP93; BM04; BM07]. Let E ⊂ R2 be measurable and define the energy

G(E) =

{´
∂E 1 + 1

2 |k∂E |
2 dH1 E is of class C2,

+∞ otherwise,

where k∂E is the curvature of the boundary of the C2-smooth set E. Then the functional G is
the L1-relaxation of G. We clearly have that

G(E) < +∞ ⇒ E2(E) = G(E),

and
E2(E) ≤ G(E) ∀E.
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The precise characterization of G is discussed in [BM04] and [BM07]. In this part we observe
that

∃E : E2(E) < G(E) < +∞.
Indeed an example is the set E0 in Fig. 3.2 described in [BM07, Example 4.4]. Let γ1, γ2 be as
in Fig. 3.2. In [BM07, Example 4.4] it is proved that

G(E0) > E2(γ1) + E2(γ2).

E0

γ2

γ1

(0, 1)

(1, 0)

(0,−1)

(−1, 0)

Figure 3.2: Picture of the set E0 in [BM07, Example 4.4]. The curve γ1 parametrizes the left
and the right components, while γ2 parametrizes the upper and lower components. The varifold
(γ1)](v(S1, 1)) + (γ1)](v(S1, 1)) belongs to A(E0), and it has multiplicity equal to 1 on ∂E0 and
equal to 2 on the cross in the middle of the picture.

Here we want to prove that

E2(E0) = E2(γ1) + E2(γ2). (3.18)

Observe that inside B1(0) the curves γ1, γ2 have zero curvature and their total length equals
8. Since E2(E0) < +∞ there exists a varifold V =

∑N
i=1(σi)](v(S1, 1)) ∈ A(E0). Up to renaming

and reparametrization assume σ1(0) = (1, 0), σ′1(0) = −(1, 0), and σ1|(−T,0) joins (1, 0) and (1, 0)

having support contained in FE0 \ B1(0). Since σ1 is C1 and closed, by the above discussion
there exists a first time τ > 0 such that σ1(τ) ∈ {(1, 0), (0, 1), (−1, 0), (0,−1)}. We distinguish
two cases.

i) If σ1(τ) ∈ {(0, 1), (0,−1)}, arguing like in the proof of inequality (1.13) one has

π

2
≤
[
L(σ1|(0,τ))

] 1
2

[ˆ τ

0
|kσ1 |2 ds

] 1
2

≤ 1

2

(
L(σ1|(0,τ)) +

ˆ τ

0
|kσ1 |2 ds

)
,

and then E2(σ1|(0,τ)) ≥ π
2 + 1

2L(σ1|(0,τ)) ≥ π
2 +

√
2

2 > 2.

ii) If σ1(τ) = (1, 0) by an analogous argument one gets E2(γ1|(0,τ)) ≥ 2π > 2.

Therefore, comparing with γ1, we get that it is convenient for σ1 to pass first through the point
(−1, 0) among the points {(1, 0), (0, 1), (−1, 0), (0,−1)}. Hence, comparing with γ1, γ2 and using
the characterization in Theorem 3.1.7, we see that (3.18) immediately follows.
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3.2.2 Inpainting

Here we describe a simple but significant application of the relaxed functional Ep given by
Theorem 3.1.7. Such an application arises from the inpainting problem that, roughly speaking,
consists in the reconstruction of a part of an image, knowing how the remaining part of the
picture looks like. This problem as stated is quite involved [Ber+11]. Assuming the only two
colors of the image are black and white, as already pointed out for example in [AM03], one
can think that the black shape contained in lost part of the image is consistent with the shape
minimizing a suitable functional depending on length and curvature of its boundary. In such a
setting, the known part of the image plays the role of the boundary conditions. On different
scales one can ask for the optimal unknown shape to minimize a weighted functional, where one
can give more importance to the length or to the curvature term. Now we formalize the problem
and we give a variational result.

Fix p ∈ (1,∞). In R2 consider the set H defined as follows. Let Q1, Q2 be the squares
Q1 = {(x, y) : 0 ≤ x ≤ 10, 0 ≤ y ≤ 10}, Q2 = {(x, y) : −10 ≤ x ≤ 0,−10 ≤ y ≤ 0}, modify the
squares in small neighborhoods of the vertices into convex sets Q̃1, Q̃2 with smooth boundary.
Let

H :=
(
Q̃1 ∪ Q̃2

)
\B1(0).

For λ ∈ (0,∞) let Fλ,p be the functional

Fλ,p(E) =


λµVE (R2) +

´
|kVE |p dµVE if

VE =
∑
i∈I

(γi)](v(S1, 1)),

γi : S1 → R2 C2-immersion, ]I < +∞,
+∞ otherwise.

Observe that the functional Fλ,p is just a modification of Ep, where the constant weight in front
of length and curvature are changed. As bounds on Fλ,p are equivalent to bounds on Ep, the
characterization for Fλ,p is completely analogous to the one of Ep, and one can state a result like
Theorem 3.1.7 for the relaxation Fλ,p.

We want to solve the minimization problem

P = min
{
Fλ,p(E)

∣∣ E ⊂ R2 measurable s.t. E \B1(0) = H
}
, (3.19)

under the hypothesis of λ suitably small. The heuristic idea is that a good candidate minimizer
is given by the set

E0 =
[
(Q1 ∪Q2) ∩B1(0)

]
∪H,

which has finite Ep energy. For a qualitative picture see Fig. 3.3.
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H E0

Figure 3.3: Qualitative pictures of the datum H and the minimizer E0.

Remark 3.2.1. Observe that if G is the relaxed functional defined in Section 3.2.1, then
G(E0) = +∞, and thus E0 will never be detected by a minimization problem (3.19) analo-
gously defined with the functional G.

We have the following result.

Proposition 3.2.2. There exists λ0 ∈
(
0, π2

)
such that for any λ ∈ (0, λ0) the set E0 is the

unique minimizer of problem P.

Proof. Let us first observe that varifolds associated to sets with energy sufficiently close to
the infimum of the problem have mass uniformly bounded independently of λ. More precisely,
suppose that E is a competitor such that Fλ,p(E) ≤ inf P + 1, and let Fλ,p(E) = Fλ,p(V ) for
some V ∈ A(E). Thenˆ

|kV |p dµV ≤ 1 + Fλ,p(E0) ≤ 1 + Fπ
2
,p(E0) =: C1.

Applying Theorem 1.3.1 with σ = 1 and ρ→ +∞ on the monotone function MV,0(·) we get

µV (B1(0)) ≤ −
ˆ
R2\B1

〈
kV ,

x

|x|

〉
dµV (x)−

ˆ
B1

〈kV , x〉 dµV (x)

≤ C(H) +

ˆ
B1

|kV | dµV

≤ C(H) + C
1
p

1 µV (B1(0))
1
p′ .

Hence µV (R2) ≤ C(H) + µV (B1(0)) ≤ C = C(H, p,E0) and C is independent of λ.
Now let En be a minimizing sequence of problem P. By Theorem 3.1.7 and Lemma 3.1.4

we can write Fλ,p(En) =
∑

i∈In Fλ,p(γi,n) for some curves γi,n. Up to subsequence In = I and
the curves converge strongly in C1 and weakly in W 2,p to curves γi. In particular En → E in
the L1-sense, and

Fλ,p(E) ≤ inf P ≤ Fλ,p(E0) = Fλ,p(E0). (3.20)

by lower semicontinuity. Moreover, by C1 strong convergence we have that

∀i∀p ∈
(
(γi) ∩ ∂B1(0)

)
\ {(1, 0), (0, 1), (−1, 0), (0,−1)} ⇒ (γi) is tangent to ∂B1(0) at p.
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Observe that the energy of E0 “inside” B1(0), that is the Fλ,p-energy of the curves ∂E0∩B1(0),
is equal to 4λ. We now argue as in Section 3.2.1.

Since Fλ,p(E) < +∞ there exists a varifold V =
∑N

i=1(γi)](v(S1, 1)) ∈ A(E). Up to re-
naming and reparametrization assume γ1(0) = (1, 0), γ′1(0) = −(1, 0), and γ1|(−T,0) joins (0, 1)

and (1, 0) having support contained in FH \ B1(0). Since γ1 is C1 and closed, by the above
discussion there exists a first time τ > 0 such that γ1 intersects transversely ∂B1(0). Also such
transversal intersection can take place only at one of the points in {(1, 0), (0, 1), (−1, 0), (0,−1)}.
We distinguish two cases.

i) If γ1(τ) ∈ {(0, 1), (0,−1)}, recalling that there is C > 0 independent of λ such that
L(γi) ≤ C for any i, then arguing like in (1.13) we get

Fλ,p(γ1|(0,τ)) ≥ λ
√

2 +
π

2

1

L(γ1|(0,τ))
p
p′
≥ λ
√

2 +
π

2

1

C
> 2λ,

where the last inequality holds choosing λ0 small enough.

ii) If γ1(τ) = (1, 0), then by the same argument leading to (1.13) one has

π ≤
L(γ1|(0,τ))

p′
+

1

p

ˆ τ

0
|kγ1 |p ds. (3.21)

If λp′ ≥ 1, then π ≤ Fλ,p(γ1|(0,τ)). If instead λp′ < 1, then also λp′

p < 1, and multi-

plying (3.21) by λp′ one has λp′π ≤ Fλ,p(γ1|(0,τ)). So we can write that Fλ,p(γ1|(0,τ)) ≥
min{1, λp′}π. Choosing λ0 <

π
2 then π > 2λ, and since p′ > 1 > 2

π then λp′π > 2λ.

Hence in any case we have

Fλ,p(γ1|(0,τ)) > 2λ.

By inequality (3.20) we conclude that γ1(τ) = (−1, 0) and, by characterization of Fλ,p as in
Theorem 3.1.7, we have that ∂E0 ⊂ ∪Ni=1(γi). It follows that E = E0, and thus P has a unique
minimizer, that is E0.

3.2.3 Examples and qualitative properties

In this section we fix p ∈ (1,∞) and we collect some observations about the qualitative properties
of sets E having Ep(E) < +∞.

First we want to prove a result that is strongly related to [BDMP93, Theorem 6.5], that
states the relation between the elastic energy of a set and the number of cusps on its boundary.
To this aim we need some definitions.

Definition 3.2.3. Let E ⊂ R2 be closed. A point p ∈ ∂E is a (simple) cusp if there is r > 0 such
that up to rotation and translation the set Br(p)∩∂E is the union of the graphs of two functions
f1, f2 : [0, a] → R of class W 2,p with fi(0) = f ′i(0) = 0, f1(x) ≤ f2(x), and f1(x) = f2(x) if and
only if x = 0.

Also, we need the following definitions in the context of planar graphs.
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Definition 3.2.4. Let G ⊂ R2 be a planar finite graph, i.e. a set given by the union of finitely
many embeddings of [0, 1] of class C1 ∩W 2,p, called edges of G, possibly meeting only at the
endpoints, called vertices of G. The symbols EG, VG respectively denote the set of edges of G
and the set of vertices of G. Together with the topology of a graph G, it is assigned a multiplicity
function m : EG → N.

For any vertex v ∈ VG there is rv > 0 such that for 0 < r < rv the set H := G ∩ Br(v) is a
finite connected graph whose edges only meet at v and with multiplicity inherited from G. In
this notation, the local density of G at v is the number ρG(v) :=

∑
e∈EH m(e).

Now assume also that for any v ∈ VG and 0 < r < rv, if fi are regular parametrizations of
the edges ei of the graph H = G ∩ Br(v) with fi(1) = v, then for any i there is j such that
the arclength derivatives ḟi, ḟj satisfy ḟi(1) = −ḟj(1). Under this assumption, we denote by
w1(v), ..., wNv(v) unit norm vectors identifying the possible tangent directions given by {ḟi(1)}i.
Hence, being wi(v)⊥ the counterclockwise rotation of wi(v) of an angle equal to π/2, we define

I+(wi(v)) :=
{
ei ∈ EH | ḟi(1) = ±wi(v), [ḟi(1), wi(v)] is a negative basis of R2

}
,

I−(wi(v)) :=
{
ei ∈ EH | ḟi(1) = ±wi(v), [ḟi(1), wi(v)] is a positive basis of R2

}
,

and
ρ+
G(v, wi(v)) :=

∑
ei∈I+(wi(v))

m(ei),

ρ−G(v, wi(v)) :=
∑

ei∈I−(wi(v))

m(ei).

The graph G is said to be regular if for any v ∈ VG and for any wi(v) it holds that ρ+
G(v, wi(v)) =

ρ−G(v, wi(v)).

Remark 3.2.5. Let V =
∑N

i=1(γi)](v(S1, 1)) be a varifold in A(E) for some set E. Suppose
that Γ = ∪(γi) defines a finite planar graph GΓ. To any edge e of GΓ we assign the multiplicity
function mΓ(e) = θV (p) for any p ∈ e that is not a vertex. Such a definition of multiplicity
is well-posed since any edge of GΓ is assumed to be an embedded curve that never touches
other edges, hence θV is constant along an edge of GΓ. We observe that by the flux property
(Definition 3.1.2), the graph GΓ with the multiplicity mΓ is regular.

We are ready to prove the following result about the energy of sets which are smooth out of
finitely many cusp points. The strategy follows ideas from [BDMP93], but it is different in the
technical parts.

Theorem 3.2.6. Let E ⊂ R2 be a closed set whose boundary is W 2,p smooth at every point but
at finitely many ones which are simple cusps q1, ..., qk. Then

Ep(E) < +∞ ⇔ k is even.

Proof. If k is even, [BDMP93, Theorem 6.4] implies that the relaxed energy G(E) studied in
[BDMP93] is finite. Since Ep ≤ G, we have one implication.

Now suppose that Ep(E) is finite, i.e. A(E) 6= ∅ by Theorem 3.1.7. Let V = v(Γ, θV ) =∑N
i=1(γi)](v(S1, 1)) ∈ A(E). We are going to construct a set Ẽ satisfying the hypotheses of

the theorem and having the same unknown number of cusps of E, together with a varifold
Ṽ = v(Γ̃, θ̃

Ṽ
) ∈ A(Ẽ) with the additional property that Γ̃ defines a finite graph G

Γ̃
with

multiplicity as given in Remark 3.2.5. Once the support of a varifold in A(Ẽ) is a finite graph,
we can prove that the number of cusps is even.
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Step 1. Here we construct Ẽ and Γ̃ as claimed. Let C(Γ) be the set of points p ∈ Γ such
that in any neighborhood of p it is impossible to write Γ as a single graph, i.e. p is a crossing
or a branching point of two pieces of some curves γi, γj . Denote by K the set of accumulation
points of C(Γ). Observe that K is compact.

Now fix ε ∈ (0, 1) and let q ∈ K. Let v1(q), ..., vNq(q) be unit vectors identifying the tangent

directions at q of the curves passing through q. For j = 1, ..., Nq let σj1, ..., σ
j
Mq,j

be suitable

restrictions of the curves {γi} on disjoint intervals Iji = domain(σji ) such that each σji passes
through q with tangent parallel to vj(q). Also, for i = 1, ..., Nq let Ri(q) be open rectangles with

two sides parallel to vi(q). Up to restriction we assume that each σji is contained in Rj(q) with
endpoints on the boundary of the rectangle. We can assume that the following properties are
satisfied.

i) Each rectangle contains at most one cusp and cusps do not lie on the boundary of any
rectangle. Also if q ∈ Γ \ ∂E, then Ri(q) ∩ ∂E = ∅.

ii) The set Ri(q)∩∂E is homeomorphic to a closed segment such that: if no cusps lie in Ri(q)
then Ri(q) ∩ ∂E is the graph of a W 2,p function, if a cusp lies in Ri(q) then Ri(q) ∩ ∂E is
the union of the graphs of two C1 ∩W 2,p functions as in the definition of simple cusp.

iii) Each σji can be parametrized as graph inside Rj(q), and |σ̇ji (·) + vj(q)| ≤ ε or |σ̇ji (·) −
vj(q)| ≤ ε.

iv) The curve σji intersects ∂Rj(q) only on the sides perpendicular to vj(q) and transversely,

and σji intersects σlk only in the open set Rj(q) ∪Rl(q) \ (∂Rj(q) ∪ ∂Rk(q)).

v) If a ∈ ∂Iji , b ∈ ∂I
j
k and σji (a) = σki (b), then σ̇ji (a) = ±σ̇jk(b).

vi) For a ∈ ∂Iji : if σji (a) ∈ FE, then θV (σji (a)) = ]{k | σjk passes through σji (a)} is odd; if

σji (a) ∈ Γ \ ∂E, then θV (σji (a)) = ]{k | σjk passes through σji (a)} is even.

Item v) follows by the fact that transverse crossings of two curves are at most countable (as
proved in Lemma 3.1.4), while Item vi) follows from the fact that V ∈ A(E) and thus θV is odd
(resp. even) at H1-ae point of FE (resp. Γ \ ∂E).

Since the set K is compact, we can extract a finite covering of rectangles corresponding
to points q1, ..., qL. By Theorem 1.3.1 the numbers Nqi of the rectangles of qi are uniformly
bounded in terms of the energy, which is finite. Hence we can add to the cover the possibly
remaining rectangles corresponding to each cusp qi, yielding a covering that is still finite. For
any j = 1, ..., L and i = 1, ..., Nqj we are going to modify the curves σji in a finite number of

steps. We start from the family {σ1
i }
Mq1,1

i=1 corresponding to R1(q1), then one modifies the curves
corresponding to R2(q1) and so on up to RNq1 (q1), then one changes the curves of the families
corresponding to q2 and so on up to qL. Since the procedure is the same at any step, let us

describe only the case of the family {σ1
i }
Mq1,1

i=1 corresponding to R1(q1). In the end we will end

up with the desired Ẽ, Γ̃.
We modify a σ1

i as follows, depending on the cases q1 ∈ Γ \ ∂E, or q1 ∈ FE, or q1 is a cusp.

1. Assume that q1 ∈ Γ \ ∂E. Fix σ1
i and split it into the two pieces divided by q1. Let us say

that one such piece of σ1
i is parametrized as graph by f : [0, α]→ R with f(0) = f ′(0) = 0

corresponding to q1. Let u1
i be the solution of

u(x) = λx3 + µx2 + νx+ ω,

u(0) = u′(0) = 0,

u(α) = f(α), u′(α) = f ′(α),

(3.22)
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for the suitable constants λ, µ, ν, ω. Doing the same with the other piece of σ1
i , we sub-

stitute each σ1
i with the graphs of the obtained functions u1

i (such modification is then a
change in one of the original curves γi’s). Observe that by properties v), vi) one obtains
a new varifold still in the class A(E), indeed graphs of finitely many polynomials meet in
at most finitely many points.

2. Suppose now that q ∈ FE. By construction, say R1(q1) contains some curves with end-
points on FE ∩ ∂R1(q1). In this case we modify the curves exactly as before following
the system (3.22); moreover we declare that the boundary FE is modified inside R1(q1)
following the new modified curves having endpoints on FE∩∂R1(q1). This leads to a new
set, which we already denote by Ẽ, satisfying the hypotheses of the theorem and having
the same number of cusps of E, together with a new varifold, already denoted by Ṽ , in
the class A(Ẽ) (as before this is due to the properties v) and vi), together with the fact
that the new curves are graphs of polynomials).

3. Finally suppose q1 is a cusp of ∂E. In this case we modify the curves (and the set E)
exactly in the same way of the case 2). This preserves the cusp in the new set Ẽ.

After performing these modifications in any Ri(qj) we end up with a varifold Ṽ given by curves

γ̃i such that the set C(Γ̃) of the points p ∈ Γ̃ such that in any neighborhood of p it is impossible
to write Γ̃ as a single graph is finite. Indeed the points of this type belonging to the union of
the closure of the rectangles Ri(qj) are finite. So, if by contradiction there are points of C(Γ̃)
accumulating to some limit point q, this would be outside the union of the rectangles Ri(qj),
and q would be a limit of a sequence in C(Γ). Hence q would be in K, and thus in the interior
of some rectangle Ri(qj), that is a contradiction.

Step 2. Now we show that if a set E is as in the hypotheses of the theorem and if V =
v(Γ, θV ) ∈ A(E) is such that Γ defines a finite graph, then the number of cusps of E is even.
Together with Step 1, this implies the thesis. Here we essentially generalize the strategy of
[BDMP93]. Let GΓ be the finite regular graph given by Γ with multiplicity mΓ as assigned in
Remark 3.2.5. Let us construct a new graph G with multiplicity m as follows. For e ∈ EGΓ

,
define the multiplicity

m(e) :=

{
mΓ(e)

2 if mΓ(e) even,
mΓ(e)−1

2 if mΓ(e) odd,

with the convention that if m(e) = 0, then the edge e does not appear in G. Now let y ∈ VG.
We want to evaluate the parity of ρG(y) dividing some cases.

i) Suppose y 6∈ ∂E. Then any edge e of GΓ with endpoint at y has ρ+
GΓ

(y, wi(y)) =

ρ−GΓ
(y, wi(y)) even for any wi(y). Hence by definition we have that ρG(y) is even.

ii) Suppose y ∈ FE. Then exactly two edges e1, e2 of GΓ having an endpoint at y have odd
multiplicity: mΓ(ei) = 2ki + 1 for i = 1, 2. Up to relabeling suppose that e1 ∈ I+(w1(y))
and e2 ∈ I−(w1(y)). Every other edge of GΓ having an endpoint at y has even multiplicity.
Since GΓ is regular we have that

2k1 + 1 + 2a+
1 = ρ+

GΓ
(y, w1(y)) = ρ−GΓ

(y, w1(y)) = 2k2 + 1 + 2a−1 ,

and similarly

2a+
i = ρ+

GΓ
(y, wi(y)) = ρ−GΓ

(y, wi(y)) = 2a−i ,
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for any possible i ≥ 2. Then

ρG(y) = k1 + a+
1 + k2 + a−1 +

∑
i≥2

a+
i + a−i = 2

(
k1 + a+

1 +
∑
i≥2

a+
i

)
is even.

iii) Finally suppose that y is a cusp of ∂E. Then exactly two edges e1, e2 of GΓ having an
endpoint at y have odd multiplicity: mΓ(ei) = 2ki + 1 for i = 1, 2. Up to relabeling
suppose that e1, e2 ∈ I+(w1(y)). Every other edge of GΓ having an endpoint at y has even
multiplicity. Since GΓ is regular we have that

2k1 + 1 + 2k2 + 1 + 2a+
1 = ρ+

GΓ
(y, w1(y)) = ρ−GΓ

(y, w1(y)) = 2a−1 ,

and similarly

2a+
i = ρ+

GΓ
(y, wi(y)) = ρ−GΓ

(y, wi(y)) = 2a−i ,

for any possible i ≥ 2. Then

ρG(y) = k1 + k2 + a+
1 + a−1 +

∑
i≥2

a+
i + a−i = 2(k1 + k2 + a+

1 ) + 1 + 2
∑
i≥2

a+
i ,

that is odd.

It follows that the cusps of ∂E coincides with the vertices y of G having odd local density ρG(y).
By Theorem 1.2.1 in [Ore62], the vertices of a finite graph with odd local density are even.
Hence the cusps are even and the proof is completed.

Now we turn our attention to another class of sets. Let us give the following definition.

Definition 3.2.7. A closed measurable set E ⊂ R2 is a p-polygon if ∂E = (γ) for a curve
γ : S1 → R2 such that:

1. γ is injective;

2. there exist finitely many times t1 < t2 < ... < tK such that γ|(ti,ti+1) ∈W 2,p for i = 1, ...,K

(with tK+1 = t1), and γ′(t−i ), γ′(t+i ) are linearly independent for i = 1, ...,K.

We can prove the following result about the energy of polygons.

Proposition 3.2.8. Let E be a p-polygon, then Ep(E) = +∞.

Proof. Let γ be as in the definition of p-polygon. Without loss of generality we can assume that
0 = γ(0) is such that γ′(0−) and γ′(0+) are linearly independent. Suppose by contradiction that
there is a varifold V = v(Γ, θV ) =

∑N
i=1(γi)](v(S1, 1)) ∈ A(E). Let v = γ′(0−), then since V

verifies the flux property we find a nice rectangle Rv(p) at p with side parameters a, b for the
curves {gj}rj=1 given by the definition of flux property. We can suppose that g1|[−ε,0) ⊂ FE,
g1|(0,ε] ⊂ Γ \ ∂E, and that (gi) ∩ ∂E = {0} for i = 2, ..., r. Hence

g1|[−ε,0) ⊂ {θV odd},

H1

(( r⋃
i=2

(gi) ∪ g1

(
(0, ε]

))
\ {θV even}

)
= 0.
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Then there exists c1 ∈ (−a, 0) such that∑
z∈∪rj=1(gi)∩{y | 〈y−p,v〉=c1}

θV (z) = M1

with M1 odd, and there exists c2 ∈ (0, a) such that∑
z∈∪rj=1(gi)∩{y | 〈y−p,v〉=c2}

θV (z) = M2

with M2 even. But by the flux property M1 and M2 should be equal, thus we have a contradic-
tion.

Remark 3.2.9. It follows from the proof of Proposition 3.2.8 that, roughly speaking, Ep(E) =
+∞ whenever the boundary ∂E “has an angle” (in the same sense of the definition of polygon).

With the strategy employed in the proof of Proposition 3.2.8 we can construct an example
of a set E ⊂ R2 such that E is a set of finite perimeter such that the associated varifold VE
verifies that

σVE = 0, kVE ∈ L
2(µVE ), Ep(E) = +∞.

Such set is discussed in the next example.

Example 3.2.10. Consider a positive angle θ > 0 which will be taken very small and the vectors
in the plane identified by the complex numbers

e−iθ, e−i2θ, ei(−π+θ), ei(−π+2θ). (3.23)

The sum of such vectors gives the point (0,−2(sin(θ) + sin(2θ))). Now let ϕ > 0 be another
positive angle and consider the vectors

eiϕ, ei(π−ϕ), (3.24)

so that the sum of these last vectors gives the point (0, 2 sin(ϕ)). Then for θ → 0, since
sin(θ) + sin(2θ) = 3θ + o(θ2) there exists ϕ = 3θ + o(θ2) such that the sum of the vectors in
(3.23) and (3.24) is zero.

Given these vectors we can define a set E as in Fig. 3.4 whose boundary is the image of
three smooth closed immersions σi of the interval [0, 1] having σi(0) = σi(1) = 0 with derivative
σ′i(0), σ′i(1) proportional to the vectors in (3.23), (3.24). In such a way the varifold VE clearly
verifies that σVE = 0 and kVE ∈ L2(µVE ). However arguing as in the proof of Proposition 3.2.8
and assuming Ep(E) < +∞, one immediately gets a contradiction. Hence Ep(E) = +∞.

E

ϕ

θ
2θ

Figure 3.4: Picture describing the set E of Example 3.2.10. The set is symmetric with respect
to the reflection about the vertical axis.
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We can also construct a simple example showing that there are sets E with Ep(E) <∞, but
such that H1(∂E \ FE) > 0 and ∂E is the support of a C∞ immersion σ.

Example 3.2.11. Let us construct a set E such that ∂E = (γ) for a C∞ immersion γ : S1 → R2,
H1(∂E \ FE) > 0, and Ep(E) < +∞.

Let {qn}n≥1 = Q ∩ [0, 1] be an enumeration of the rationals in [0, 1], and define K = [0, 1] \
∪n≥1(qn − 2−n−2, qn − 2−n−2). The set K is compact and L1(K) ≥ 1 −

∑∞
n=1 2−n−1 = 1

2 .
Consider a C∞ nonincreasing function ϕ : [0,∞)→ [0, 1] such that ϕ(0) = 1, ϕ(t) = 0 for t ≥ 1
and let

f(x) =
∞∑
n=1

1

2n
ϕ

(
(x− qn)2

(2n+2)2

)
∀x ∈ [0, 1].

By construction we have that K = f−1(0). Moreover f ∈ C∞([0, 1]), indeed ϕ ≤ 1 and
|ϕ(k)| ≤ ck for any k ≥ 1 for some ck > 0, so that both the series defining f and the one of
the derivatives totally converge. Then we can define a C∞ parametrization σ : [0, 4]→ R2 such
that σ(t) = (t, f(t)) for t ∈ [0, 1], σ(t) = (3 − t,−f(t)) for t ∈ [2, 3], while σ|[1,2] and σ|[3,4]

parametrize two drops with vertices respectively at (1, 0) and (0, 0). Therefore σ parametrizes
the boundary of a bounded set E which is the planar surface enclosed by the two drops and
lying between the graphs of f and −f .

By construction ∂E = (σ) and FE = (σ) \K, hence H1(∂E \ FE) ≥ 1
2 . However approxi-

mating f with fn(x) = f(x) + 1
nψ(x), where ψ ∈ C∞([0, 1], [0, 1]) is such that ψ(0) = ψ(1) = 0,

ψ|(0,1) > 0, and defining σn in analogy with σ, we conclude that Ep(E) < +∞.

We conclude the chapter with some additional examples.

··
E

x y

Figure 3.5: An example of a set of finite perimeter E such that Fp(E) = Fp(V ) < +∞ for any
p ∈ [1,∞), where V ∈ A(E) is the varifold induced by a smooth immersion γ parametrizing ∂E.
Here ∂E = FE t {x, y} and the strict inclusions FE ( {x | θV (x) is odd} = FE t {y} ( ∂E
occur.

En E

Figure 3.6: An example of a set E with finite relaxed energy such that ∂E \ FE is a singleton.
A sequence of sets En converging to E with uniformly bounded energy is, for example, given by
like in the one on the left in the picture. The dashed line represents the corresponding ghost
line given by the collapsing of the right part of the sets En.
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E

Figure 3.7: An example of a set E with finite relaxed energy such that, by Lemma 3.1.12, the
multiplicity θV is not locally constant on connected components of FE.
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Chapter 4

Willmore energy of surfaces with
boundary in weak and strong realms
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This chapter is devoted to the study of some minimization problems on the Willmore energy
of surfaces with boundary. We first give an overview of some of the main results present in
the literature in the context of the existence theory for minimization problems on the Willmore
energy. Then we consider the minimization of the Willmore energy among surfaces having a
fixed planar boundary and we prove two non-existence results. We also discuss some Li–Yau-
type inequalities in the context of surfaces with boundary. In the second part of the chapter
we consider the minimization problem of the Willmore energy among varifolds having a fixed
boundary and connected support, proving some properties and existence theorems. Some of the
results in this chapter are contained in [Poz20c] and [NP20].

Let us recall some definitions first. If ϕ : M2 → Rn is a smooth immersion, its Willmore
energy W(ϕ) is defined by

W(ϕ) :=

ˆ
M
|H|2 dµϕ, (4.1)

where H is the mean curvature vector and µϕ is the volume measure induced by ϕ. If ∂M 6= ∅,
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we will denote by dsϕ the length measure induced by ϕ on ∂M . We also define the functional

D(ϕ) :=

ˆ
M
|B|2 dµϕ,

where |B| is the norm of the second fundamental form B of the immersion ϕ.

Let us introduce a further notation. If ϕ : M2 → Rn is a smooth immersion of a surface
with boundary ∂M and coϕ is its conormal, denoting by γ := ϕ|∂M the parametrization of the
boundary of the surface, we denote by

kϕ(x) := 〈kγ ,−coϕ〉,

the scalar geodesic curvature of ϕ, where kγ(x) is the curvature of γ. Observe that the scalar
geodesic curvature is the quantity integrated over the boundary in the Gauss–Bonnet Theo-
rem 1.1.10. Moreover, in such a setting, if kϕ ∈ L1(dsϕ), we define

G(ϕ) :=

ˆ
∂M

kϕ dsϕ.

4.1 A brief history of minimization problems on the Willmore
energy

In this section we collect some very important results in the existence theory of minimization
problems on the Willmore energy. We follow a chronological order, trying to explain the reasons
why the variational study of this functional gained importance.

The work of Thomas Willmore [Wil65] in 1965 gave rise to a considerable interest in the
variational study of the geometric functional W defined in (4.1), that today is named after
him. We have to mention that a similar energy already appeared in [Tho24], where Thomsen
introduced the functional

´
M |B

◦|2 dµg, where B◦ = B−2Hg is the tracefree second fundamental
form. In [Tho24] the author studied properties of conformal invariance of integral functionals
like W, on which we will come back later; some authors actually assert that such properties
where already known to Schadow in 1922. Observe that by Gauss–Bonnet Theorem 1.1.10,
on compact surfaces without boundary the two integral quantities, namely

´
|B◦|2 and

´
|H|2,

differ by an additive topological constant depending only on the Euler characteristic of M (see
Remark 1.1.11). This means that these integral functionals are equivalent in the context of
many topologically constrained minimization problems, i.e., problems in which the topology is
fixed. In fact, in [Wil65] the author firstly considered topological constraints on the competitors
of minimization problems on W. It is probably this combination of topological, geometric, and
variational properties that increased the interest towards the Willmore functional.

Let us begin with the first result in the variational study of W, that is the identification of
global minimizers of this energy among all possible closed immersed surfaces.

Theorem 4.1.1 (Global minimizers, [Wil65], [Che71a], [Che71b]). If ϕ : M2 → Rn is a smooth
immersion of a compact surface without boundary, then

W(ϕ) ≥ 4π, (4.2)

with equality if and only if ϕ is a round sphere, that is, M2 is topologically a sphere and ϕ
embeds M as a round 2-sphere of some radius contained in an affine 3-dimensional subspace of
Rn.
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The proof of Theorem 4.1.1 in the case n = 3 goes back to Willmore and it is contained in
[Wil65], while Chen proved the result in higher codimension in [Che71a] and [Che71b].

We remark that we already proved the inequality (4.2) at the level of varifolds in Corol-
lary 1.3.8 as a consequence of the monotonicity formula. We will prove that the rigidity part of
Theorem 4.1.1 in codimension 1 also holds in the setting of varifolds (see Proposition 4.3.16).

Let us also remark that inequality (4.2) and the rigidity part of Theorem 4.1.1 remain
true for generalized Willmore functionals of higher dimensional manifolds. More precisely, if
ϕ : Mn → Rn+m is a smooth immersion of a closed manifold, then

ˆ
M
|H|n dµg ≥ |Sn|,

where |Sn| is the volume of the standard Euclidean n-dimensional sphere. The proof of this fact
is contained in [Che71a] and [Che71b] as well. We also mention that these kind of Willmore-
type inequalities have been proved also in the case of embedded submanifolds in Riemannian
manifolds with non-negative Ricci curvature by means of arguments based on potential theory.
For a complete treatise of these results one can see the recent Ph.D thesis of Fogagnolo [Fog20]
(see also [AFM20] and [AM20]).

From Theorem 4.1.1 it is clear that asking for uniqueness of minimizers of W in such uncon-
strained problems is meaningless, given that every round sphere has energy equal to 4π. This
degeneracy is ultimately due to the following fundamental invariance property of the Willmore
energy, that is, the fact that the functional is invariant under conformal transformation of the
ambient.

Definition 4.1.2. A conformal map is a smooth diffeomorphism F : (X, gX)→ (Y, hY ) between
two Riemannian manifolds (X, gX) and (Y, gY ) such that F ∗gY = e2λgX for some λ ∈ C∞(X),
that is, the pull back metric F ∗gY is a multiple of the metric gX on X.

It follows form the definition that the differential of a conformal map preserves angles between
tangent vectors. We will be mainly interested in conformal transformations of open sets in the
Euclidean space. The following classical theorem, due to Liouville, completely classify conformal
maps in Euclidean spaces Rn for n ≥ 3. Before giving the statement, let us point out that
translations in Rn are denoted by

x 7→ Tq(x) := x+ q,

for some q ∈ Rn, a dialation in Rn is a map

x 7→ Dα(x) = αx,

for some α > 0, while the spherical inversion, or spherical reflection, at the unit sphere is the
map I1,0 : Rn \ {0} → Rn \ {0} given by

I1,0(x) :=
x

|x|2
.

Composition of I1,0 with a translation and a dialation gives arbitrary spherical inversions. More
precisely, we define

Ir,c : Rn \ {c} → Rn \ {0} Ir,c(x) := r2 x− c
|x− c|2

,

for any c ∈ Rn and r > 0.
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Theorem 4.1.3 (Liouville, [Spi99, p. 209]). Let F : U → V be a smooth diffeomorphism between
two connected open subsets of the Euclidean space Rn, and let n ≥ 3. Then F is conformal if
and only if F is a composition of isometries, dialations, and spherical inversions.

We now state the result about the conformal invariance ofW in the setting of smooth surfaces
with boundary.

Theorem 4.1.4 (Conformal invariance in Rn, [Che74], [Whi73], [Wei78]). Let ϕ : M2 → Rn be
a smooth immersion of a compact surface with boundary ∂M . Let Σ = ϕ(M) ⊂ U with U ⊂ Rn
open. Suppose that F : U → V ⊂ Rn is a conformal diffeomorphism. Let ψ = F ◦ ϕ, and
denote by Hϕ, Hψ, µϕ, µψ, dsϕ, dsψ the mean curvature vectors and the induced 2-dimensional
and 1-dimensional measures induced on M and ∂M by ϕ,ψ respectively. Then

ˆ
M
|Hϕ|2 dµϕ +

ˆ
∂M

kϕ dsϕ =

ˆ
M
|Hψ|2 dµψ +

ˆ
∂M

kψ dsψ,

where kϕ and kψ denote the scalar geodesic curvature of the immersions ϕ|∂M : ∂M → Rn and
ψ|∂M : ∂M → Rn.

From the previous theorem we see that uniqueness of minimizers of W among a class of
closed surfaces can be only understood up to conformal transformation of the ambient.

Remark 4.1.5 (Conformal invariance on manifolds). The conformal invariance ofW is actually
even more general, in the sense that it holds for immersions ϕ : M2 → (M

n
, g) of surfaces in

any Riemannian manifold. More precisely, given ϕ, it holds that the quantity

ˆ
M
|Hϕ|2g +K(ϕ∗TxM) dµϕ +

ˆ
∂M

kϕ dsϕ,

where K(ϕ∗TxM) is the sectional curvature of M calculated on the plane ϕ∗TxM , is invariant
under conformal changes of the metric g of the ambient manifold. The proof of this fact is due
to Weiner [Wei78]. Since the Euclidean space has constant sectional curvature equal to zero,
this general result implies Theorem 4.1.4.

Coming back to variational problems regarding the Willmore energy, we see that Theorem
4.1.1 solves the minimization problem of W in Euclidean spaces among closed surfaces. The
next step is then to study minimization problems of W among families of surfaces satisfying
some constraints. This plan already started in [Wil65], when Willmore stated his celebrated
conjecture. A nice discussion about the formulation of the conjecture is contained in Willmore’s
book [Wil93].

Conjecture 4.1.6 (Willmore conjecture, [Wil65]). The infimum of the Willmore energy among
smooth immersions of the 2-dimensional torus into R3 is 2π2. This infimum is only achieved by
the immersion

[0, 2π]× [0, 2π] 3 (u, v) 7→
(
(
√

2 + cosu) cos v, (
√

2 + cosu) sin v, sinu
)
∈ R3,

called Willmore torus, up to conformal transformations of the ambient.

The statement of the Willmore conjecture motivated the fact that the first constraints im-
posed on the minimization of the Willmore energy have been of topological type, that is, con-
straints on the genus of competitors. We then introduce the following class of problems.
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Problem 4.1.7. Fix an integer g ≥ 1 and let Mg be the 2-dimensional closed surface of genus
g. Fix also an integer n ≥ 3. Prove existence of minimizers for the minimization problem

min

{
W(ϕ) | ϕ : Mg → Rn smooth immersion

}
.

We also define

βg := inf

{
W(ϕ) | ϕ : Mg → Rn smooth immersion

}
. (4.3)

Problem 4.1.7 has been completely solved putting together the remarkable results of Simon
[Sim93], in which the author studies and solves the case of g = 1, and the important contribution
by Bauer and Kuwert [BK03], who built on this result to prove existence of minimizers for any
higher genus. Putting together these works, as well as the ones in some related papers, we can
state the following answer to Problem 4.1.7.

Theorem 4.1.8 (Topologically constrained problems, [Law70],[Sim93],[BK03],[KLS10]). For
any integers g ≥ 1, n ≥ 3, the minimization Problem 4.1.7 admits a minimizer F : Mg → Rn.
Any such minimizer is a smooth embedding. Moreover, it holds that

4π ≤ βg < 8π, ∃ lim
g→∞

βg = 8π.

In Theorem 4.1.8, the proof that limg βg = 8π is contained in [KLS10], while the estimate
4π ≤ βg < 8π follows from Theorem 4.1.1 and the results in [Law70]. More precisely, in [Law70]
the author constructs embedded minimal surfaces in the sphere S3 of any given genus having
area strictly less than 8π. By Remark 4.1.5 this implies the existence of closed surfaces of any
given genus in R3 having Willmore energy strictly less than 8π.

Indeed the stereographic projection π : (S3 \ {pN}, gS3) → (R3, gR3) is conformal, where pN
is a chosen “north pole” on S3, and then, by Remark 4.1.5, if ψ : Mg → S3 is an embedded
minimal surface in S3, then

W(π ◦ ϕ) =

ˆ
Mg

dµψ = Area(ψ),

where we used that the sectional curvature in the sphere is constantly equal to 1. Therefore,
testing the identity on Lawson’s minimal surfaces of [Law70] gives the desired estimate.

However, Theorem 4.1.8 and the works related to its proof do not contain any information
about the explicit values of the numbers βg, neither about characterization or qualitative prop-
erties of the minimizers. In particular there has been no answer to the Willmore conjecture until
the outstanding work of Fernando Codá Marques and André Neves [MN14], whose results imply
the Willmore conjecture.

Theorem 4.1.9 (Marques–Neves, [MN14]). Let ψ : M2
g → S3 be an embedding of a surface of

genus g ≥ 1 into the sphere S3. Then

ˆ
Mg

1 + |Hψ|2gS3 dµψ ≥ 2π2, (4.4)

where Hψ ∈ TS3 ∩ ψ∗(TM)⊥ is the mean curvature vector of the embedding ψ inside the sphere
S3. Moreover, equality holds if and only if ψ(M) is the Clifford torus S1

1√
2

×S1
1√
2

, up to conformal

transformation of S3, where S1
1√
2

is the circle of radius 1√
2

and center the origin in R2.
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Using again the fact that the stereographic projection π is conformal, if ϕ : Mg → R3 is a
smooth immersion, then the map ψ = π−1 ◦ ϕ : Mg → S3 satisfies that

W(ϕ) =

ˆ
Mg

|Hψ|2gS3 +K(ψ∗TxMg) dµψ =

ˆ
Mg

1 + |Hψ|2gS3 dµψ,

which is precisely the quantity appearing in (4.4). Since it turns out that the Willmore torus is
the stereographic projection of the Clifford torus, Theorem 4.1.9 proves the Willmore conjecture.

Corollary 4.1.10 (Marques–Neves, [MN14]). The Willmore conjecture 4.1.6 holds true.

Let us now briefly discuss here another consequence of the conformal properties of the Will-
more functional, which will be strongly related to the results we shall present.

Proposition 4.1.11. Let ϕ : M2 → Rn be a smooth immersion of a closed surface. Assume
0 ∈ Σ = ϕ(M). Denote by I : R3 \ {0} → R3 \ {0} the spherical inversion I(x) = x

|x| and let

ψ = I ◦ ϕ|M\ϕ−1(0). Then

W(ψ) =W(ϕ)− 4π ]ϕ−1(0),

where ](·) denotes the cardinality of (·).

A short proof of this result can be found in [BK03], but the estimate was already present in
the literature as a consequence of the mentioned results of Chen [Che71a; Che71b; Che74] and
Weiner [Wei78]. As a corollary we get the already mentioned Li–Yau inequality [LY82], which
is also true as suitably stated in the context of varifolds (Corollary 1.3.8).

Corollary 4.1.12 (Li–Yau inequality). Let ϕ : M2 → Rn be a smooth immersion of a closed
surface. Then for any p ∈ ϕ(M) it holds that

W(ϕ) ≥ 4π ]ϕ−1(p).

In particular, if ϕ is not an embedding, then W(ϕ) ≥ 8π.

In Section 4.2.2 and Section 4.A we will come back on Li–Yau-type inequalities like the one
in Corollary 4.1.12. We will prove a completely analogous version of Corollary 4.1.12 for surfaces
whose boundary is a circle (see Theorem 4.2.6) and we will also discuss the case of surfaces with
an arbitrary planar boundary (see Theorem 4.A.4).

We observe that using Proposition 4.1.11 and Corollary 4.1.12, one can clearly prove that
the infimum of the Willmore energy among closed surfaces is 4π and that the unique minimizers
are round spheres, recovering Theorem 4.1.1. We remark the similarities of such a strategy in
the study of different conformally invariant energies, like the energies of knots introduced by
O’Hara [O’H91; O’H92; O’H03]. In fact, we find analogous arguments and results in [FHW94]
in the variational study of such knot energies.

We will similarly exploit the conformal properties ofW to solve some minimization problems
regarding surfaces with boundary, except we will prove non-existence of minimizers instead (see
Theorem 4.2.1 and Corollary 4.2.7).

Let us also mention that, in the last years, outstanding contributions to the variational theory
of the Willmore energy have been given by Rivière. In [Riv07] and [Riv08] the author identified a
strong relation between conformally invariant geometric energies and suitable conservation laws.
This theory has deep consequences on the theory of Willmore surfaces, that is, critical points
of the Willmore energy. From the point of view of direct methods in Calculus of Variations,
strongly related results are [Riv13] and [Riv14]. In these works the author formulates and
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employs a parametrization approach in the study of existence and regularity of minimizers for
minimization problems on the Willmore functional. For instance, the existence of minimizers
stated in Theorem 4.1.8 is recovered as a corollary of the theory developed.

This approach has to be compared to the more classical one introduced by Simon in [Sim93].
We can refer today to this method as the ambient approach, as the direct methods employed to
get existence and regularity of minimizers are achieved by means of the techniques of Geometric
Measure Theory. Here the use of varifolds is fundamental.

Both the approaches had many subsequent applications, on which we will come back also
later, especially about the measure theoretic methods of Simon.

From the point of view of the existence theory in the context of closed surfaces, we can
say that many questions found satisfactory answers. This is not the case of existence theory
in the setting of surfaces with boundary. We mention here one of the first fundamental results
achieved by means of Simon’s approach. The following theorem is a general existence results
of critical points for the Willmore energy under the constraint of clamped boundary conditions.
By clamped boundary conditions we mean that both the boundary and the conormal of the
considered immersions are fixed.

Theorem 4.1.13 (Willmore surfaces with clamped boundary conditions, [Sch10]). Fix n ≥ 3.
Let Γ ⊂ Rn be a smooth embedded closed 1-dimensional manifold. Let N : Γ→ Rn be a smooth
unit vector field along Γ which is normal along Γ. Then there exists a compact oriented surface
with boundary Σ0 ⊂ Rn and a map ϕ : Σ0 → Rn such that:

1. ∂Σ0 = Γ,

2. ϕ|∂Σ0 : ∂Σ0 → Γ is a continuous embedding of Γ,

3. coϕ = N ,

4. ϕ is a C∞-Willmore surface on Σ0 \ {p1, ..., pk}, where p1, ..., pk are finitely many points,
called branching points, and ϕ is continuous at those points.

Let us stress that, despite Theorem 4.1.13 is a statement of existence of Willmore surfaces,
the result is obtained via an adaptation of Simon’s ambient approach, that is, by means of
a direct method that studies varifold limits of minimizing sequences of suitable minimization
problems.

We conclude this part by stating a problem, which is the direct analogue with boundary
of Problem 4.1.7. We believe that a full understanding of such problem would be a great
achievement in the context of the existence theory we described.

Problem 4.1.14. Fix Γ1, ...,Γk ⊂ Rn finitely many smooth embedded curves, and n ≥ 3. Fix
an integer g ≥ 0 and let Σg be the 2-dimensional closed surface of genus g with k disks removed.
Characterize existence of minimizers and infimum for the minimization problem

min

{
W(ϕ) | ϕ : Σg → Rn smooth immersion, ϕ|∂Σg : ∂Σg → tiΓi smooth embedding

}
.

We will refer to Problem 4.1.14 as the general Plateau-Douglas problem for the Willmore
energy (see [Poz20c]). Indeed, in the case of the area functional, the analogous problem goes
under this name in the literature (see [DHT10]). In the following, also some results in the
direction of this problem are presented. However a satisfactory answer to Problem 4.1.14 is still
quite far today.
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4.2 On the Plateau–Douglas problem for the Willmore energy

In this section we collect some results from [Poz20c] in the direction of Problem 4.1.14 in the
3-dimensional Euclidean space R3. We will focus on a non-existence result for the minimization
problem of the Willmore energy among surfaces having a prescribed circle as boundary (see
Theorem 4.2.1 and Corollary 4.2.7). We also prove a result in the spirit of the Li–Yau-type
inequality in the context of surfaces with planar boundary (Theorem 4.2.6).

Let us first mention here some related results in the literature. Minimization problems of
the Willmore energy for surfaces with boundary and the study of corresponding critical points
are already present in the literature under two main formulations, depending on the chosen
boundary conditions.

As we already said, proceeding by analogy with the Plateau–Douglas problem for the area
functional, we are interested in Problem 4.1.14 in studying the minimization of the Willmore
energy under the sole constraint of having a fixed boundary. We believe this is also the most
reasonable assumption in case the existence of minimizers is the main object of study. The direct
calculation of the first variation of the Willmore energy shows that surfaces which are critical
points under the sole constraint that fixes the boundary get an additional boundary condition,
that is just what happens in the case of Neumann boundary conditions. Such a condition is the
so-called Navier (natural) condition, and it consists in the prescription H = 0 on the boundary.
Critical points satisfying Navier conditions have been studied mainly under the assumption that
the surfaces have rotational symmetry. Under this symmetry assumptions, recent results are
contained in [BDF10; BDF13; DDG08; DG09; DDW13; Dal+11; Eic16; EG19].

The second formulation under which critical points of the Willmore energy with fixed bound-
ary have been studied is in presence of clamped boundary conditions. In this case also the conor-
mal at the boundary is prescribed. Two of the most important contribution in these area are the
already mentioned [Sch10] and [Eic19], where the authors construct branched immersions which
are critical points out of finitely many branching points by means of a refinement of Simon’s
ambient approach developed in [Sim93].

We remark that also Rivière’s parametrization approach has been employed in the study of
minimization problems of surfaces with boundary for example in [DLPR20] and [MS20a].

Finally, let us mention that a result about symmetry breaking of Willmore surfaces with
Navier boundary conditions is contained in [Man18]. We also mention that an interesting
problem about Willmore surfaces in a free boundary setting is considered in [AK16]. Other
remarkable related results are the rigidity theorems for Willmore surfaces proved in [Pal00] and
[Dal12]. A study of the Willmore energy under both Navier and clamped conditions on surfaces
that are assumed to be graphs is contained in [DGR17].

In this chapter we define an asymptotically flat surface of genus g without boundary with K
ends to be a complete orientable immersed 2-dimensional manifold ϕ : M → R3 such that the
following properties hold.

1. M 'Mg \tKi=1Di, i.e. M is diffeomorphic to a genus g surface with finitely many disjoint
closed topological disks removed;

2. For any i = 1, ...,K there is Ui open boundary chart at Di such that Ui is diffeomorphic
to an annulus with ∂Ui = ∂Ditγi for a curve γi ' S1, and there is an affine plane Πi such
that for any ε > 0 there is R > 0 such that ϕ(Ui) \ BR(0) is the graph over Πi \KR of a
function fR with ‖fR‖C1 ≤ ε where KR ⊂ Πi is compact.

3. D(ϕ) < +∞.
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If ϕ defines an asymptotically flat surface of genus g without boundary with K ends as above,
we call end of the surface one of the sets ϕ(Ui).

In the following we will also consider asymptotically flat surfaces Σ of genus g with K ends
with boundary Γ, meaning that Γ is a smooth complete embedding of R and Σ ⊂ R3 is a subset
such that the following properties hold.

1. Σ = ϕ(ψ(M) \ L) where ψ is an embedding defining an asymptotically flat surface of
genus g without boundary with K end, ϕ : ψ(M) → R3 is a complete immersion, L is
diffeomorphic to an open half-plane and it is contained in one end, say E1, of ψ(M).
Moreover ϕ|∂L : ∂L→ Γ is an embedding.

2. For any i = 2, ...,K for any end Ei of ψ there is an affine plane Πi such that for any ε > 0
there is R > 0 such that ϕ(Ei) \ BR(0) is the graph over Πi \KR of a function fR with
‖fR‖C1 ≤ ε where KR ⊂ Πi is compact.

3. There is an affine plane Π1 such that for any ε > 0 there is R > 0 such that ϕ(E1\(BR(0)∪
L)) is the graph over Π1 \H of a function fR with ‖fR‖C1 ≤ ε where H ⊂ Π1 is smooth
and diffeomorphic to a halfplane.

4. D(ϕ) < +∞.

Recalling Theorem 4.1.8 and the definition of βg in (4.3), we also define

eg := βg − 4π.

The number eg plays an important role in the study of the Willmore energy of asymptotically
flat surfaces. Indeed it holds that

eg = inf

{
W(ϕ)

∣∣∣ ϕ asymptotically flat surface of genus g

without boundary with one end

}
.

Indeed one can verify that if ϕ is an immersion of Mg and 0 ∈ ϕ(Mg), then I ◦ϕ|Mg\ϕ−1(0) defines
an asymptotically flat surface of genus g without boundary, where I(x) = x

|x|2 . Conversely, if

ϕ defines an asymptotically flat surface of genus g without boundary with one end, then I ◦ ϕ
extends to a C1,1 immersion of Mg; in particular I ◦ ϕ extends to an element of the class
EMg defined in [Riv14, p. 46]. Therefore by Proposition 4.1.11 (see [BK03, Theorem 2.2])
together with [Riv14, Theorem 1.7], we have that the infimum of the Willmore energy among
asymptotically flat surfaces of genus g without boundary with one end is equal to eg, and such
infimum is achieved only by immersions of the form I ◦ϕ|Mg\ϕ−1(0) for ϕ : Mg → R3 embedding
such that 0 ∈ ϕ(Mg) and W(ϕ) = βg.

It follows from the above characterization of eg if Γ ⊂ R2 is an embedded closed planar curve
and g ∈ N, then

inf

{
W(ϕ)

∣∣∣∣ ϕ : Σg → R3 smooth immersion of a surface of genus g

ϕ|∂Σg : ∂Σg → Γ smooth embedding

}
≤ eg. (4.5)

Indeed we can consider an embedded asymptotically flat surface Σ without boundary with one
end and genus g such thatW(Σ) = eg, that is, Σ is minimizing among asymptotically flat surfaces
of its own genus. Without loss of generality we can assume that the set {x2 + y2 ≤ 1, z = 0} is
strictly contained in the open planar region Ω enclosed by Γ. Chosen ε > 0, up to a translation, a
rotation, and a rescaling of Σ by a small factor one can construct a competitor Σ′ for the infimum
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in (4.5) such that Σ′∩{x2 +y2 ≤ 1
2} = Σ∩{x2 +y2 ≤ 1

2}, Σ′∩{1
2 ≤ x

2 +y2 ≤ 1} is the graph of
a smooth function over the annulus {1

2 ≤ x
2 + y2 ≤ 1} with W(Σ′∩{1

2 ≤ x
2 + y2 ≤ 1}) ≤ ε, and

Σ′∩{x2 + y2 ≥ 1} = Ω∩{x2 + y2 ≥ 1}. Therefore W(Σ′) ≤ eg + ε. For the explicit construction
of Σ′ we refer to the proof of [Poz20c, Theorem 1.4], in which a similar construction is used
several times.

4.2.1 Circle boundary datum

We consider here Problem 4.1.14 for surfaces in R3 having one boundary curve, which is assumed
to be a unit circle. In the following we shall denote by S1 the unit circle understanding it is a
subset of R3 as

S1 = {(x, y, z) ∈ R3 | x2 + y2 = 1, z = 0}.

and we denote by D be the bounded planar disk enclosed by S1. In this setting, the minimization
problem becomes

min{W(ϕ) | ϕ : Σg → R3 smooth immersion, ϕ|∂Σg → S1 smooth embedding}, (4.6)

and Σg is diffeomorphic to the closed orientable surface of genus g with one smooth disk removed.
Also, for a fixed g, we denote by

F := {ϕ : Σg → R3 smooth immersion, ϕ|∂Σg → S1 smooth embedding},

the family of competitors.

If ϕ ∈ F , since the curvature vector of the boundary curve is just kS1(p) = −p for any p ∈ S1,
denoting by coϕ the unit outward conormal of ϕ, we see that the scalar geodesic curvature of
the boundary is given by kϕ(x) = 〈kS1(ϕ(x)),−coϕ(x)〉 = 〈ϕ(x), coϕ(x)〉 for any x ∈ ∂Σg.
Identifying ∂Σg ≡ S1, we can assume that ϕ is the identity on S1, and we write

∀ϕ ∈ F : kϕ(p) = 〈p, coϕ(p)〉 ∀ p ∈ S1, G(ϕ) =

ˆ
S1

〈p, coϕ(p)〉 dH1(p).

Observe that if ϕ ∈ F , then G(ϕ) ≤ 2π with equality if and only if coϕ(p) = p for any p ∈ S1.

The main result of this part is the following non-existence theorem.

Theorem 4.2.1 (Non-existence of minimizers). For any genus g ≥ 1, problem (4.6) has no
minimizers and the infimum equals eg.

The proof of Theorem 4.2.1 is based on the following tool.

Lemma 4.2.2. Let ϕ ∈ F and denote Σ = ϕ(Σg). Then for any ε > 0 there is F : U → R3

such that

1. U ⊂ R3 is open and Σ ⊂ U ;

2. F : U → F (U) is a conformal diffeomorphism;

3. ‖coF◦ϕ(p)− p‖L2(S1) < ε;

4. 2π −G(F ◦ ϕ) < ε.

128



Proof. If G(ϕ) = 2π, then coϕ(p) = p and the identity F = id|R3 works. So we can assume
that G(ϕ) < 2π. Denote by Tq and Dα the translation and the dialation with respect to a
vector q ∈ R3 or a factor α > 0 respectively. Consider the point (−1, 0, 0) =: v ∈ S1 and the
spherical inversion I1,v. Note that I1,v maps S1 \ {v} onto the line r−v/2 passing through the
point −v/2, lying in the plane of S1 and parallel to TvS1. Let R be a rotation in R3 about the
axis {x = z = 0}, we claim that the desired map F is

F (p) =

I
−1
1,v ◦ T−v/2 ◦R ◦Dα ◦ Tv/2 ◦ I1,v(p) = v +

αR
[

p−v
|p−v|2

+ v
2

]
− v

2∣∣αR[ p−v
|p−v|2

+ v
2

]
− v

2

∣∣2 p ∈ U \ {v},

v p = v.

for suitable choice of α ∈ (0, 1) and rotation R, and F is defined on

U = R3 \
{
I−1

1,v

(
− 1

2

(
1

α
R−1[v] + v

))}
.

The surface I1,v(Σ) is an asymptotically flat manifold with K ends, where K ≥ 1 is the
multiplicity of v in Σ. For β, γ, δ ∈ (0, 1) arbitrarily small there exist α = α(β, γ) ∈ (0, 1)
sufficiently small and suitable R = R(δ) so that

dC1

(
R ◦Dα ◦ Tv/2 ◦ I1,v(Σ) \Bγ(0),

K⋃
i=1

Πi \Bγ(0)

)
< β, (4.7)

for a half plane Π1 and planes Π2, ...,ΠK passing through the origin with ∂Π1 = {x = y = 0},
and

〈coΠ1 , (−1, 0, 0)〉 > 1− δ,
0 6∈ T−v/2 ◦R ◦Dα ◦ Tv/2 ◦ I1,v(Σ),

(4.8)

where coΠ1 is the conormal vector of Π1. Equation (4.7) is a shortcut for saying that the
functions given by the definition of asymptotically flat surface whose graphs parametrize R ◦
Dα ◦ Tv/2 ◦ I1,v(Σ) \Bγ(0) have C1-norm smaller than β.

Note that condition 0 6∈ T−v/2 ◦ R ◦ Dα ◦ Tv/2 ◦ I1,v(Σ) in (4.8) is equivalent to I1,v(p) 6=
−1

2

(
1
αR[v] + v

)
for any p ∈ Σ; and, since 1

αR[v] + v 6= 0 for any α < 1, such condition is
equivalent to I−1

1,v

(
− 1

2

(
1
αR[v] + v

))
6∈ Σ, which justifies the definition of U . So by (4.8) the

function F is well defined on U and Σ ⊂ U .

Now for any p ∈ U \ {v} we have

F (p) = v +
αR[p− v] + |p− v|2w∣∣αR
[ p−v
|p−v| + |p− v|w

]∣∣2 , w :=
α

2
R[v]− v

2
,

which is readily checked to be of class C1(U) and conformal; in fact, at p = v, the differential fo
F is dFv = 1

αR. By the regularity result in [LS14, Theorem 3.1] we conclude that F is actually
smooth on U .

The inverse map I−1
1,v has differential

d(I−1
1,v )q =

1

|q|2

(
id− 2

|q|2
q ⊗ q

)
.
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Hence taking q = (1/2, t, 0) ∈ r−v/2, e3 = (0, 0, 1) and X ∈ (Tq(r−v/2))⊥ we have d(I−1
1,v )q(e3) =

1
|q|2 e3 and thus

(
d(I−1

1,v )q(X)

|d(I−1
1,v )q(X)|

)
3

:=
〈d(I−1

1,v )q(X), e3〉
|d(I−1

1,v )q(X)|
=
〈d(I−1

1,v )q(X), d(I−1
1,v )q(e3)〉

|d(I−1
1,v )q(X)||d(I−1

1,v )q(e3)|
=
〈X, e3〉
|X|

=:

(
X

|X|

)
3

,

(4.9)

that is, the third component of a vector is preserved. Hence putting together (4.7), (4.8), (4.9),
and choosing α, β, γ sufficiently small, the thesis follows.

Corollary 4.2.3. If ϕ ∈ F is such that G(ϕ) < 2π, then there is ϕ′ ∈ F such that W(ϕ′) <
W(ϕ). In particular a minimizer ϕ of problem (4.6) must satisfy coϕ(p) = p on S1.

Proof. Apply Lemma 4.2.2 recalling that the quantity W +G is conformally invariant by The-
orem 4.1.4, so that if G increases then W must decrease.

We are now ready for proving Theorem 4.2.1.

Proof of Theorem 4.2.1. Assume by contradiction that a minimizer ϕ exists, and let Σ = ϕ(Σg).
Then by Corollary 4.2.3 the conormal coϕ(p) of Σ is identically equal to the position vector p
on S1. Let Σext := Σ ∪ {z = 0, x2 + y2 ≥ 1}, which defines a C1,1-surface. Now two possibilities
can occur.

Suppose first there exists p̄ ∈ int(D) such that p̄ 6∈ Σ, where D is the closed disk enclosed
by S1. Then I1,p̄(Σ

ext)∪ {0} =: Σ′ is a well defined surface of class C1,1 without boundary with
genus g. Also Σ′ ⊃ D, then Σ′ cannot be a minimizer for the Willmore energy among closed
surfaces of genus g, otherwise Σ′ would be analytic ([Riv08, Theorem I.3]) and then equal to
the plane containing D. Hence W(Σ′) > βg, and then W(Σ) = W(Σext) > βg − 4π = eg (by
Proposition 4.1.11). Since by (4.5) the infimum of our problem is ≤ eg, this implies that Σ is
not a minimizer.

Suppose now the other case: D ⊂ Σ. In this case the whole plane containing D is contained
in Σext, which has genus g ≥ 1, then there exists a point q ∈ Σext with multiplicity ≥ 2. Now
let x ∈ R3 \ Σext, then Σ′ := I1,x(Σext) ∪ {0} is a C1,1 closed surface of genus g with a point of
multiplicity ≥ 2, then W(Σ′) ≥ 8π and W(Σ) = W(Σext) ≥ 4π (by Proposition 4.1.11). Since
by (4.5) the infimum of our problem is ≤ βg − 4π < 4π, this implies that Σ could not be a
minimizer.

Finally, for any ε > 0 we know from Lemma 4.2.2 and the proof of Corollary 4.2.3 that

inf
ϕ∈F
W = inf

ϕ∈F
G(ϕ)≥2π−ε

W,

then, since infFW ≤ βg − 4π, by the above argument we conclude that

inf
ϕ∈F
W = inf

ϕ∈F
G(ϕ)=2π

W = βg − 4π = eg.
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4.2.2 A Li–Yau-type inequality for surfaces with circular boundary

Throughout this section we denote by Σg a surface with boundary which is diffeomorphic to the
orientable surface Mg of genus g having a removed disk. In particular ∂Σg is diffeomorphic to
S1. Moreover, we still assume that S1 = {x2 + y2 = 1, z = 0} is a subset of R3.

If ϕ : Σg → R3 is an immersion and we denote by Σ = ϕ(Σg) its image, we will use the same
symbol Σ to denote the image varifold Imϕ. Moreover, we will use the shortcuts

|Σ ∩ U | := µΣ(U),

ˆ
Σ∩U

f :=

ˆ
U
f dµΣ,

ˆ
Σ
g :=

ˆ
Σg

g dµϕ

for any open set U ⊂ R3 and continuous functions f : U → R and g : Σg → R whenever there is
no risk of confusion.

In this section we are interested in proving a result related to the Li–Yau inequality (see
Corollary 1.3.8 and Corollary 4.1.12). More precisely, given an immersion ϕ : Σg → R3, we want
to prove that the presence of self-intersections implies a lower bound estimate on the Willmore
energy W(ϕ).

We recall here a few concepts we will need. Let γ : (0, 1)→ {z = 0} ⊂ R3 be a planar regular
curve of class C2. The normal vector νγ along γ is the counterclockwise rotation of an angle π

2
of the tangent vector τγ , where we understand that {z = 0} is oriented with the oriented basis

[(1, 0, 0), (0, 1, 0)]. In this way we can write the curvature vector of γ as kγ = k̃γνγ , and the

scalar function k̃γ is the oriented curvature of γ. More generally, if ν is a unit normal vector
along γ, the scalar function 〈kγ , ν〉 is the oriented curvature of γ with respect to ν.

We remark that if γ : (0, 1) → {z = 0}, k̃γ is the oriented curvature with respect to the
normal vector νγ , and 0 < s < t < 1, then

ˆ t

s
k̃γ ds = θ(t)− θ(s), (4.10)

where θ : (0, 1)→ R is any C1 function such that τγ(x) = (cos θ(x), sin θ(x)). Indeed, assuming
without loss of generality that γ is parametrized by arclength, writing the tangent vector of γ
as τγ(x) = (cos θ(x), sin θ(x)) we have

k̃γ = 〈kγ , νγ〉 = 〈θ′(− sin θ, cos θ), (− sin θ, cos θ)〉 = θ′,

and then
´ t
s θ
′(x) dx = θ(t)− θ(s).

It follows that if γ : S1 → {z = 0} is an embedded closed planar curve of class C2 that
positively orients the boundary of the planar region it encloses, and k̃γ is the oriented curvature,
then ˆ

S1

k̃γ ds = 2π. (4.11)

First we need to prove a sort of Gauss–Bonnet Theorem for surfaces with planar boundary.

Lemma 4.2.4. The following identities hold true.

1. Let ϕ : Σg → R3 be a smooth immersion such that ϕ : ∂Σg → Γ is the embedding of a closed
planar curve Γ ⊂ {z = 0}. Assume that there is p0 ∈ ∂Σg such that ϕ−1(ϕ(p0)) = {p0}.
Let

ψ := I1,ϕ(p0) ◦ ϕ|Σg\{p0}.

Then
W(ϕ) +G(ϕ) =W(ψ) +G(ψ) + 2π.
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2. Let p0 ∈ ∂Σg and ψ : Σg \ {p0} → R3 be a smooth immersion such that ψ : ∂Σg → Γ is the

embedding of a planar curve Γ̃ ⊂ {z = 0} such that Γ := I1,0(Γ̃) ∪ {0} is a closed smooth
curve and

ϕ(p) :=

{
I1,0 ◦ ψ if p ∈ Σg \ {p0},
0 if p = p0.

is a proper smooth immersion of Σg. Then

W(ϕ) +G(ϕ) =W(ψ) +G(ψ) + 2π.

Proof. The two statements are equivalent, so here we prove the first one. Without loss of
generality we can assume that ϕ(p0) = 0 and we denote I ≡ I1,0 the spherical inversion at the
standard unit sphere. Moreover denote Σ = ϕ(Σg). Since the origin has a unique preimage in
Σg, there is r > 0 so small that Dr := Σ ∩Br is homeomorphic to an embedded disk. Let

ϕr := ϕ|Σg\ϕ−1(Dr), Σr := Σg \ ϕ−1(Dr)

that is the immersion of a smooth surface with piecewise smooth boundary. It is proved in
[Che74] that the function (|H|2 −K)

√
det g, where g is the metric and H,K are the mean and

Gaussian curvature on a given immersed surface, is pointwise conformally invariant. Hence,
letting ψr := I ◦ ϕr, we have

ˆ
Σr

|Hϕr |2 −Kϕr =

ˆ
Σr

|Hψr |2 −Kψr , (4.12)

for any r > 0 sufficiently small. Moreover, letting r → 0, we have
´

Σr
|Hϕr |2 → W(ϕ) and´

Σr
|Hψr |2 →W(ψ). So we want to study the limit of the two integrals of the Gaussian curvature

as r → 0.

Letting {z = 0} be oriented by the oriented basis [(1, 0, 0), (0, 1, 0)], we can assume that Γ is
positively parametrized by ϕ|∂Σg with respect to the planar region it encloses. Moreover, let Σg

be oriented accordingly to its boundary. Assume the same positive orientation for Σr and ϕr.
We know from Gauss–Bonnet Theorem 1.1.10 that the sum

F (f) :=

ˆ
S
KS +G(f) + α(f),

is a topological invariant, where f : S → R3 is some immersed surface and α(f) denotes the sum
of oriented angles in Theorem 1.1.10. In particular F (ϕr) = F (ψr) for any r small.

The curve ∂Br(0)∩Σ is closer and closer in C2-norm to a half circle of radius r contained in
dϕp0(Tp0Σg) as r → 0. Hence, letting γr := ϕ|ϕ−1

r (∂Br(0)∩Σ) the parametrization of ϕ−1
r (∂Br(0)∩

Σ), we have

lim
r→0

ˆ
ϕ−1(∂Br(0)∩Σ)

〈kγr ,−coϕr〉 = −π,

and then limr→0G(ϕr) = −π + G(ϕ). Moreover, the choice of the orientation implies that
limr→0 α(ϕr) = π. Therefore limr→0G(ϕr) + α(ϕr) = G(ϕ).

Since the inversion I maps points closer to the origin to points farther from it, we have that
if I ◦ γr parametrizes the curve ψ−1

r (I(∂Br(0) ∩ Σ)), then

lim
r→0

ˆ
ϕ−1(∂Br(0)∩Σ)

〈kI◦γr ,−coψr〉 = π.
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Moreover, since I is conformal, the sum of the oriented angles is preserved and limr→0 α(ψr) = π.
Therefore limr→0G(ψr) + α(ψr) = G(ψ) + 2π.

Hence using that F (ϕr) = F (ψr), passing to the limit r → 0 in (4.12), that is equivalent toˆ
Σr

|Hϕr |2 − F (ϕr) +G(ϕr) + α(ϕr) =

ˆ
Σr

|Hψr |2 − F (ψr) +G(ψr) + α(ψr),

yields the thesis.

Since we set S1 = {x2 + y2 = 1, z = 0} ⊂ R3, as we observed in Section 4.2.1 whenever an
immersion ϕ : Σg → R3 is such that ϕ : ∂Σg → S1 is an embedding of the circle, we can identify
∂Σg ≡ S1 and assume that ϕ is the identity on S1. In such a setting we denote by coϕ(p) the
conormal of ϕ at p ∈ S1, and the unit outward conormal at p ∈ S1 of the planar disk enclosed
by S1 is just p = ϕ(p).

Lemma 4.2.5. For any ω < 4π exists ε > 0 such that if ϕ : Σg → R3 is an immersion such
that ϕ : ∂Σg → S1 is an embedding, with outward conormal field coϕ, and such that

∃p0 ∈ R3 : ]ϕ−1(p0) ≥ 2,

‖coϕ(x)− νS1(ϕ(x))‖L2(∂Σg) ≤ ε,

where νS1 is the unit outward conormal of the planar disk enclosed by S1, then W(ϕ) ≥ ω.

Proof. As discussed above, we can identify without loss of generality ∂Σg with S1 and set
ϕ(p) = p for any p ∈ S1. The conormal coϕ is then defined on S1 and νS1(p) = p = ϕ(p) for any
p ∈ S1.

By smooth approximation of the surface we can prove the statement for p0 6∈ S1. Let us
assume by contradiction that

∃Σn := ϕn(Σg) : ‖con(p)− p‖L2(S1) ≤
1

n
,

∃pn ∈ Σn \ S1 : ]ϕ−1
n (pn) ≥ 2,

W(ϕn) ≤ ω < 4π,

(4.13)

where con is the conormal of ϕn. Up to a small modification of the sequence which preserves
(4.13), we can assume that for any n there is q ∈ S1 such that ]ϕ−1

n (q) = 1. Then we consider
the sequence Σ′n := I1,q(Σn \ {q}), that, up to isometry of R3, is an asymptotically flat manifold
with one end such that

Γ′n := ∂Σ′n = {(Xn, y, 0)|y ∈ R} Xn ∈ R>0,

θ′n(0) ≥ 2,

0 6∈ Γ′n,

W(Σ′n) =W(ϕn) +G(ϕn)− 2π,

where we writeW(Σ′n) denoting by Σ′n also the image varifold induced by the immersion defining
Σ′n, θ′n(p) is the multiplicity of Σ′n, and the last equality follows from Lemma 4.2.4.

Consider now a blow up sequence Σ′′n := Σn
rn

for rn ↘ 0 so small that, up to subsequence, Σ′′n
converges in the sense of varifolds to the integer rectifiable varifold µ = v

(⋃M
i=1 Πi, θ

)
, where

each Πi is a plane passing through the origin, and M ≥ 2 or M = 1, θ ≥ 2. Now we exploit the
monotonicity formula of Theorem 1.3.7. Calculating TΣ′′n,0(ρ) we get

∃ lim
ρ→∞

TΣ′′n,0(ρ) =
1

2

ˆ
Γ′′n

〈p, co′′n(p)〉
|p|2

dH1(p),
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for any n, where co′′n is the conormal of Σ′′n on its boundary Γ′′n := ∂Σ′′n = {(Rn, y, 0)|y ∈ R},
where Rn := Xn

rn
→ +∞ choosing rn sufficiently small. Indeed∣∣∣∣ 1

2ρ2

ˆ
Γ′′n∩Bρ(0)

〈p, co′′n(p)〉 dH1(p)

∣∣∣∣ ≤ ∣∣∣∣ 1

2ρ2

ˆ
Γ′′n∩Bρ(0)

〈(Rn, y, 0), ((co′′n(p))1, 0, (co
′′
n(p))3)〉 dH1(p)

∣∣∣∣
≤ Rn

2ρ2
H1(Γ′′n ∩Bρ(0)) ≤ Rn

ρ
−−−→
ρ→∞

0.

Denoting by H ′′n the mean curvature of Σ′′n, for any 0 < σ < ρ we haveˆ
Σ′′n∩Bρ(0)

〈H ′′n, p〉
ρ2

=

ˆ
Σ′′n∩Bσ(0)

〈H ′′n, p〉
ρ2

+

ˆ
Σ′′n∩Bρ(0)\Bσ(0)

〈H ′′n, p〉
ρ2

≤ 1

ρ

ˆ
Σ′′n∩Bσ(0)

|H ′′n|+
|Σ′′n ∩Bρ(0)|1/2

ρ
W(Σ′′n \Bσ(0)),

hence letting first ρ→∞ and then σ →∞, since limρ→∞
|Σ′′n∩Bρ(0)|1/2

ρ = (π/2)1/2, we have

lim
ρ→∞

ˆ
Σ′′n∩Bρ(0)

〈H ′′n, p〉
ρ2

= 0.

Hence by Theorem 1.3.7 we have

∃ lim
ρ→∞

AΣ′′n,0(ρ) = lim
ρ→∞

|Σ′′n ∩Bρ(0)|
ρ2

+
W(Σ′′n)

4
+

1

2

ˆ
Γ′′n

〈p, co′′n(p)〉
|p|2

dH1(p)

=
π

2
+
W(Σ′′n)

4
+

1

2

ˆ
Γ′′n

〈p, co′′n(p)〉
|p|2

dH1(p)

=
π

2
+
W(Σ′′n)

4
+

1

2

ˆ
R

Rn(co′′n(p))1

R2
n + y2

dy

≤ π

2
+
W(Σ′′n)

4
+

1

2

ˆ
R

1

1 + u2
du = π +

W(Σ′′n)

4
.

By the convergence Σ′′n → µ in the sense of varifolds, the monotone quantity AΣ′′n,0(ρ) is lower
semicontinuous for almost all ρ > 0, i.e. lim infnAΣ′′n,0(ρ) ≥ Aµ,0(ρ) for almost every ρ > 0.
Indeed the first and second summands in the definition of AΣ′′n,0(ρ), that is the mass and the
Willmore energy in the ball Bρ(0), are lower semicontinuous, while by continuity of the first
variation under varifold convergence and the fact that Rn → +∞, the summand RΣ′′n,0(ρ) is
continuous in the limit n→∞. Therefore

Aµ,0(ρ) ≤ lim inf
n→∞

AΣ′′n,0(ρ) ≤ lim inf
n→∞

lim
ρ→∞

AΣ′′n,0(ρ)

≤ lim inf
n→∞

π +
W(Σ′′n)

4

= π + lim inf
n→∞

W(Σ′n)

4

= π + lim inf
n→∞

W(Σn)

4
< 2π,

(4.14)

for almost every ρ > 0, where we used that G(ϕn) → 2π by the absurd hypothesis. Suitably
passing to the limit ρ→ +∞ in (4.14) we find

2π ≤ lim
ρ→∞

µ(Bρ(0))

ρ2
= lim

ρ→∞
Aµ(ρ) < 2π,

which gives the desired contradiction.
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Using the above result we can deduce the following Li–Yau-type inequality, that states that
the Willmore energy of a non-embedded surface whose boundary is a circle is greater or equal
than 4π.

Theorem 4.2.6 (Li–Yau-type inequality with circle boundary). If ϕ : Σg → R3 is an immersion
such that ϕ : ∂Σg → S1 is an embedding and there is p0 ∈ R3 such that ]ϕ−1(p0) ≥ 2, then
W(ϕ) ≥ 4π.

Proof. By approximation taking a small perturbation of the surface we can prove the statement
for p0 6∈ S1. For any ε ∈ (0, 1) by Lemma 4.2.2 we get the existence of a surface ϕ′ : Σg → R3

such that ϕ′ : ∂Σg → S1 is an embedding and

i) ϕ′ = F ◦ ϕ for some F conformal;

ii) G(ϕ′) > G(ϕ);

iii) there exists p′ 6∈ S1 with ](ϕ′)−1(p′) ≥ 2;

iv) ‖(coϕ′)(p)− νS1(ϕ′(p))‖L2(S1) ≤ ε;

where νS1(q) = q is the outward unit conormal of the disk enclosed by S1. Taking ε as given by
Lemma 4.2.5 for some ω < 4π we get

W(ϕ) ≥ W(ϕ′) ≥ ω,

and letting ω → 4π we get the thesis.

Putting together Theorem 4.2.1 with Theorem 4.2.6 we get another non-existence result.

Corollary 4.2.7. For any genus g ≥ 1, the minimization problem

min{W(ϕ) | ϕ : Σg → R3 smooth embedding, ϕ : ∂Σg → S1 embedding}

has no minimizers and the infimum equals eg = βg − 4π.

4.3 Minimization of the Willmore energy of connected surfaces
with boundary

In the second part of this chapter we want to address another family of minimization problems
on the Willmore energy of surfaces with boundary. We want to consider the problem of finding
an optimal elastic surface spanning a given boundary, under the constraint that such a surface
is connected. Hence, as a first step, we need to give a sense to what we mean by “optimal
elastic” surface. By such a terminology we mean that such a surface should minimize a given
Willmore-type energy, subjected to suitable boundary conditions. Let us then introduce the
minimization problems we will study.

If γ = (γ1) ∪ ... ∪ (γα) is a finite disjoint union of smooth closed embedded curves in R3, a
classical formulation of the Plateau’s problem with datum γ may be to solve the minimization
problem

min
{
µϕ(Σ) | ϕ : Σ→ R3 immersion, ϕ|∂Σ : ∂Σ→ γ embedding

}
, (4.15)
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where Σ is some 2-dimensional manifold, that is, one wants to look for the surface of least
area having the given boundary. From a physical point of view, we know that solutions to
the Plateau’s problem are good models of soap elastic films having the given boundary (see
[Mor09]). Moreover, critical points of the Plateau’s problem are minimal surfaces, that is, they
are characterized by having zero mean curvature; this is true also in the non-smooth context of
varifolds in the appropriate sense, and it is an immediate consequence of Proposition 1.1.8 and
Remark 1.1.9. In particular, minimal surfaces or varifolds with vanishing mean curvature have
zero Willmore energy.

It is well-known that (4.15) can be solved under suitable assumptions on the boundary curves,
or it can be solved in an appropriate generalized sense in the setting of currents (see [Mor09]
and [Sim83b, Chapter 7]). However, as we are going to discuss, the Plateau’s problem, and more
generally the minimization of the area functional, may be incompatible with some constraints,
such as the connectedness constraint we are interested in.

Therefore if we want to model an optimal elastic connected surface with boundary we should
solve a minimization problem on a different energy, that possibly recovers the Plateau’s problem.
As the Willmore energy is sometimes associated to the “total bending” energy of a surface
(see [Nit93; EFH17]), we will study suitable minimization problems on the Willmore energy of
varifolds satisfying suitable boundary conditions. We will study both conditions of clamped or
natural type on the generalized boundary, adding the constraint that the support of the varifold
must connect some assigned curves (γ1), ..., (γα) ⊂ R3.

The minimization problems we will study have the form

P := min {W(V ) | V = v(M, θV ) : σV = σ0, sptV ∪ γ compact, connected} ,

for some assigned vector valued Radon measure σ0, or

Q := min {W(V ) | V = v(M, θV ) : |σV | ≤ µ, sptV ∪ γ compact, connected} ,

for some assigned positive Radon measure µ with sptµ = γ.

Let us introduce a remarkable particular case that motivates our study. Let C = [0, 1]2/∼
be a cylinder. Let R ≥ 1 and h > 0. We define

ΓR,h :=
{
x2 + y2 = 1, z = h

}
∪
{
x2 + y2 = R2, z = −h

}
, R ≥ 1, h > 0,

that is a disjoint union of two parallel circles of possibly different radii. We consider the class
of immersions

FR,h :=
{
ϕ : C → R3 |ϕ smooth immersion, ϕ|∂C : ∂C → ΓR,h smooth embedding

}
.

By [Sch83, Corollary 3], if a minimal surface has ΓR,h as boundary, then it necessarily is a
catenoid or a pair of planar disks. Moreover one can show there exists a threshold value h0 > 0
such that ΓR,h is the boundary of a catenoid if and only if h ≤ h0. For example, in the case

of R = 1 one has h0 =
(

mint>0
cosh(t)

t

)−1
. In particular for any h > h0 there are no minimal

surfaces (and thus no solutions of the Plateau’s problem) connecting the two components of
ΓR,h, even if h = h0 + ε > h0 is very close to h0. This rigidity in the behavior of minimal
surfaces suggests that in some cases an energy different from the area functional may be a good
model for connected soap films. Since surfaces with zero Willmore energy recover critical points
of the Plateau’s problem, we expect the minimization of W to be a good process for describing
optimal elastic surfaces under constraints, like connectedness ones, that do not match with the
area functional.
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In the following we prove two main existence theorems for the above problems P and Q
(Theorem 4.3.8 and Theorem 4.3.9). This is done by establishing a relation between the varifold
convergence of a sequence of varifolds with bounded Willmore energy and the convergence in
Hausdorff distance of their supports (Theorem 4.3.4). In the final part of the section we analyze
more deeply the motivating example of surfaces having two coaxial circles as boundary, i.e.,
immersions in FR,h.

4.3.1 Hausdorff distance and Willmore energy

The convergence of sets with respect to the Hausdorff distance will play an important role in
our study. For every sets X,Y ⊂ R3 we recall that the Hausdorff distance dH between X and
Y is defined as

dH(X,Y ) := inf {ε > 0 |X ⊂ Nε(Y ), Y ⊂ Nε(X)}

= max

{
sup
x∈X

inf
y∈Y
|x− y|, sup

y∈Y
inf
x∈X
|x− y|

}
,

where Nε(X) is the tubular neighborhood of a set X ⊂ R3 given by

Nε(X) :=

{
y ∈ R3 | inf

x∈X
d(x, y) < ε

}
.

Observe that, as defined here the Hausdorff distance is clearly not a distance on the power set
of R3. However, we say that a sequence of sets Xn converges in dH to a set X if limn dH(Xn, X) =
0. In such a case we write that Xn → X in dH.

Now we prove some useful properties about the Hausdorff distance.

Lemma 4.3.1. Suppose that Xn → X in dH. Then

1. Xn → X in dH;

2. if Xn is connected for any sufficiently large n and X is bounded, then X is connected as
well.

Proof. The proof of 1 follows by noticing that if X ⊂ N ε
2
(Xn), then X ⊂ Nε(Xn). Now we

prove 2. By 1 we can assume without loss of generality that X is closed, and thus compact.
Suppose by contradiction that there exist two closed sets A,B ⊂ X such that A ∩ B = ∅,
A 6= ∅, B 6= ∅, and A ∪ B = X. Since X is compact, A and B are compact as well, and
thus d(A,B) := infx∈A,y∈B |x − y| = ε > 0. By assumption, for any n ≥ n( ε4) we have that
Xn ⊂ N ε

4
(X) = N ε

4
(A)∪N ε

4
(B) and N ε

4
(A)∩N ε

4
(B) = ∅. The sets N ε

4
(A)∩Xn and N ε

4
(B)∩Xn

are disjoint and definitively non-empty, and open in Xn. This implies that Xn is not connected
for n large enough, that gives a contradiction.

Lemma 4.3.2. Suppose Xn is a sequence of uniformly bounded closed sets in R3 and let X ⊂ R3

be closed. Then Xn → X in dH if and only if the following two properties hold:

a) for any subsequence of points ynk ∈ Xnk such that ynk −→
k
y, we have that y ∈ X;

b) for any x ∈ X there exists a sequence yn ∈ Xn converging to x.
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Proof. Suppose first that dH(Xn, X) → 0. If there exists a converging subsequence ynk ∈ Xnk

with limit y /∈ X, then d(ynk , X) ≥ ε0 > 0, and thus Xnk 6⊂ N ε0
2

(X) for k large, that is

impossible; so we have proved a). Now let x ∈ X be fixed. Consider a strictly decreasing
sequence εm ↘ 0 . For any εm > 0 let nεm be such that X ⊂ Nεm(Xn) for any n ≥ nεm . This
means that Bεm(x) ∩Xn 6= ∅ for any n ≥ nεm and any m ∈ N. We can define a sequence

n 7→ xn ∈ Xn ∩Bεmn (x),

where
mn = sup {m ∈ N |Xn ∩Bεm(x) 6= ∅} ,

understanding that xn = x if mn = ∞, indeed since Xn is closed we have that x ∈ Xn if
mn = ∞. The sequence εmn converges to 0 as n → ∞, otherwise there exists η > 0 such that
Xn ∩Bη(x) = ∅ for any n large, but this contradicts the convergence in dH. Hence xn → x and
we have proved b).

Suppose now that a) and b) hold. If there is ε0 > 0 such that Xn 6⊂ Nε0(X) for n large,
then a subsequence xnk converges to a point y such that d(y,X) ≥ ε0 > 0, that is impossible.
If there is ε0 > 0 such that X 6⊂ Nε0(Xn) for n large, then there is a sequence zn ∈ X such that
d(zn, Xn) ≥ ε0 > 0. By b) we have that X is bounded, then a subsequence znk converges to
z ∈ X, and d(z,Xnk) ≥ ε0

2 definitely in k. But then z is not the limit of any sequence xnk ∈ Xnk .
However z is the limit of a sequence x̄n ∈ Xn by b), and thus it is the limit of the subsequence
x̄nk , and this gives a contradiction.

Corollary 4.3.3. Let Xn be a sequence of uniformly bounded closed sets. Suppose that Xn → X
in dH and Xn → Y in dH. If both X and Y are closed, then X = Y .

Proof. Both X and Y are bounded. We can apply Lemma 4.3.2, that immediately implies that
X ⊂ Y and Y ⊂ X using the characterization of convergence in dH given by items a) and b).

The above standard properties allow us to relate the convergence in the sense of varifolds
to the convergence of their supports in Hausdorff distance, under the assumption of bounded
Willmore energy.

We recall that by Theorem 1.3.7 we can assume that if V = v(M, θV ) is a varifold in
R3 with bounded Willmore energy, compact support, and generalized boundary σV such that
H2(sptσV ) = 0, then we can set

M =

{
x ∈ R3 \ sptσV | θV (x) ≥ 1

2

}
∪ sptσV ,

which is compact, and θV is pointwise defined at any x ∈ R3 \ sptσV by the limit θV (x) =

limr↘0
µV (Br(x))

πr2 . In the following, whenever a varifold V = v(M, θV ) fits these assumptions we
will assume that M and θV are as above.

Theorem 4.3.4 (Varifold convergence and Hausdorff distance). Let Vn = v(Mn, θVn) 6= 0 be a
sequence of varifolds with uniformly bounded Willmore energy converging to V = v(M, θV ) 6= 0.
Suppose that the Mn’s are connected and uniformly bounded.
Suppose that sptσVn = (γ1

n)∪...∪(γαn ) where the γin’s are disjoint smooth embedded closed curves,
γ̄1, ..., γ̄β with β ≤ α are disjoint smooth embedded closed curves, and assume that (γin) → (γ̄i)
in dH for i = 1, ..., β and that H1(γin)→ 0 for i = β + 1, ..., α.

Then Mn → M ∪ (γ̄1) ∪ ... ∪ (γ̄β) in Hausdorff distance dH (up to subsequence) and M ∪
(γ̄1) ∪ ... ∪ (γ̄β) is connected. Moreover (γin) → {pi} in dH for any i = β + 1, ..., α for some
points pi ∈ R3, pi ∈M for any i = β + 1, ..., α, and sptσV ⊂ (γ̄1) ∪ ... ∪ (γ̄β) ∪ {pβ+1, ..., pα}.
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Proof. Let us first observe that by the uniform boundedness of Mn, we get that (γin) converges
to some compact set Xi in dH up to subsequence for any i = β + 1, ..., α. Each Xi is connected
by Lemma 4.3.1, then by Go lab Theorem (see [Fal86, Theorem 3.18]) we know that H1(Xi) ≤
lim infnH1(γin) = 0, hence Xi = {pi} for any i = β+1, ..., α for some points pβ+1, ..., pα. Denote
X = {pβ+1, ..., pα}.

By assumption we know that µVn
?
⇀ µV as measures on R3, also Mn and M can be taken

to be closed. Moreover sptσV ⊂ X ∪ (γ̄1) ∪ ... ∪ (γ̄β). Indeed Vn are definitely varifolds without
generalized boundary on any open set of the form Nε(X ∪ (γ̄1) ∪ ... ∪ (γ̄β)) and they converge
as varifolds to V on such an open set with equibounded Willmore energy.

We want to prove that the sets Mn and M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β) satisfy points a) and b) of
Lemma 4.3.2 and that X ⊂M .

Let x ∈M∪(γ̄1)∪...∪(γ̄β)∪X. If x ∈ (γ̄1)∪...∪(γ̄β)∪X, then by assumption and Lemma 4.3.2
there is a sequence of points in sptσVn converging to x. So let x ∈M \ ((γ̄1)∪ ...∪ (γ̄β)∪X). We

know that there exists the limit limρ↘0
µV (Bρ(x))

πρ2 ≥ 1, hence we can write that for any ρ ∈ (0, ρ0)

with ρ0 < d(x, sptσV ) we have that µV (Bρ(x)) ≥ π
2ρ

2. There exists a sequence ρm ↘ 0 such
that limn µVn(Bρm(x)) = µV (Bρm(x)) for any m. Hence Mn ∩ Bρm(x) 6= ∅ for any m definitely
in n. Arguing as in Lemma 4.3.2 we find a sequence xn ∈ Mn converging to x, and thus the
property b) of Lemma 4.3.2 is achieved.

For any ε > 0 let Aε := Nε(X ∪ (γ̄1) ∪ ... ∪ (γ̄β)). Let us show that for any ε > 0 it occurs
that Mn \ Aε converges to

(
M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β)

)
\ Aε = M \ Aε in dH, i.e., we want to

check property a) of Lemma 4.3.2 for such sets.

Once this convergence is established, we get that Mn →M ∪X ∪ (γ̄1)∪ ...∪ (γ̄β) in dH and
we can show that the whole thesis follows. Indeed we have that for any ε > 0 for any η > 0 it
holds that

Mn \Aε ⊂ Nη
(
M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β) \Aε

)
,(

M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β)
)
\Aε ⊂ Nη(Mn \Aε),

for any n ≥ nε,η. In particular

Mn = Mn \Aε ∪Aε ⊂ Nη(M \Aε) ∪Aε ⊂ Nη+2ε(M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β)),

and

M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β) =
(
M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β)

)
\Aε ∪Aε

⊂ Nη(Mn \Aε) ∪Aε ⊂ Nη+2ε(Mn),

for any n ≥ nε,η. Setting ε = η we see that for any η > 0 it holds that

Mn ⊂ N3η

(
M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β)

)
,

(
M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β)

)
⊂ N3η(Mn),

for any n ≥ n2η,η. Hence Mn →M ∪X∪(γ̄1)∪ ...∪(γ̄β) in dH. Therefore M ∪X∪(γ̄1)∪ ...∪(γ̄β)
is closed and connected. Moreover we get that X ⊂M , indeed for any pi ∈ X for any K ∈ N≥1

by connectedness of Mn we find some subsequence ynk ∈ Mn ∩ ∂B 1
K

(pi) converging to a point

yK ∈ M ∩ ∂B 1
K

(pi). Since M is closed, passing to the limit K → ∞ we see that pi ∈ M . In

particular Mn →M ∪ (γ̄1) ∪ ... ∪ (γ̄β) in dH, by Lemma 4.3.1 we get that M ∪ (γ̄1) ∪ ... ∪ (γ̄β)
is connected, and the proof is completed.
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So we are left to prove that Mn \Aε converges to
(
M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β)

)
\Aε = M \Aε

in dH for any fixed ε > 0. Consider any converging sequence ynk ∈ Mnk \ Aε. For simplicity,
let us denote yn such sequence. Suppose by contradiction that yn → y but y 6∈ M ∪ Aε. Since
M is closed, there exist ζ > 0 such that Bζ(y) ∩M = ∅ for n large. Since Mn is connected and

M 6= ∅ we can write that ∂Bζ(y)∩Mn 6= ∅ for any σ ∈ ( ζ4 ,
ζ
2) for n large enough. Since yn 6∈ Aε,

up to choosing a smaller ζ we can assume that Bζ(y) does not intersect sptσVn for n large. Fix
N ∈ N with N ≥ 2 and consider points

zn,k ∈ ∂B(1+ k
N ) ζ4

(y) ∩Mn 6= ∅,

for any k = 1, ..., N − 1. The open balls{
B 1

2N
ζ
4
(zn,k)

}N−1

k=1

are pairwise disjoint. Passing to the limit σ ↘ 0, setting ρ = ζ
8N , and using Young’s inequality

in Equation (1.15) evaluated on the varifold Vn at the point p0 = zn,k we get that

π ≤
µVn

(
B ζ

8N
(zn,k)

)
(

ζ
8N

)2 +
1

4

ˆ
B ζ

8N

(zn,k)
|HVn |2 dµVn +

1(
ζ

8N

)2

ˆ
B ζ

8N

(zn,k)
〈HVn , p− zn,k〉 dµVn(p)

≤ 3

2

µVn

(
B ζ

8N
(zn,k)

)
(

ζ
8N

)2 +
3

4

ˆ
B ζ

8N

(zn,k)
|HVn |2 dµVn ,

(4.16)

for any n large and any k = 1, ..., N − 1. Since

lim sup
n

µVn

(
B ζ

8N
(zn,k)

)
≤ lim sup

n
µVn

(
B ζ

2
(y)
)
≤ µV

(
B 3

4
ζ(y)

)
= 0,

summing over k = 1, ..., N − 1 in (4.16) and passing to the limit n→∞ we get that

π(N − 1) ≤ lim sup
n

3

4

N−1∑
k=1

ˆ
B ζ

8N

(znk )
|HVn |2 dµVn ≤

3

4
lim sup

n
W(Vn).

Since N can be chosen arbitrarily big from the beginning, we get a contradiction with the
uniform bound on the Willmore energy of the Vn’s.

Remark 4.3.5. Arguing as in the second part of the proof of Theorem 4.3.4, we get the following
useful statement.

Assuming Vn = v(Mn, θVn) 6= 0 is a sequence of curvature varifolds with boundary with
uniformly bounded Willmore energy converging to V = v(M, θV ) 6= 0. Suppose that the Mn’s
are connected and closed and that M is closed. Suppose that sptσVn is as in Theorem 4.3.4. If
a subsequence ynk ∈Mnk converges to y, then y ∈M ∪ γ̄1 ∪ ... ∪ γ̄β.

Observe that the supports Mn,M are not necessarily bounded here.

Remark 4.3.6. The connectedness assumption in Theorem 4.3.4 is essential. Consider indeed
the following example: let Mn = ∂B1(0) ∪ ∂B 1

n
(0) and θVn(p) = 1 for any p ∈ Mn. Hence

the varifolds v(Mn, θVn) converge to v(∂B1(0), 1) as varifolds and they have uniformly bounded
energy equal to 8π, but clearly Mn does not converge to ∂B1(0) in dH.

140



Remark 4.3.7. The statement of Theorem 4.3.4 also holds if we assume sptσVn ⊂ (γ1
n)∪...∪(γαn )

and Mn ∪ (γ1
n) ∪ ... ∪ (γαn ) connected. In this case, using the notation of the proof of Theorem

4.3.4, we have that Mn ∪ (γ1
n) ∪ ... ∪ (γαn ) converges to M ∪ X ∪ (γ̄1) ∪ ... ∪ (γ̄β) in dH and

M ∪X ∪ (γ̄1) ∪ ... ∪ (γ̄β) is connected.

4.3.2 Existence of minimizers and asymptotics

Using the above results, we are ready for proving two existence theorems about boundary valued
minimization problems on connected varifolds.

Theorem 4.3.8. Let γ = (γ1)∪ ...∪ (γα) be a disjoint union of smooth embedded closed curves
with α ∈ N≥2. Let

σ0 = mν0H1 ¬ γ

be a vector valued Radon measure, where m : γ → N≥1 and ν0 : γ → (Tγ)⊥ are H1-measurable
functions with m ∈ L∞(H1 ¬ γ) and |ν0| = 1 H1-ae. Let P be the minimization problem

P := min {W(V ) | V = v(M, θV ) : σV = σ0, sptV ∪ γ compact, connected} .

If inf P < 4π, then P has minimizers.

Proof. Let Vn = v(Mn, θVn) be a minimizing sequence for the problem P. Denote I = inf P <
4π, and suppose without loss of generality that W(Vn) < 4π for any n. For any p0 ∈ Mn \ γ
passing to the limits σ → 0 and ρ→∞ in the monotonicity formula (1.15) we get

4π ≤ W(Vn) + 2
|σ0|(γ)

d(p0, γ)
,

and then

sup
p0∈Mn\γ

d(p0, γ) ≤ 2
|σ0|(γ)

4π −W(Vn)
≤ C(σ0, I). (4.17)

Hence the sequence Mn is uniformly bounded in R3. Integrating the tangential divergence of
the field X(p) = χ(p) p where χ(p) = 1 for any p ∈ BR0(0) ⊃Mn for any n we get that

2µVn(R3) =

ˆ
divTMnX dµVn = −2

ˆ
〈HVn , X〉 dµVn +

ˆ
〈X, ν0〉d|σ0|

≤ C(σ0, I)µVn(R3)
1
2 + C(σ0, I),

for any n, and then µVn is uniformly bounded. By Theorem 1.2.14 we have that Vn → V =
v(M, θV ) in the sense of varifolds (up to subsequence), and M is compact.

By an argument analogous to the proof of Theorem 4.3.4 we now show that V 6= 0. Suppose
by contradiction that V = 0. Since α ≥ 2 and the curves γ1, ..., γα are disjoint and embedded,
there exist an embedded torus φ : S1 × S1 → R3 \ γ dividing R3 into two connected components
A1, A2 such that A1 ⊃ (γ1) and A2 ⊃ (γ2) ∪ ... ∪ (γα). Since Mn is connected and uniformly
bounded, there is a sequence of points yn ∈ Mn ∩ φ(S1 × S1) with a converging subsequence
ynk → y. Observe that there is ∆ > 0 such that d(yn, γ) ≥ ∆. Since V = 0 we have that

y 6∈ sptV . Let N ≥ 4 be a natural number and consider the balls
{
B j
N

∆
2

(y)
}N
j=1

. Up to

subsequence, for n sufficiently large there is zn,j ∈ ∂B j
N

∆
2

(y) ∩Mn. Also the balls{
B ∆

4N
(zn,j)

}N
j=1
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are pairwise disjoint. As in (4.16) we get that

π ≤ 3

2

µVn

(
B ∆

4N
(zn,j)

)
(

∆
4N

)2 +
3

4

ˆ
B ∆

4N
(zn,j)

|HVn |2 dµVn

for any j = 1, ..., N . Since lim supn µVn

(
B ∆

4N
(zn,j)

)
≤ µV (B 3

4
∆(y)) = 0, summing over j =

1, ..., N and passing to the limit in n we get

4π ≤ Nπ ≤ 3

4
lim
n
W(Vn) ≤ 3π,

that gives a contradiction.
Hence Theorem 4.3.4 implies that sptV ∪ γ = M ∪ γ is connected. Since W(V ) ≤ I by

Corollary 1.2.16, we are left to show that σV = σ0. Since γ is smooth, for q0 ∈ γ we can write
that

|(Tγ)⊥(p− q0)| ≤ Cγ |p− q0|2 (4.18)

as p→ q0 with p ∈ γ for some constant Cγ depending on the curvature of γ. Let 0 < σ < s with
s = s(γ) such that (4.18) holds for p ∈ γ ∩Bs(q) for any q ∈ γ. For any q0 ∈ γ the monotonicity
formula (1.15) at q0 on Vn gives

µVn(Bσ(q0))

σ2
≤ − 1

σ2

ˆ
Bσ(q0)

〈HVn , p− q0〉 dµVn(p)+

− 1

2

ˆ
Bσ(q0)

(
1

|p− q0|2
− 1

σ2

)
〈p− q0, ν0〉 d|σ0|(p) + lim

ρ→∞
AVn,q0(ρ)

≤ W(Vn)
1
2

(
µVn(Bσ(q0))

σ2

) 1
2

+
1

2

ˆ
Bσ(q0)

Cγ |p− q0|2

|p− q0|2
+

1

σ
d|σ0|(p) + π+

+
1

2

ˆ
〈p− q0, ν0〉
|p− p0|2

d|σ0|(p)

≤ W(Vn)
1
2

(
µVn(Bσ(q0))

σ2

) 1
2

+ Cγ |σ0|(Bσ(q0)) +
1

σ
|σ0|(Bσ(q0)) + π+

+
1

2

1

s
|σ0| (γ \Bσ(q))

≤ C(I)

(
µVn(Bσ(q0))

σ2

) 1
2

+ C(γ, σ0).

In particular
µVn(Bσ(q)) ≤ C(I, γ, σ0)σ2

for any q0 ∈ γ, any σ ∈ (0, s), and any n. Consider now any X ∈ C0
c (Br(q0)) for fixed q0 ∈ γ

and r ∈ (0, s). By (1.4) we have that

lim
n
−2

ˆ
〈HVn , X〉 dµVn +

ˆ
〈X, ν0〉 d|σ0| = −2

ˆ
〈HV , X〉 dµV +

ˆ
〈X, νV 〉 d|σV |, (4.19)

where we wrote σV = νV |σV |. Now let m ∈ N be large and consider the cut off function

Λm(p) =

{
1−md(p, γ) d(p, γ) < 1

m ,

0 d(p, γ) ≥ 1
m .

(4.20)
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Take now X = ΛmY for arbitrary Y ∈ C0
c (Br(q0)). We have that

lim sup
m→∞

lim
n

∣∣∣∣ˆ 〈HVn , X〉 dµVn
∣∣∣∣ = lim sup

m→∞
lim
n

∣∣∣∣∣∣
ˆ
Br(q0)∩N 1

m
(γ)

Λm〈HVn , Y 〉 dµVn

∣∣∣∣∣∣
≤ ‖Y ‖∞ lim sup

m
lim
n
W(Vn)

1
2µVn

(
Br(q0) ∩N 1

m
(γ)
) 1

2
.

Moreover, there exists a constant C(γ) such that Br(q0) ∩ N 1
m

(γ) ⊂ ∪C(γ)m
i=1 B 2

m
(qi) for some

points qi ∈ γ and at most C(γ)m balls
{
B 2
m

(qi)
}
i
. Hence for 2

m < s we can estimate

µVn

(
Br(q0) ∩N 1

m
(γ)
)
≤

C(γ)m∑
i=1

µVn

(
B 2
m

(qi)
)
≤ C(γ)mC(I, γ, σ0)

4

m2
.

Therefore

lim sup
m→∞

lim
n

∣∣∣∣ˆ 〈HVn , X〉 dµVn
∣∣∣∣ ≤ ‖Y ‖∞ lim sup

m
C(I, γ, σ0)

1√
m

= 0. (4.21)

Hence setting X = ΛmY in (4.19) and letting m→∞ we obtain

ˆ
〈Y, ν0〉 d|σ0| =

ˆ
〈Y, νV 〉 d|σV |,

for any Y ∈ C0
c (Br(q0)). Since q0 ∈ γ is arbitrary we conclude that σV = σ0, and thus V is a

minimizer.

Theorem 4.3.9. Let γ = (γ1)∪ ...∪ (γα) be a disjoint union of smooth embedded closed curves
with α ∈ N≥2. Let m : γ → N≥1 be H1-measurable with m ∈ L∞(H1 ¬ γ). Let Q be the
minimization problem

Q := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ mH1 ¬ γ, sptV ∪ γ compact, connected

}
.

If infQ < 4π, then Q has minimizers.

Proof. We adopt the same notation used in the proof of Theorem 4.3.8. In this case the gener-
alized boundaries of the minimizing sequence Vn = v(Mn, θVn) are denoted by σVn = νVn |σVn |,
and |σVn | ≤ mH1 ¬ γ. The very same strategy used in Theorem 4.3.8 shows that Vn converges
up to subsequence in the sense of varifolds to a limit V = v(M, θV ) 6= 0 with M ∪ γ compact
and connected by Theorem 4.3.4 and Remark 4.3.7, and W(V ) ≤ infQ. Hence, to see that V is
a minimizer, we are left with showing that |σV | ≤ mH1 ¬ γ.

Denoting µ := mH1 ¬ γ, we find as in Theorem 4.3.8 that there exist constants C =
C(infQ, γ, µ) and s = s(γ) such that

µVn(Bσ(q)) ≤ Cσ2,

for any q ∈ γ, any σ ∈ (0, s), and any n large. Now for any X ∈ C0
c (Br(q0)) for fixed q0 ∈ γ and

r ∈ (0, s) the convergence of the first variation of varifolds (see (1.4)) reads

lim
n
−2

ˆ
〈HVn , X〉 dµVn +

ˆ
〈X, νVn〉 d|σVn | = −2

ˆ
〈HV , X〉 dµV +

ˆ
〈X, νV 〉 d|σV |, (4.22)
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where we wrote σV = νV |σV |. Now we set X = ΛmY in (4.22) for Y ∈ C0
c (Br(q0)) and Λm as

in (4.20). Estimating as in (4.21) and taking the limit m→∞ we obtain

lim
n

ˆ
〈Y, νVn〉 d|σVn | =

ˆ
〈Y, νV 〉 d|σV |,

that is σVn
?
⇀ σV , and thus |σV |(A) ≤ lim infn |σVn |(A) ≤ µ(A) for any open set A. Hence

|σV | ≤ µ and V is a minimizer of Q.

Remark 4.3.10. Assuming in Theorem 4.3.8 and in Theorem 4.3.9 the connected components
of the boundary datum are at least two (i.e. α ≥ 2) is technical, but it is also essential in
order to obtain a non-trivial minimization problem. Moreover, in the case of the problem in
Theorem 4.3.9, this is also crucial in order to obtain a problem that does not necessarily reduces
to a Plateau’s one. In fact if we consider a single closed embedded smooth (oriented) curve γ,
then [Sim83b, Chapter 7, Lemma 2.1] guarantees the existence of an area minimizing integer
rectifiable current T = τ(M, θ, ξ) with compact support and with boundary ∂T = γ. Hence by
[Sim83b, Chapter 7, Lemma 1.2] the integer rectifiable varifold V = v(M, θ) is stationary, i.e.,
its mean curvature vanishes, and sptσV ⊂ γ. Then we can consider M = sptT , that is compact.
Since ∂T = γ and T is minimizing, the set M ∪ γ is connected and W(V ) is trivially zero.

The existence theorems 4.3.8 and 4.3.9 can be applied in different perturbative regimes, as
discussed in the following corollaries and remarks.

Corollary 4.3.11. Let γ = (γ1) ∪ ... ∪ (γα) be a disjoint union of smooth embedded closed
sucrves with α ∈ N≥2. Suppose that there exists a compact connected immersed surface Σ ⊂ R3

whose boundary is γ. Let ε ∈ R and fε : R3 → R3 be a smooth family of diffeomorphisms with
f0 = id|R3. For any ε let

σε = cofε(Σ)H1 ¬ (fε(γ)),

where cofε(Σ) is the conormal of fε(Σ). If W(Σ) < 4π, there exists ε1 > 0 such that if ε0 < ε1

the minimization problems

Pε := min {W(V ) | V = v(M, θV ) : σV = σε, sptV ∪ fε(γ) compact, connected} ,

Qε := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ H1 ¬ (fε(γ)), sptV ∪ fε(γ) compact, connected

}
,

have minimizers for any ε ∈ (−ε0, ε0).

Corollary 4.3.12. Let γ = (γ1) ∪ ... ∪ (γα) be a disjoint union of smooth closed curves with
α ∈ N≥2. Suppose that there exists a compact connected immersed minimal surface Σ ⊂ R3

whose boundary is γ. Let ε ∈ R and fε : R3 → R3 be a smooth family of diffeomorphisms with
f0 = id|R3. For any ε let

σε = cofε(Σ)H1 ¬ (fε(γ)),

where cofε(Σ) is the conormal field of fε(Σ). Then there exists ε1 > 0 such that if ε0 < ε1 the
minimization problems

Pε := min {W(V ) | V = v(M, θV ) : σV = σε, sptV ∪ fε(γ) compact, connected} ,

Qε := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ H1 ¬ (fε(γ)), sptV ∪ fε(γ) compact, connected

}
,

have minimizers for any ε ∈ (−ε0, ε0).
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Remark 4.3.13. Many examples in which the existence theorems 4.3.8 and 4.3.9 and Corollary
4.3.11 apply are given by defining the following boundary data. We can consider any compact
smooth surface S ⊂ R3 without boundary such that W(S) < 8π. Then Corollary 1.3.8 implies
that S is embedded. Considering any suitable plane π that intersects S in finitely many disjoint
compact embedded curves γ1, ..., γα, we get that one halfspace determined by π contains a piece
Σ of S with W(Σ) < 4π and ∂Σ = (γ1) ∪ ... ∪ (γα). Denoting coΣ the conormal field of Σ we
get that problems

P := min
{
W(V ) | V = v(M, θV ) : σV = coΣH1 ¬ ∂Σ, sptV ∪ ∂Σ compact, connected

}
,

Q := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ H1 ¬ ∂Σ, sptV ∪ ∂Σ compact, connected

}
,

and suitably small perturbations Pε, Qε of them have minimizers.

Remark 4.3.14. Suppose that γ = (γ1) ∪ ... ∪ (γα) is a disjoint union of smooth embedded
closed curves and that γ is contained in some sphere S2

R(c) of radius R and center c in R3. Up
to translation let c = 0. If there is a point N ∈ S2

R(0) such that for any i the image πN (γi) via
the stereographic projection πN : S2

R(0) \ {N} → R2 is homotopic to a point in R2 \∪αi=1πN (γi),
then the problem

Q := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ H1 ¬ γ, sptV ∪ γ compact, connected

}
,

has minimizers. Indeed under such assumption there exists a connected submanifold Σ of S2
R(0)

with ∂Σ = γ, thus W(Σ) < 4π and Theorem 4.3.9 applies.

Remark 4.3.15. Coming back to a motivating example discussed at in Section 4.3, for given
R ≥ 1 and h > 0 let us consider the curves

ΓR,h = {x2 + y2 = 1, z = h} ∪ {x2 + y2 = R2, z = −h}.

Suppose that h0 > 0 is the critical value for which a connected minimal surface Σ with ∂Σ = ΓR,h
exists if and only if h ≤ h0. Let Σ0 be a minimal surface with ∂Σ0 = ΓR,h0 . Applying Corollary
4.3.12 we get that for ε > 0 sufficiently small the minimization problem

Qε := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ H1 ¬ΓR,h0+ε, sptV ∪ ΓR,h0+ε compact, connected

}
has minimizers.

Let us anticipate that in the case of boundary data of the form ΓR,h we will see in Corollary
4.3.19 that actually existence of minimizers for the problem Qε is guaranteed for any ε > 0,
indeed we will see that the hypotheses implying existence of minimizers actually hold for the
boundary datum ΓR,h for any h > 0.

In the rest of the section we want to discuss what is possible to prove about minimizers of
the problems in Theorem 4.3.8 and Theorem 4.3.9 in an asymptotic regime where the diameter
of the support of the varifold is very large if compared with the length of the assigned boundary
curves. As the Willmore energy is invariant under rescaling, this is equivalent to investigate
what happens in case the length of the assigned boundary curves goes to zero.

First we need to prove an analogous of Theorem 4.1.1 in the setting of varifolds. More
precisely, we are going to prove that, also among varifolds without boundary and compact
support, the infimum of the Willmore energy is only achieved by spheres. This result is certainly
expected by experts in the field, but, up our knowledge, it has not been proved yet without
appealing to highly non-trivial and recent regularity theorems. Instead, our only tool will be
the monotonicity formula of Theorem 1.3.7.
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Proposition 4.3.16 (Uniqueness of global minimizers among varifolds). Let V = v(M, θV ) be
an integer rectifiable varifold with σV = 0 and such that sptV is compact. If W(V ) = 4π, then
V = v(S2

R(z), 1) for some 2-sphere S2
R(z) ⊂ R3.

Proof. Passing to the limits σ → 0 and ρ→∞ in the monotonicity formula (1.15) we get that

4πθV (p0) + 4

ˆ
M

∣∣∣∣H2 +
(p− p0)⊥

|p− p0|2

∣∣∣∣2 dµV = 4π,

for any p0 ∈ R3, where we are assuming by Theorem 1.3.7 that θV coincides with the 2-
dimensional density of µV and M coincides with the support of V . Hence θV (p0) = 1 for
any p0 ∈M , and also

H(p) = −2
(p− p0)⊥

|p− p0|2
, (4.23)

at H2-ae p ∈M and for every p0 ∈M .

Fix δ > 0 small and two points p1, p2 ∈M with p2 6∈ B2δ(p1). For H2-ae p ∈M we can write

H(p) =

−2 (p−p1)⊥

|p−p1|2 p 6∈ Bδ(p1),

−2 (p−p2)⊥

|p−p2|2 p 6∈ Bδ(p2).

Since M is bounded, we get that H ∈ L∞(µV ). Therefore, since θV = 1 on M , by the Allard
Regularity Theorem (see [Sim83b, Chapter 5, Theorem 5.2]) we get that M is a closed surface
of class C1,α for any α ∈ (0, 1). Since M is closed, it is also compact, and thus it is connected,
for otherwise W(V ) ≥ 8π.

Now let p ∈ M be any fixed point such that (4.23) holds, and denote by νp a unit vector
such that ν⊥p = TpM . Up to translation let p = 0. Consider the axis generated by ν0 and any
point p0 ∈M \{0}. We can write p0 = q+w with q = αν0 and 〈w, ν0〉 = 0. Writing analogously
(q + w′) ∈M \ {0} another point with the same component on the axis generated by ν0, (4.23)
implies that

−2
−〈q, ν0〉ν0

|q|2 + |w|2
= −2

(0− q − w)⊥0

|q + w|2
= H(0) = −2

(0− q − w′)⊥0

|q + w′|2
= −2

−〈q, ν0〉ν0

|q|2 + |w′|2
.

Hence, whenever q 6= 0, we have that |w| = |w′|; that is points in M of the form αν0 + w with
α 6= 0 and w ∈ ν⊥0 lie on a circle. It follows that M is invariant under rotations about the axis
{tν0 | t ∈ R}. This argument works at H2-almost any point of M . Therefore we have that for
any p ∈M , the set M \ ν⊥p is invariant under rotations about the axis p+ {tνp | t ∈ R}.

Still assuming 0 ∈ M , up to rotation suppose that ν0 = (0, 0, 1). Let a ∈ M be such that
νa = (1, 0, 0). There exists a point b ∈M such that b = tν0 = (0, 0, t) for some t ∈ R \ {0}. We
can write 0 = q+w and b = q+w′ for the same q ∈ a+{tνa | t ∈ R} and some w,w′ ∈ ν⊥a . Since
|w| = |w′|, it follows that q 6= 0, otherwise b = 0. Since q 6= 0, the rotation of the origin about
the axis a+{tνa | t ∈ R} implies that M contains a circle C of radius r > 0 passing through the
origin, and the plane containing C is orthogonal to ν⊥0 . Since M is of class C1, by rotational
invariance about the axis {tν0 | t ∈ R}, the circle C has to be tangent at 0 to the subspace ν⊥0 .
Thus by invariance with respect to the rotation about the axis {tν0 | t ∈ R}, we have that M
contains the sphere S of positive radius given by the rotation of C about {tν0 | t ∈ R}. Since M
is of class C1,α and the Willmore energy of a sphere is 4π, it follows that M coincides with such
a sphere S.
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Now we can prove the above mentioned result on the asymptotic behavior of connected
varifolds. Under suitable assumptions we can prove that if a sequence of varifolds is such
that the “length” of their boundaries becomes negligible with respect to the diameter of their
supports, then the sequence converges to a sphere, up to translation and rescaling.

Corollary 4.3.17. Let Vn = v(Mn, θVn) be a sequence of integer rectifiable curvature vari-
folds with boundary satisfying the hypotheses of the Compactness Theorem 1.2.20 for curvature
varifolds with k = 2. Suppose that Mn is compact and connected for any n. If

W(Vn) ≤ 4π + o(1) as n→∞,
diam(sptVn) −−−→

n→∞
+∞,

lim sup
n

|σVn |(R3)

diam(sptVn)
= 0,

and sptσVn is a disjoint union of uniformly finitely many closed embedded smooth curves with
uniformly bounded length, then the sequence

Ṽn := v

(
Mn

diam(sptVn)
, θ̃n

)
where θ̃n(x) = θVn(diam(sptVn)x), converges up to subsequence and translation to the varifold

V = v(S, 1),

where S is a sphere of diameter 1, in the sense of varifolds and in Hausdorff distance.

Proof. Up to translation let us assume that 0 ∈ sptVn. Then sptṼn is uniformly bounded with
diam(sptṼn) = 1. We have that

2µ
Ṽn

(R3) =

ˆ
div

T Ṽn
p dµ

Ṽn
(p) ≤ CW(Ṽn)

1
2

(
µ
Ṽn

(R3)
) 1

2
+ C

|σVn |(R3)

diam(sptVn)
,

and thus Theorem 1.2.20 implies that Ṽn converges to a limit varifold V (up to subsequence).

Also σ
Ṽn

?
⇀ σV , and thus |σV |(R3) ≤ lim infn |σṼn |(R

3) ≤ lim supn
|σVn |(R3)

diam(sptVn)
= 0; hence V

has compact support and no generalized boundary.

Let us say that sptσ
Ṽn

is the disjoint union of the smooth closed curves γ1
n, ..., γ

α
n . By the

uniform boundedness of sptṼn, we get that γin converges to some compact set Xi in dH up to
subsequence by Blaschke Theorem (see [Fal86, Theorem 3.16]). Each Xi is connected by Lemma
4.3.1, then by Go lab Theorem ([Fal86, Theorem 3.18]) we know thatH1(Xi) ≤ lim infnH1(γin) =
0, hence Xi = {pi} for any i for some points p1, ..., pα, and we can assume that pi 6= 0 for any
i = 1, ..., α.

Using ideas from the proof of Theorem 4.3.4, we can now show that V 6= 0. Indeed suppose by
contradiction that V = 0. FixN ∈ N withN ≥ 4. By connectedness ofMn, since diam(sptṼn)→
1, and the boundary curves converge to a discrete sets, for j = 1, ..., N there are points zn,j ∈
∂B j

2N
(0) ∩ sptṼn for n large. We can also choose N so that d(zn,j , sptσ

Ṽn
) ≥ δ(N) > 0 for

n large. The open balls
{
B 1

4N
(zn,j)

}N
j=1

are pairwise disjoint. Using Young inequality as in

Theorem 4.3.4 in the monotonicity formula (1.15) applied on Ṽn at points zn,j with σ → 0 and
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ρ = 1
4N gives

π ≤ 3

2

µ
Ṽn

(B 1
4N

(zn,j))(
1

4N

)2 +
3

4

ˆ
B 1

4N
(zn,j)

|H
Ṽn
|2 dµ

Ṽn
+

+
1

2

∣∣∣∣∣
ˆ (

1

|p− zn,j |2
− 1(

1
4N

)2
)

(p− zn,j) dσṼn(p)

∣∣∣∣∣ ,
(4.24)

for any n and j = 1, ..., N . Since V = 0 we have that

lim sup
n

µ
Ṽn

(B 1
4N

(zn,j)) ≤ lim sup
n

µ
Ṽn

(B2(0)) = 0.

Also ∣∣∣∣∣
ˆ (

1

|p− zn,j |2
− 1(

1
4N

)2
)

(p− zn,j) dσṼn(p)

∣∣∣∣∣ ≤ C(δ(N), N)|σ
Ṽn
|(R3) −−−→

n→∞
0.

Hence summing on j = 1, ..., N in (4.24) and passing to the limit n→∞ we get

4π ≤ Nπ ≤ 3

4
lim
n
W(Ṽn) ≤ 3π,

that gives a contradiction. Therefore we can apply Theorem 4.3.4 to conclude that sptṼn
converges to M in dH. Finally, since V is a compact varifold without generalized boundary
and

4π ≤ W(V ) ≤ lim inf
n
W(Vn) = 4π,

by Proposition 4.3.16 we conclude that V is a round sphere of multiplicity 1. By Lemma 4.3.2
the diameter of M is the limit limn diam(sptṼn) = 1.

4.3.3 The case of two coaxial circles

In this section we want to discuss more in detail how the existence theorems 4.3.8 and 4.3.9
and the asymptotic behavior described in Corollary 4.3.17 relate with the remarkable case that
motivates our study, namely the immersions in the class

FR,h :=
{
ϕ : C → R3 |ϕ smooth immersion, ϕ|∂C : ∂C → ΓR,h smooth embedding

}
.

where C = [0, 1]2/∼ is a cylinder, R ≥ 1, h > 0, and

ΓR,h :=
{
x2 + y2 = 1, z = h

}
∪
{
x2 + y2 = R2, z = −h

}
, R ≥ 1, h > 0,

that is a disjoint union of two parallel circles of possibly different radii.

First, the monotonicity formula provides the following estimates on immersions ϕ ∈ FR,h.

Lemma 4.3.18. Fix R ≥ 1 and h > 0. It holds that:

1.

inf
{
W(ϕ) | ϕ ∈ FR,h

}
≤ 4π

4h2 +R2 − 1√
(4h2 +R2 − 1)2 + 16h2

< 4π,
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2.
lim
h→∞

inf
{
W(ϕ) | ϕ ∈ FR,h

}
= 4π.

Proof. We prove the items separately.

1. We can consider as competitor in FR,h the truncated sphere

Σ = S2√
1+(z0−h)2

(z0) ∩ {|z| ≤ h} ,

where z0 =
(

0, 0, 1−R2

4h

)
is the point on the z-axis located at the same distance from the

two connected components of ΓR,h. The surface Σ is contained in another truncated sphere

Σ′ having the same center and radius and symmetric with respect to the plane {z = 1−R2

4h }.
The boundary of Σ′ is the disjoint union of two circles of radius 1. Hence we simply have

W(Σ) ≤ W(Σ′) = 4π
4h2 +R2 − 1√

(4h2 +R2 − 1)2 + 16h2
.

2. Let ϕ ∈ FR,h and Σ = ϕ(C ). By connectedness there is a point p ∈ Σ \ ∂Σ lying in the
plane z = 0. Hence dH(Σ, ∂Σ) ≥ h, and by (1.24) we have

4π ≤ W(Σ) + 2
2π(1 +R)

h
.

This holds for any ϕ ∈ FR,h. Then 4π ≤ inf
{
W(ϕ) | ϕ ∈ FR,h

}
+ 4π(1+R)

h and the thesis
follows by Item 1 and by letting h→∞.

We already discussed in Remark 4.3.15 the existence of minimization problems arising by
perturbations of minimal catenoids in some FR,h. By Lemma 4.3.18 we can complete the picture
about existence of optimal connected elastic surfaces with boundary ΓR,h for any R ≥ 1 and
h > 0, as well as the asymptotic behavior of almost optimal surfaces having such boundaries.

Corollary 4.3.19. Fix R ≥ 1 and h > 0.

1. The minimization problem

QR,h := min
{
W(V ) | V = v(M, θV ) : |σV | ≤ H1 ¬ΓR,h,

sptV ∪ ΓR,h compact, connected
}

has minimizers.

2. Let hk → ∞ be any sequence. Let Σk = ϕk(C ) for ϕk ∈ FR,hk . Suppose that W(ϕk) ≤
4π + o(1) as k →∞. Let Sk = Σk

diamΣk
.

Then (up to subsequence) Sk converges in Hausdorff distance to a sphere S of diameter 1,
and the varifolds corresponding to Sk converge to V = v(S, 1) in the sense of varifolds.

Proof. Item 1 follows from [Lemma 4.3.18, Item 1] by applying Corollary 4.3.11. So we need
to prove Item 2. Identifying Sk with the varifold it defines, we estimate the total variation of

the boundary measure by |∂Sk| ≤
H1(ΓR,hk )

diamΣk
. Moreover, by Remark 1.1.11, the L2-norm of the

second fundamental form of Sk is uniformly bounded. Hence Corollary 4.3.17 applies and the
thesis follows.
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Using the notation of Item 2 in Corollary 4.3.19, we remark that even if we know that the
rescalings Sk converge to a sphere in dH and as varifolds, it remains open the question whether at
a scale of order hk the sequence Σk is actually “close to” a big sphere. More precisely it seems a
delicate issue to understand if diamΣk ∼ 2hk as k →∞. We conclude with the following partial
result in this direction: the monotonicity formula gives us some evidence in the case we assume

that diamΣk
hk

→∞.

Proposition 4.3.20. Let Σk = ϕk(C ) for ϕk ∈ FR,hk . Suppose that W(ϕk) ≤ 4π + o(1) as

k →∞. Let Mk = Σk
hk

.
Then Mk converges up to subsequence to a curvature varifold Z = v(M, θZ) in the sense of

varifolds. If also
diamΣk

hk
→∞,

then M is a plane containing the axis {(0, 0, t) | t ∈ R} and θZ ≡ 1 on M .

Proof. We identify Mk with the varifold it defines. First we can establish the convergence
up to subsequence in the sense of varifolds by using Theorem 1.2.20. Indeed we have that
H1(∂Mk) → 0,

´
Mk
|BMk

|2 is scaling invariant and thus finite by Remark 1.1.11. Moreover,
since d(0, ∂Mk) ≥ 1, by the monotonicity formula (1.15) we get that

µMk
(Bσ(0))

σ2
≤ − 1

σ2

ˆ
Bσ(0)

〈HMk
, p〉 dµMk

(p)− 1

2

ˆ
Bσ(0)∩∂Mk

(
1

|p|2
− 1

σ2

)
〈p, coMk

(p)〉 dH1(p)

+ lim
ρ→∞

AMk,0(ρ)

≤ π + o(1) +
1

σ2

ˆ
Bσ(0)

|p||HMk
| dµMk

(p) +
1

2

ˆ
∂Mk\Bσ(0)

dH1(p)

|p|

+
1

2σ2

ˆ
∂Mk∩Bσ(0)

|p| dH1(p)

≤ π + o(1) +
1

σ
µMk

(Bσ(0))
1
2W(Mk)

1
2 +

1

2
H1(∂Mk) +

1

2σ
H1(∂Mk),

and therefore µMk
(Bσ(0)) ≤ C(σ) for any σ ≥ 1. Hence the hypotheses of Theorem 1.2.20 are

satisfied and we denote Z = v(M, θZ) the limit curvature varifold of Mk. Observe that σZ = 0
and W(Z) < +∞.

From now on assume that diamΣk/hk → ∞. Arguing as in the proof of Corollary 4.3.17
we can prove that Z 6= 0. Indeed suppose by contradiction that Z = 0. Fix N ∈ N with
N ≥ 4. By connectedness of Mk, for j = 1, ..., N there are points zk,j ∈ ∂B j

N
(0, 0, 1) ∩Mk

and zk,j 6∈ ∂Mk for k large. The open balls
{
B 1

2N
(zk,j)

}N
j=1

are pairwise disjoint. Hence the

monotonicity formula (1.15) applied on Mk at points zk,j with σ → 0 and ρ = 1
2N gives

π ≤ 3

2

µMk
(B 1

2N
(zk,j))(

1
2N

)2 +
3

4

ˆ
B 1

2N
(zk,j)

|HMk
|2 dµMk

, (4.25)

for any k and j = 1, ..., N . Since Z = 0 we have that

lim sup
k

µMk
(B 1

2N
(zk,j)) ≤ lim sup

k
µMk

(B2(0, 0, 1)) = 0.

Hence, summing on j = 1, ..., N in (4.25) and passing to the limit k →∞ we get

4π ≤ Nπ ≤ 3

4
lim
k
W(Mk) ≤ 3π,
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that gives a contradiction.

Also the support of Z is unbounded. Indeed suppose by contradiction that sptZ ⊂⊂ BR(0),
and thus we can take M = sptZ to be compact by Theorem 1.3.7. Since Mk is connected, there
exists q′k ∈ Mk ∩ ∂B2R(0) definitely in k for R sufficiently big. Up to subsequence q′k → q′. By
Remark 4.3.5 we get that q′ ∈ sptZ, that contradicts the absurd hypothesis.

Since M is unbounded, by Corollary 1.3.9 we know that

lim
ρ→∞

µZ(Bρ(q))

ρ2
≥ π.

By construction

lim
k

ˆ
Bσ(0)∩∂Mk

〈
p

|p|2
, coMk

〉
dH1(p) = 0,

hence passing to the limit k →∞ in the monotonicity formula (1.15) we get that

AZ,0(σ) ≤ lim inf
k

AMk,0(σ),

for almost every σ > 0. By monotonicity

AZ,0(σ) ≤ lim inf
k

lim
σ→∞

AMk,0(σ) ≤ lim inf
k

W(Mk)

4
+H1(∂Mk) ≤ π.

On the other hand, using (1.20), we have that

lim
r→∞

AZ,0(r) =
1

4
W(Z) + lim

r→∞

µZ(Br(q))

r2
≥ 1

4
W(Z) + π.

Hence Z is stationary, limρ→∞
µZ(Bρ(q))

ρ2 = π, and M can be taken to be closed by Theorem 1.3.7.
If p0 is any point in M , the monotonicity formula for Z centered at p0 then reads

µZ(Bσ(p0))

σ2
+

ˆ
Bρ(p0)\Bσ(p0)

|(p− p0)⊥|2

|p− p0|4
=
µZ(Bρ(q))

ρ2
. (4.26)

In particular θZ(p0) = 1, and thus we can apply Allard Regularity Theorem (see [Sim83b,
Chapter 7, Theorem 7.1]) at p0. Thus we get that M is of class C∞ around p0 (and analogously
everywhere), and thus there exists the limit

lim
σ→0

ˆ
Bρ(p0)\Bσ(p0)

|(p− p0)⊥|2

|p− p0|4
=

ˆ
Bρ(p0)

|(p− p0)⊥|2

|p− p0|4
.

Passing to the limits ρ→∞ and σ ↘ 0 in (4.26), we get that

lim
ρ→∞

ˆ
Bρ(p0)

|(p− p0)⊥|2

|p− p0|4
= 0.

Therefore |(p− p0)⊥| = 0 for any p ∈M , where we recall that (·)⊥ is the orthogonal projection
on TpM

⊥. Since this is true for any p0 ∈ M , we conclude that M is a plane. Finally Remark
4.3.5 implies that M contains the vertical axis {(0, 0, t) | t ∈ R}.
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4.3.4 Further results on the Helfrich energy

In this final section we mention two additional results following from the proofs of the existence
theorems 4.3.8 and 4.3.9. We want to introduce a new Willmore-type energy, which is known
as Helfrich energy, or Canham–Helfrich energy.

If ϕ : M2 ↪→ R3 is an isometric immersion of an oriented surface M (possibly with boundary),
since R3 is oriented, there is a unique unit smooth normal vector field ν : M → TM⊥ along
ϕ such that [dϕx(e1), dϕx(e2), ν(x)] is an oriented basis of R3 for any x ∈ M and any oriented
basis [e1, e2] of TxM . We can then define H := 〈H, ν〉.

In the above setting, for fixed constants λ > 0 and H0 ∈ R, we define the Helfrich energy
Hλ,H0(ϕ) of ϕ by

Hλ,H0(ϕ) :=

ˆ
M
λ+ (H −H0)2 dµϕ.

The above functional appeared in [Can70] and [Hel73] as a good model for the bending energy
of the membranes of biological cells or lipids. In fact, we can look at the Willmore energy as a
particular case of Helfrich energy.

From a variational point of view, it is clearly equivalent to consider λ = 1 and H0 = 0,
therefore obtaining the functional

H (ϕ) :=

ˆ
M

1 + |H|2 dµϕ,

for ϕ as before, but M not necessarily orientable. If V is an integer rectifiable varifold in R3

with mean curvature H, we then naturally define

H (V ) := µV (R3) +W(V ).

Very recent contributions in the variational theory about the Helfrich energy are contained in
[MS20a; Eic19; Eic20], in which existence theorems and lower semicontinuity properties are
proved under different constraints on area, enclosed volume, topolgy, or boundary.

We shall now extend Theorem 4.3.8 and Theorem 4.3.9 to the Helfrich energy H . Actually,
the fact that H takes into account the mass µV (R3) is a simplification in variational purposes,
as it immediately offers a uniform bound on the “area” of the varifolds of a minimizing sequence.

First, let us prove the following preliminary result.

Proposition 4.3.21. Let V = v(M, θV ) be an integer rectifiable varifold in R3 with W(V ) +
|σV |(R3) ≤ C0 < +∞ with spt |σV | compact and H2(sptσV ) = 0. Then

1. If µV (R3) ≤ C1, then sptV is compact and diam(K) ≤ C(C0, C1, diam(sptσV )) for any
connected component K of sptV .

2. If diam(sptV ) ≤ C3, then µV (R3) ≤ C(C0, C3).

Proof. We prove the items separately.

1. Since µV (R3) is finite, by Theorem 1.3.7 we can assume that M = sptV and that θV is
pointwise well defined on R3 \ sptσV and coincides with the 2-dimensional density of µV .
By Corollary 1.3.9 we have that M is bounded, and then compact. Let K be a connected
component of M . Hence K is compact and there is an open set U containing K such
that U ∩M = K. Thus v(K, θV ) is a varifold with mean curvature in U , and then in R3.
Therefore we can assume without loss of generality that M = K is connected.
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Let us assume that σV 6= 0, the case σV = 0 being simpler. If there exist points ξi ∈
M \ sptσV such that the balls {B1(ξi)} are disjoint, passing to the limit σ → 0 and taking
ρ = 1 in (1.15) on the monotone function AV,ξi(·) we find

π ≤ µV (B1(ξi)) +
1

4

ˆ
B1(ξi)

|H|2 dµV +RV,ξi(1). (4.27)

Suppose now that there is a point z ∈ M such that d(z, sptσV ) ≥ 2N ∈ N. Then, since
M is connected, for i = 1, ..., N − 1 there are points ξi ∈M ∩ ∂B2i(z) such that the balls
{B1(ξi)} are disjoint and also B1(ξi) ∩ sptσV = ∅. Therefore, for such points we have

|RV,ξi(1)| ≤
ˆ
B1(ξi)

|〈H(x), x− ξi〉| dµV (x) ≤ 1

2

(ˆ
B1(ξi)

|H|2 dµV + µV (B1(ξi))

)
.

Summing over i in (4.27) we get

(N − 1)π ≤ 3

2
µV (R3) +

3

4
W(V ),

and then N ≤ C(C0, C1). It follows that diam(M) ≤ C(C0, C1, diam(sptσV )).

2. As sptV is bounded, then µV (R3) = µV (BR0(0)) for some R0 > 0 is finite, and thus by
Theorem 1.3.7 we can assume that M = sptV and that θV is pointwise well defined on
R3 \ sptσV and coincides with the 2-dimensional density of µV . Up to translation, we can
assume that 0 ∈M and that 1

2R0 ≤ diam(M) ≤ 2R0.

We now argue as in the proof of Theorem 4.3.8. Let X(p) = χ(p) p ∈ C∞c (R3,R3) be a
vector field, where χ ∈ C∞c (R3) is a cut off function such that χ(p) = 1 for p ∈ BR0(0).
Then

2µV (R3) =

ˆ
divTMX dµV = −2

ˆ
〈H,X〉 dµV +

ˆ
X dσV

≤ 2R0 (W(V ))
1
2
(
µV (R3)

) 1
2 +R0|σV |(R3),

and the thesis follows.

Proposition 4.3.21 implies that, once a sequence Vn of varifolds with fixed boundary has
bounded Willmore energy, then a bound on µVn(R3) is equivalent to a bound on the diameter
of sptVn.

Hence we can prove the following existence theorem using Proposition 4.3.21 and the argu-
ments already used in Theorem 4.3.8 and Theorem 4.3.9.

Theorem 4.3.22. Let γ = (γ1)∪ ...∪ (γα) be a disjoint union of smooth embedded closed curves
with α ∈ N≥2. Let

σ0 = mν0H1 ¬ γ

be a vector valued Radon measure, where m : γ → N≥1 and ν0 : γ → (Tγ)⊥ are H1-measurable
functions with m ∈ L∞(H1 ¬ γ) and |ν0| = 1 H1-ae. Let PH be the minimization problem

PH := min {H (V ) | V = v(M, θV ) : σV = σ0, sptV ∪ γ compact, connected} .

If inf PH < +∞, then PH has minimizers.
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Proof. Since inf PH < +∞, there exists a minimizing sequence Vn for PH . Then µVn(R3) is
uniformly bounded, and then so is diam(sptVn) by Proposition 4.3.21. Hence Vn converges up
to subsequence to a varifold V with compact support. The rest of the proof now follows by the
very same arguments employed in the proof of Theorem 4.3.8.

In the complete analogous way, we also obtain the following last existence result.

Theorem 4.3.23. Let γ = (γ1)∪ ...∪ (γα) be a disjoint union of smooth embedded closed curves
with α ∈ N≥2. Let m : γ → N≥1 be H1-measurable with m ∈ L∞(H1 ¬ γ). Let QH be the
minimization problem

QH := min
{
H (V ) | V = v(M, θV ) : |σV | ≤ mH1 ¬ γ, sptV ∪ γ compact, connected

}
.

If infQH < +∞, then QH has minimizers.

Let us conclude the section with a final comment on the hypotheses of the existence theorems
4.3.8 and 4.3.9 on the Willmore energy, and the ones above on the Helfrich energy. In these
theorems the key hypotheses are on the infimum of the considered problems.

Assuming inf < +∞ in the minimization problems on the Helfrich energy just means that
there exists a competitor. Indeed in these problems one fixes a priori conditions on the gener-
alized boundary, and it is not obvious to say whether a varifold fitting the desired boundary
conditions exists, especially varifolds having an assigned generalized boundary σ0. This leads to
a first very important question in Geometric Measure Theory, which is widely open today up to
the author’s knowledge: given a varifold V and even assuming good structural hypotheses like
the ones in Theorem 1.3.7, what can be said on the measure σV ?

A further question arises analyzing the hypothesis inf < 4π in the minimization problems on
the Willmore energy in Theorem 4.3.8 and Theorem 4.3.9. Not only this assumption is necessary
for the existence of at least one competitor, as said above, but we also needed it in order to
extract a converging minimizing sequence. Apparently, as we used the monotonicity formula
in such an argument, the constant 4π estimating the infimum seemed to be optimal (precisely
in inequality (4.17)). On the other hand, a sole bound on the Willmore energy on a sequence
of varifolds with boundary clearly does not imply bounds on diameter or mass: consider for
example a sequence of spheres with diverging radii with a disk removed, so that the Willmore
energy is strictly less then 4π (remember also Proposition 4.3.21 on the equivalence between a
bound on the mass and on the diameter). Hence, not only the bound of 4π on W was necessary
in our argument, but also the fact that the sequence was actually minimizing was needed. A
last question is then spontaneous: in problems like the ones in Theorem 4.3.8 or Theorem 4.3.8,
just assuming that the infimum of the problem is < +∞, do minimizing sequences converge to
compactly supported varifolds?
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Appendix

4.A More on Li–Yau-type inequalities for surfaces with bound-
ary

In this appendix we derive another Li–Yau-type inequality for immersed surfaces whose boundary
is an arbitrary smooth embedded closed planar curve.

Once again, we denote by Σg a surface with boundary which is diffeomorphic to the orientable
surface Mg of genus g having a removed disk. We will assume that S1 = {x2 + y2 = 1, z = 0} is
a subset of R3.

If ϕ : Σg → R3 is an immersion and we denote by Σ = ϕ(Σg) its image, we will use the same
symbol Σ to denote the image varifold Imϕ. We will also use the shortcuts

|Σ ∩ U | := µΣ(U),

ˆ
Σ∩U

f :=

ˆ
U
f dµΣ,

ˆ
Σ
g :=

ˆ
Σg

g dµϕ

for any open set U ⊂ R3 and continuous functions f : U → R and g : Σg → R whenever there is
no risk of confusion.

We discuss first a formula we will need about the relation between the curvature of a closed
curve γ and the curvature of the curve given by the spherical inversion of γ having the center
of inversion on γ.

Remark 4.A.1. Let γ : S1 → {z = 0} ⊂ R3 be a closed embedded smooth planar curve.
We identify {z = 0} with R2, having the standard orientation given by the oriented basis
[(1, 0, 0), (0, 1, 0)]. Let k̃ be the oriented curvature of γ and assume that 0 ∈ γ(S1). The map
γ′ := I1,0 ◦γ|S1\γ−1(0) parametrizes the spherical inversion of γ with respect to I1,0. Let k̃′ be the
oriented curvature of γ′ with respect to the normal vector along γ′ given by the counterclockwise
rotation of π

2 of the tangent vector τγ′ . Then

k̃′(t) = −|γ(t)|2k̃(t) + 2 det(γ(t), τγ(t)) ∀ t ∈ S1 \ γ−1(0), (4.28)

where det(γ, τγ) is the determinant of the (2× 2)-matrix whose columns are the first two com-
ponents of the vectors γ, τγ ∈ R3.

Indeed, without loss of generality we can assume that γ is parametrized by arclength, and
we can use [AT12, Remark 1.3.16, Equation (1.11)] to get that

k̃′ =
1

|∂tγ′|3
det(∂tγ

′, ∂2
t γ
′),

where the determinant is understood as above. Using that γ′ = γ
|γ|2 , the direct computation

shows that

∂tγ
′ =

1

|γ|2

(
τγ −

2〈γ, τγ〉
|γ|2

γ

)
,
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∂2
t γ
′ =

(
8〈γ, τγ〉2

|γ|6
− 2〈γ, kγ〉
|γ|4

− 2

|γ|4

)
γ − 4〈γ, τγ〉

|γ|4
τγ +

kγ
|γ|2

,

and then |∂tγ′| = 1
|γ|2 . Then the direct computation using the above formula for k̃′ readily yields

(4.28).

Let us start with a simple observation that follows from the monotonicity formula. Roughly
speaking, the next remark states that whenever an immersed surface has a point located very
far from its boundary (compared with the length of such boundary), then the Willmore energy
is bounded below by a constant close to 4π.

Remark 4.A.2. Let ϕ : Σg → R3 be an immersion and let Γ = ϕ(∂Σg). Suppose that there
exists a point p ∈ Σ := ϕ(Σg) such that d(p,Γ) ≥ R > 0. Then

W(ϕ) ≥ 4π]ϕ−1(p)− 2

R
L(Γ),

where L(Γ) is the length of the immersed curve ϕ : ∂Σg → R3.
The estimate follows from the monotonicity formula of Theorem 1.3.7. Indeed, denoting by

Σ also the image varifold Imϕ, we can write

π]ϕ−1(p) = lim
r→0

AΣ,p(r) ≤ lim
r→+∞

AΣ,p(r) =
1

4
W(ϕ) +

1

2

1

R
L(Γ),

where we also used (1.19) in the limit as r → 0.

Another preliminary estimate on the Willmore energy follows by exploiting its conformal
properties and, more precisely, Lemma 4.2.4. In the next lemma we show the desired Li–Yau-
type inequality for surfaces with arbitrary planar boundary under the additional hypothesis that
a self-intersection occurs on the boundary.

Lemma 4.A.3. Let Γ be an embedded planar closed smooth curve and let νΓ be the unit outward
conormal of the planar region enclosed by Γ. Then for any any ω < 4π there exists ε > 0 such
that if ϕ : Σg → R3 is an immersion such that ϕ : ∂Σg → Γ is an embedding and

∃p0 ∈ Γ : ]ϕ−1(p0) ≥ 2,

‖coϕ − νΓ ◦ ϕ‖L2(∂Σg) ≤ ε,

then W(ϕ) ≥ ω.

Proof. Without loss of generality we can identify ∂Σg with Γ, and then assume that both coϕ
and νΓ are defined on Γ.

Let us suppose by contradiction that there exist ω < 4π and a sequence ϕn : Σg → R3 such
that

Σn := ϕn(Σg) : ∃pn ∈ Γ : ]ϕ−1
n (pn) ≥ 2,

‖coϕn − νΓ‖L2(Γ) <
1

n
,

W(Σn) < ω.

Up to isometry we can assume that pn = 0 for any n and that Γ ⊂ {z = 0} ⊂ R3. Let
mn = ]ϕ−1

n (0) ≥ 2. Recall that the first assertion in Lemma 4.2.4 concerns the Willmore
energy of the spherical inversion of an immersion centered at a multiplicity one point on its
boundary. Such result can be easily generalized to the case in which a self-intersection occurs
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at such boundary point; in fact this is just a possible proof of the classical Li–Yau inequality
(see [BK03, Theorem 2.2]). More precisely, if I(x) = x

|x|2 for x ∈ R3 \ {0} and we define

ψn := I ◦ ϕn|Σg\{ϕ−1
n (0)},

it holds that

W(ϕn) +G(ϕn) =W(ψn) +G(ψn) + 2π + 4π(mn − 1) ≥ G(ψn) + 6π. (4.29)

Let us denote by γ : [0, L(Γ)] → {z = 0} the arclength parametrization of Γ that positively
orients the curve with respect to the planar region it encloses, with γ(0) = 0. Being νΓ = −νγ ,
as νγ is the counterclockwise rotation of τγ , by (4.33) we get

G(ϕn) =

ˆ
Γ
〈k̃γνγ ,−coϕn〉 −−−→n→∞

ˆ
Γ
k̃γ = 2π,

where in the last equality we used (4.11).

The function (I ◦ γ)(t) parametrizes the boundary of the immersion ψn (for t 6= 0, L(Γ)),
which is a planar curve contained in {z = 0}. It is immediate to check that the sequence
of conormals coψn converges to νI(Γ) in L2 on compact sets, where νI(Γ) is the normal vector
along I(Γ) pointwise given by the counterclockwise rotation of π

2 of the tangent vector of the
parametrization I ◦ γ. Also, we can write the the oriented curvature of I ◦ γ with respect to
νI(Γ) in terms of the parametrization γ as

k̃I◦γ(t) = −|γ(t)|2k̃γ + 2 det(γ(t), γ̇(t)) ∀t ∈ (0, L(Γ)),

by (4.28). Hence we have

|I(γ(t))|2k̃I◦γ(t) =
k̃I◦γ(t)

|γ(t)|2
≤ C0,

and we get

ˆ
I(Γ)
|k̃I◦γ | dH1 =

ˆ L(Γ)

0
|k̃I◦γ(t)|

∣∣∣∣ ddtI(γ)

∣∣∣∣ dt =

ˆ L(Γ)

0
|k̃I◦γ(t)| 1

|γ(t)|2
dt ≤ C < +∞. (4.30)

So, by the local convergence in L2 of coψn to νI(Γ) and taking into account (4.30), using (4.10)
we get

|G(ψn)| −−−→
n→∞

∣∣∣∣ ˆ
I(Γ)

k̃I◦γ

∣∣∣∣ = 0 (4.31)

Therefore passing to the limit n→ +∞ in (4.29) we find

6π > ω + 2π ≥ 6π,

and this gives a contradiction.

We can now prove a second Li–Yau-type estimate in case the boundary of an immersed
surface is an arbitrary embedded planar closed smooth curve. In this case, we need to further
assume that the conormal of the immersion is suitably close to the outward conormal of the
planar set enclosed by the boundary curve, as we initially did in Lemma 4.2.5. We believe that
this additional hypothesis can be removed, at least in case the boundary curve is convex, but
this is still an open question, up to the author’s knowledge.
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Theorem 4.A.4 (Li–Yau-type inequality with planar boundary). Let Γ be an embedded planar
closed smooth curve and let νΓ be the unit outward conormal of the planar region enclosed by
Γ. Then for any ω < 4π there exists ε > 0 such that if ϕ : Σg → R3 is an immersion such that
ϕ : ∂Σg → Γ is an embedding and

∃p0 ∈ R3 : ]ϕ−1(p0) ≥ 2,

‖coϕ − νΓ ◦ ϕ‖L2(∂Σg) ≤ ε,

then W(ϕ) ≥ ω.

Proof. By Theorem 4.2.6 we can assume that Γ is not a circle. In particular, we can assume
that for any q ∈ Γ the curve I1,q(Γ \ {q}) is not a straight line, and then it is well defined a
unique plane containing I1,q(Γ \ {q}). Without loss of generality, we can identify ∂Σg with Γ,
and then assume that both coϕ and νΓ are defined on Γ.

We can assume without loss of generality that Γ ⊂ {z = 0}, and we assume that {z = 0} is
positively oriented by the oriented couple [(1, 0, 0), (0, 1, 0)].

By Lemma 4.A.3 we can actually prove instead that for any d > 0 and any ω < 4π there
exists ε > 0 such that if ϕ : Σg → R3 is an immersion such that ϕ : ∂Σg → Γ is an embedding
and

∃p0 ∈ R3 : ]ϕ−1(p0) ≥ 2,

d(p0,Γ) ≥ d,

‖coϕ − νΓ ◦ ϕ‖L2(∂Σg) ≤ ε,

then W(ϕ) ≥ ω.
Let us assume by contradiction that there exist d > 0, ω < 4π, and a sequence ϕn : Σg → R3

such that

Σn := ϕn(Σg) : ∃pn ∈ Σn : ]ϕ−1
n (pn) ≥ 2,

d(pn,Γ) ≥ d,

‖con − νΓ‖L2(Γ) <
1

n
,

W(Σn) < ω.

Up to isometry and small smooth perturbation we can additionally assume that 0 ∈ Γ is a point
of multiplicity 1 for any n, i.e. ]ϕ−1

n (0) = 1, |pn| ≥ δ > 0 for any n, and νΓ(0) = (0,−1, 0).
Moreover, by Remark 4.A.2, since Γ is fixed we can additionally assume that

d(pn,Γ) ≤ C < +∞, (4.32)

for any n.

Part 1. In this part we construct a sequence of asymptotically flat surfaces with boundary
with properties analogous to the ones of ϕn.

For ηn ↘ 0 we first consider smooth diffeomorphisms Fn : R3 → R3 with Fn(x, y, z) =
Fn(x, y) and ‖Fn − id|R3‖C2(R3) ≤ ηn, W(Fn ◦ ϕn) < ω, and Fn(Γ ∩Bρn(0)) is an arc of a circle
with curvature equal to the curvature of Γ at 0 for some ρn ↘ 0. Also, Fn ◦ ϕn still has a point
Fn(pn) of multiplicity ≥ 2 with d(Fn(pn), Fn(Γ)) ≥ d/2 > 0, the origin 0 has multiplicity 1 for
Fn ◦ ϕn, and |Fn(pn)| ≥ δ/2 > 0 for any n. It is immediate to check that the conormal coFn◦ϕn
of Fn ◦ ϕn satisfies

‖coFn◦ϕn − νFn(Γ)‖L2(Fn(Γ)) → 0, (4.33)
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as n→ +∞.

Now let Σ′n := I1,0(Fn(Σn) \ {0}). By Lemma 4.2.4 we have

W(Σ′n) =W(Fn ◦ ϕn) +G(Fn ◦ ϕn)− 2π −G(Σ′n), (4.34)

where we write Σ′n in place of the immersion defining it in order to simplify the notation.

Let us denote by γn : [0, L(Fn(Γ))]→ {z = 0} the arclength parametrization of Fn(Γ), that
positively orients the curve with respect to the planar region it encloses, with γn(0) = 0. Then
the curvature vector of Fn(Γ) is k̃nνn, where k̃n and νn are the oriented curvature and normal
vector of γn respectively on the plane {z = 0}. Being νn = −νFn(Γ), by (4.33) we get

G(Fn ◦ ϕn) =

ˆ
Fn(Γ)

〈k̃nνn,−coFn◦ϕn〉 −−−→n→∞

ˆ
Γ
k̃Γ = 2π, (4.35)

where in the last equality we used (4.11).

The function I1,0(γn) parametrizes the boundary Γ′n of Σ′n, which is a planar curve contained
in {z = 0} which coincides with a straight line outside a suitable compact set. By an argument
analogous to the one leading to (4.33), we have that the conormal co′n of Σ′n converges to νI1,0(Γ) in

L2 on compact sets, where νI1,0(Γ) is the normal vector along I1,0(Γ) pointwise given by the limit
of νΓ′n , that is the counterclockwise rotation of π

2 of the tangent vector of the parametrization
I1,0(γn). Also, we can write the the oriented curvature of Γ′n with respect to νΓ′n in terms of the
parametrization γn as

k̃′n(t) = −|γn(t)|2k̃n + 2 det(γn(t), γ̇n(t)) ∀t ∈ (0, L(Fn(Γ))),

by (4.28). Hence we have

|I1,0(γn(t))|2k̃′n(t) =
k̃′n(t)

|γn(t)|2
≤ C0, (4.36)

and we get

ˆ
Γ′n

|k̃′n| dH1 =

ˆ L(Fn(Γ))

0
|k̃′n(t)|

∣∣∣∣ ddtI1,0(γn)

∣∣∣∣ dt =

ˆ L(Fn(Γ))

0
|k̃′n(t)| 1

|γn(t)|2
dt ≤ C < +∞,

(4.37)
for C independent of n, showing that |k̃′n| has bounded integral uniformly in n. So, by the local
convergence in L2 of co′n to νI1,0(Γ) and taking into account (4.37), similarly as in (4.35), using
(4.10) we get

|G(Σ′n)| −−−→
n→∞

∣∣∣∣ˆ
I1,0(Γ)

k̃′
∣∣∣∣ = 0, (4.38)

where k̃′ is the oriented curvature of I1,0(Γ) with respect to νI1,0(Γ). Hence by (4.34), (4.35) and
(4.38) we conclude that

lim inf
n→∞

W(Σ′n) = lim inf
n→∞

W(Fn ◦ ϕn) ≤ ω. (4.39)

Part 2. In this second part we want to derive a contradiction using the sequence Σ′n and the
monotonicity formula of Theorem 1.3.7.

For any n apply the translations p 7→ p−I1,0(Fn(pn)), which put at the origin the point with
multiplicity≥ 2 in Σ′n. Since in the previous notation |Fn(pn)| ≥ δ/2 > 0 and d(Fn(pn), Fn(Γ)) ≥
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d/2 > 0, after this isometry we have that the boundary of the translated Σ′n, which we still denote
Γ′n, verifies

0 < C1 ≤ d(Γ′n, 0) ≤ C2.

Also we can take a system of coordinates in which the asymptotic line of Γ′n is parallel to the
axis {(x, 0, 0)|x ∈ R}. By (4.36), the fact that |Fn(pn)| ≥ δ/2, and (4.32), the boundaries Γ′n
with curvature kΓ′n still satisfy

|q|2kΓ′n(q) ≤ C ′0 ∀q ∈ Γ′n,

for any n.
After such a translation we perform a blow up Σ′′n = 1

rn
Σ′n with rn ↘ 0 so small that

Σ′′n −−−→n→∞
µ := v

( M⋃
i=1

Πi, θ

)
in the sense of varifolds, where each Πi is a plane passing through the origin and M ≥ 2 or
M = 1, θ ≥ 2.

Now we exploit the monotonicity formula in Theorem 1.3.7. Denoting by Σ′′n also the corre-
sponding varifold, we can evaluate TΣ′′n,0(ρ) and we get

∀n ∃ lim
ρ→∞

TΣ′′n,0(ρ) =
1

2

ˆ
Γ′′n

〈p, co′′n(p)〉
|p|2

dH1(p),

indeed for a suitable compact Kn we have (co′′n)1 = 0 out of Kn, and thus∣∣∣∣ 1

2ρ2

ˆ
Γ′′n∩Bρ(0)

〈p, co′′n(p)〉 dH1(p)

∣∣∣∣ =

∣∣∣∣ 1

2ρ2

( ˆ
Γ′′n∩Bρ(0)∩Kn

x(co′′n)1 +

ˆ
Γ′′n∩Bρ(0)

y(co′′n)2 + z(co′′n)3

)∣∣∣∣
≤ 1

2ρ2

(ˆ
Γ′′n∩Bρ(0)∩Kn

|x|+
ˆ

Γ′′n∩Bρ(0)
|y|+ |z|

)
≤ 1

2ρ2
ρC(n) −−−→

ρ→∞
0,

where (x, y, z) = p always denotes the coordinates of points in R3. Also, denoting by H ′′n the
mean curvature of Σ′′n, we have for any 0 < σ < ρ that

ˆ
Σ′′n∩Bρ(0)

〈H ′′n, p〉
ρ2

=

ˆ
Σ′′n∩Bσ(0)

〈H ′′n, p〉
ρ2

+

ˆ
Σ′′n∩Bρ(0)\Bσ(0)

〈H ′′n, p〉
ρ2

≤ 1

ρ

ˆ
Σ′′n∩Bσ(0)

|H ′′n|+
|Σ′′n ∩Bρ(0)|1/2

ρ
W(Σ′′n \Bσ(0)),

hence letting first ρ→∞ and then σ →∞, since limρ→∞
|Σ′′n∩Bρ(0)|1/2

ρ = (π/2)1/2, we have

lim
ρ→∞

ˆ
Σ′′n∩Bρ(0)

〈H ′′n, p〉
ρ2

= 0.

So Theorem 1.3.7 implies

∃ lim
ρ→∞

AΣ′′n,0(ρ) = lim
ρ→∞

|Σ′′n ∩Bρ(0)|
ρ2

+
W(Σ′′n)

4
+

1

2

ˆ
Γ′′n

〈p, co′′n(p)〉
|p|2

dH1(p)

=
π

2
+
W(Σ′n)

4
+

1

2

ˆ
Γ′′n

〈p, co′′n(p)〉
|p|2

dH1(p).

(4.40)
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Now we want to estimate the integral

In :=

ˆ
Γ′′n

〈p, co′′n(p)〉
|p|2

.

Observe that In =
´

Γ′n

〈p,co′n(p)〉
|p|2 , as it is scaling invariant. We distinguish two cases: the distance

of the plane containing Γ′n from the origin is bounded from below by a constant ∆ > 0, or the
origin belongs to such a plane for any n. Indeed, if such distance goes to zero as n → ∞, by
smaller and smaller smooth modifications which do not modify the conormal neither (4.39) we
would be back to the second case.

i) Let us start from the case in which the origin is uniformly bounded away from the plane
containing Γ′n. Recalling the above setting, after a rotation, we have for suitable compact
sets Kn that

Γ′n ⊂ {z = zn}, Γ′n \Kn = {(x, yn, zn)|x ∈ R} \Kn,

0 < ∆ ≤ zn ≤ C3, |yn| ≤ C4.
(4.41)

Let σn be a parametrization of 1
2zn

Γ′n given by the suitable translation and rescaling of

I1,0 ◦γn. Hence In =
´
σn

〈p,coσn (p)〉
|p|2 , where coσn is just the conormal of 1

2zn
Σ′n defined along

σn. Note that (σn) ⊂ {z = 1/2} and
∣∣ yn

2zn

∣∣ ≤ C4
2∆ . We now perform the change of variable

q = I1,0(p) and we use the area formula of Theorem 1.2.8. The tangential Jacobian of I1,0

on (σn) is (JσnI1,0)(p) = 1
|p|2 , hence

In =

ˆ
αn

〈
q

|q|2
, coσn

(
q

|q|2

)〉
dH1(q),

where αn(t) = I1,0(σn(t)) for any t ∈ (0, L(Fn(Γ))) and αn(0) = 0. Defining Vn(q) :=

dI1,0(coσn )
|dI1,0(coσn )|

∣∣∣∣
q

|q|2

for q ∈ (αn), which is normal along αn, we have coσn
( q
|q|2
)

=
dI1,0(Vn)
|dI1,0(Vn)|

∣∣∣∣
q

,

and thus

In =

ˆ
αn

〈
q

|q|2
,
dI1,0(Vn)

|dI1,0(Vn)|

∣∣∣∣
q

〉
dH1(q) =

ˆ
αn

〈
q

|q|2
, Vn(q)− 2

〈q, Vn(q)〉
|q|2

q

〉
dH1(q)

= −
ˆ
αn

〈
q

|q|2
, Vn(q)

〉
dH1(q).

We have that the curve αn is contained in the sphere S := {x2 + y2 + (z − 1)2 = 1}.
Moreover αn is given by the composition of γn with a spherical inversion I1,0, a traslation,
a dialation of a factor 1

2zn
, and then a further spherical inversion I1,0. Hence (4.41) implies

that the curvature kαn of αn is pointwise bounded uniformly in n. Hence αn weakly
converges in W 2,2 and strongly in C1, up to subsequence, to a curve of class W 2,2. The
length of αn is uniformly bounded and by construction the field Vn is such that

‖Vn − νCn‖L2(αn) −−−→
n→∞

0,

where νCn ∈ TS ∩ (Tαn)⊥ is the outward unit conormal of Cn ⊂ S, which the connected
component of S \ (αn) positively oriented by the normal field N(x, y, z) = (x, y, z − 1) ∈
(TS)⊥ with respect to the parametrization αn of its boundary. Then

In = −
ˆ
αn

〈
q

|q|2
, νCn(q)

〉
dH1(q)−

ˆ
αn

〈
(Tαn)⊥

(
q

|q|2

)
, Vn(q)−νCn(q)

〉
dH1(q) =: Jn+Kn.
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Since the tangent vectors ταn are equi-Lispchitz, then |(Tαn)⊥(αn(t))| ≤ C|t|2 for any n.

Then (Tαn)⊥
(

q
|q|2

)
is bounded for q ∈ (αn), and we have

|Kn| ≤ ‖Vn − νCn‖L2(αn)

∥∥∥∥(Tαn)⊥
(

q

|q|2

)∥∥∥∥
L2(αn)

−−−→
n→∞

0. (4.42)

Moreover

Jn = lim
k→∞

−
ˆ
αn\B 1

k
(0)

〈
q

|q|2
, νCn(q)

〉

= lim
k→∞

−
ˆ
∂
(
Cn\B 1

k
(0)
) 〈 q

|q|2
, ν
∂
(
Cn\B 1

k
(0)
)(q)〉+

ˆ
Cn∩∂B 1

k
(0)

〈
q

|q|2
, ν
∂
(
Cn\B 1

k
(0)
)(q)〉

= −π + lim
k→∞

−
ˆ
∂
(
Cn\B 1

k
(0)
) 〈 q

|q|2
, ν
∂
(
Cn\B 1

k
(0)
)(q)〉

= −π − lim
k→∞

ˆ
Cn\B 1

k
(0)

divCn

(
q

|q|2

)
+ 2

〈
HCn ,

q

|q|2

〉
,

where ν
∂
(
Cn\B 1

k
(0)
) is the unit outward conormal of Cn \ B 1

k
(0) and we used Proposi-

tion 1.1.8. The mean curvature vector of Cn is equal to HCn(q) = −N(q), while

divCn

(
q

|q|2

)
= divR3

(
q

|q|2

)
−
〈(
∇
(

q

|q|2

))
(N), N

〉
=

2

|q|4
〈q,N〉2.

Being N(q) = q − (0, 0, 1) and |q|2 = 2z on S, we end up with

Jn = −π − lim
k→∞

ˆ
Cn\B 1

k
(0)

2z

|q|2

(
z

|q|2
− 1

)
= −π − lim

k→∞

ˆ
Cn\B 1

k
(0)
−1

2

=
H2(Cn)

2
− π.

(4.43)

Since αn converges to a C1,1 curve of positive length, there is η > 0 such that H2(Cn) ≤
4π − 2η for any large n. So, putting together (4.42) and (4.43) we find

lim inf
n→∞

In ≤ π − η,

and recalling (4.40) and (4.39) we get

lim inf
n→∞

lim
ρ→∞

AΣ′′n,0(ρ) ≤ π

2
+
ω

4
+

1

2
(π − η) = π +

ω

4
− η

2
. (4.44)

ii) In the other case suppose that 0 lies in the plane of Γ′n for any n. As in i), if σn is a suitable
translation of I1,0 ◦ γn, we look at the curve βn(t) = I1,0(σn(t)) for t ∈ (0, L(Fn(Γ))) and
βn(0) = 0, which parametrizes the closure of I1,0(Γ′n). Since 0 < C1 ≤ d(Γ′n, 0) ≤ C2 we
have that the length of βn and its curvature are uniformly bounded as in the previous case
for the curve αn. As before, the change of variable yields

In = −
ˆ
βn

〈
q

|q|2
, Vn(q)

〉
dH1(q),
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with Vn(q) =
dI1,0(co′n)
|dI1,0(co′n)|

∣∣∣∣
q

|q|2

. Again we write

In = −
ˆ
βn

〈
q

|q|2
, νDn

〉
−
ˆ
βn

〈
q

|q|2
, Vn − νDn

〉
,

where νDn is the unit outward conormal of the domain Dn on the plane with boundary
βn such that ‖Vn − νDn‖L2(βn) → 0. As before

∣∣ ´
βn

〈 q
|q|2 , Vn − νDn

〉∣∣ −→
n

0. So we need to

calculate ˆ
βn

〈
q

|q|2
, νDn

〉
= lim

k→∞

ˆ
βn

〈ψk, νDn〉 = lim
k→∞

ˆ
Dn

divR2ψk = π,

where ψk is the truncated function

ψk(p) = kχB 1
k

(0)(p)
p

|p|
+

(
1− χB 1

k
(0)(p)

)
p

|p|2
,

which is such that (Tβn)⊥(ψk) −−−→
k→∞

(Tβn)⊥
( p
|p|2
)

in L1(βn) and divR2(ψk) = kχB 1
k

(0)(p)
1
|p| ∈

L1(R2).

Hence we see that in this case
lim inf
n→∞

In = π. (4.45)

Hence recalling (4.40) and (4.39) we get from (4.45) that

lim inf
n→∞

lim
ρ→∞

AΣ′′n,0(ρ) ≤ π

2
+
ω

4
+
π

2
= π +

ω

4
. (4.46)

Now we put cases i) and ii) together: by convergence in the sense of varifolds, and then of
first variation of varifolds, the quantity AΣ′′n,0(ρ) is lower semicontinuous with respect to varifold
convergence at almost every fixed ρ > 0. Hence by monotonicity, by (4.44) and (4.46) we have
that in any case

Aµ,0(ρ) ≤ lim inf
n→∞

AΣ′′n,0(ρ) ≤ lim inf
n→∞

lim
ρ→∞

AΣ′′n,0(ρ) ≤ π +
ω

4
. (4.47)

for almost every ρ > 0. Suitably passing to the limit in (4.47), by definition of µ and Aµ,0, we
find

2π ≤ lim
ρ→∞

µ(Bρ(0))

ρ2
= lim

ρ→∞
Aµ,0(ρ) ≤ π +

ω

4
< 2π,

which gives the desired contradiction.

The structure of the proof of Theorem 4.A.4 is actually completely analogous to the one
of Lemma 4.2.5, except for the necessary technicalities. If compared with the inequality in
Theorem 4.2.6, in Theorem 4.A.4 we still have the further assumption on the conormal, which
is assumed to be suitably close to the normal vector on the boundary curve pointing outwards
with respect to the bounded planar region enclosed. This is ultimately due to the fact that, if
the boundary curve is a circle, as spherical inversions maps circles into straight lines and vice
versa, it is possible to apply a conformal transformation of the ambient preserving the circular
boundary (as exploited in Lemma 4.2.2). All this is clearly not possible in case the boundary
curve is not a circle.

As already mentioned, at least in case the curve Γ in Theorem 4.A.4 is planar and convex,
we expect that the hypothesis on the conormal can be removed, but the use of the conformal
invariance of W and of the monotonicity formula (1.15) might not be sufficient anymore.
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[BMO15] E. Bretin, S. Masnou, and É. Oudet. “Phase-field approximations of the Willmore
functional and flow”. In: Numer. Math. 131.1 (2015), pp. 115–171.

[Bre11] H. Brezis. Functional analysis, Sobolev spaces and partial differential equations.
Universitext. Springer, New York, 2011, pp. xiv+599.

[BG86] R. Bryant and P. Griffiths. “Reduction for constrained variational problems and´
1
2k

2 ds”. In: Amer. J. Math. 108.3 (1986), pp. 525–570.

[Can70] P. B. Canham. “The minimum energy of bending as a possible explanation of the
biconcave shape of the human red blood cell”. In: J. Theor. Biol. 26.1 (1970),
pp. 61–76.

[Car92] M. P. do Carmo. Riemannian geometry. Translated from the second Portuguese edi-
tion by Francis Flaherty. Mathematics: Theory & Applications. Birkhäuser Boston,
Inc., Boston, MA, 1992, pp. xiv+300.

[Che71a] B.-Y. Chen. “On a theorem of Fenchel-Borsuk-Willmore-Chern-Lashof”. In: Math.
Ann. 194 (1971), pp. 19–26.

[Che71b] B.-Y. Chen. “On the total curvature of immersed manifolds. I. An inequality of
Fenchel-Borsuk-Willmore”. In: Amer. J. Math. 93 (1971), pp. 148–162.

[Che74] B.-Y. Chen. “Some conformal invariants of submanifolds and their applications”.
In: Boll. Un. Mat. Ital. (4) 10 (1974), pp. 380–385.

[Chi03] R. Chill. “On the  Lojasiewicz-Simon gradient inequality”. In: J. Funct. Anal. 201.2
(2003), pp. 572–601.
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Trento, 2020.

[FHW94] M. H. Freedman, Z.-X. He, and Z. Wang. “Möbius energy of knots and unknots”.
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Univ. Hamburg 3.1 (1924), pp. 31–56.

[Ton19] Y. Tonegawa. Brakke’s mean curvature flow. SpringerBriefs in Mathematics. An
introduction. Springer, Singapore, 2019, pp. xii+100.

171

https://www.math.uni-tuebingen.de/ab/analysis/pub/alex/haiku/haiku.html
https://www.math.uni-tuebingen.de/ab/analysis/pub/alex/haiku/haiku.html
https://arxiv.org/abs/2007.00582


[Tru83] C. Truesdell. “The influence of elasticity on analysis: the classic heritage”. In: Bull.
Amer. Math. Soc. (N.S.) 9.3 (1983), pp. 293–310.

[Wei78] J. L. Weiner. “On a problem of Chen, Willmore, et al”. In: Indiana Univ. Math. J.
27.1 (1978), pp. 19–35.

[Whi73] J. H. White. “A global invariant of conformal mappings in space”. In: Proc. Amer.
Math. Soc. 38 (1973), pp. 162–164.

[Wil65] T. J. Willmore. “Note on embedded surfaces”. In: An. Şti. Univ. “Al. I. Cuza” Iaşi
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Li–Yau inequality, 26, 124, 135, 155
Liouville Theorem, 122
Lojasiewicz–Simon inequality, 42, 71

mean curvature vector, 3
generalized –, 14

measurable function, 8
measure, 8

finite –, 8
positive –, 8
positive Radon –, 8
push forward –, 8
Radon –, 8
restriction of –, 8
signed –, 8
total variation –, 8
vector valued –, 8

minimal
immersion, 3
surface, 3

monotonicity formula, 18
– for 1-dimensional varifolds, 19
– for 2-dimensional varifolds, 24

multiplicity, 13

nice rectangle, 94
normal vector, 131

oriented angle, 7

perimeter, 29
planar graph

local density of a –, 111
regular –, 111

rectifiable set, 11
reduced boundary, 30
Riemann tensor, 3

second fundamental form, 2
generalized –, 17

set of finite perimeter, 29
shape operator, 3
simple cusp, 110
spherical inversion, 121

tangent vector, 4
tangential

differential, 12, 32
divergence, 6
Jacobian, 12, 32

tangentially differentiable function, 33

varifold, 10
convergence, 10
first variation of a –, 13
generalized boundary of a –, 14
generalized conormal of a –, 14
image –, 13
integer rectifiable –, 13
locally bounded first variation –, 15
weight of a –, 10

Willmore
conjecture, 122
surface, 124
torus, 122

Willmore energy, 5
– of a varifold, 14
conformal invariance of the –, 122
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