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Abstract. In this survey we collect some recent results obtained by the authors
and collaborators concerning the fine structure of functions of bounded deforma-
tion (BD). These maps are L1-functions with the property that the symmetric part
of their distributional derivative is representable as a bounded (matrix-valued)
Radon measure. It has been known for a long time that for a (matrix-valued)
Radon measure the property of being a symmetrized gradient can be characterized
by an under-determined second-order PDE system, the Saint-Venant compatibil-
ity conditions. This observation gives rise to a new approach to the fine properties
of BD-maps via the theory of PDEs for measures, which complements and par-
tially replaces classical arguments. Starting from elementary observations, here
we elucidate the ellipticity arguments underlying this recent progress and give an
overview of the state of the art. We also present some open problems.
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1. Introduction

In this survey we review a PDE approach to the study of fine properties of func-
tions of bounded deformation (BD), which was recently developed by the authors.
In particular, we will show how this approach allows to characterize the structure
of the singular part of the symmetrized derivative and also to recover some known
structure properties of these functions in an easier and more robust way.

Functions of bounded deformation are fundamental in the analysis of a large
number of problems from mechanics, most notably in the theory of (linearized)
elasto-plasticity, damage, and fracture; we refer to [3,41,49,50,55,70,71,74,75] and
the references contained therein. A common feature of these theories is that the
natural coercivity of the problem only yields a-priori bounds in the L1-norm of the
symmetrized gradient

Eu :=
1

2

!
∇u+∇uT

"

of a map u : Ω ⊂ Rd → Rd. As L1 is not reflexive, such L1-norm bounds do not
allow for the selection of weakly converging subsequences. This issue is remedied by
enlarging L1 to the space of finite Radon measures, where now a uniform bound on
the total variation norm permits one to select a weakly* converging subsequence.

Given an open set Ω ⊂ Rd with Lipschitz boundary, the space BD(Ω) of functions
of bounded deformation is then the space of functions u ∈ L1(Ω;Rd) such that the
distributional symmetrized derivative

Eu :=
1

2

!
Du+DuT

"

is (representable as) a finite Radon measure, Eu ∈ M(Ω;Rd×d
sym), where Rd×d

sym denotes
the space of d × d symmetric matrices. The space BD(Ω) of functions of bounded
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deformation is a (non-reflexive) Banach space under the norm

‖u‖BD(Ω) := ‖u‖L1(Ω;Rd) + |Eu|(Ω),

where |Eu| denotes the total variation measure of Eu.
One particularly important feature of BD-maps is that the symmetrized derivative

Eumay contain a singular part, i.e., a measure that is not absolutely continuous with
respect to Lebesgue measure. This may, for instance, correspond to concentrations
of strain in the model under investigation. As we will show in the sequel, the allowed
“shapes” of these concentrations are quite restricted, merely due to the fact that they
occur in a symmetrized gradient. These rigidity considerations play a prominent
role in the analysis of a model, for instance, in the integral representation and lower
semicontinuity theory for functionals defined on BD and in the characterization of
Young measures generated by symmetrized gradients.

Fine structure results. The study of the fine structure of BD-maps started in
the PhD thesis of Kohn [49], and was then systematically carried out by Ambrosio–
Coscia–Dal Maso in [3]; further recent results on the fine properties of BD can be
found in [10, 22, 43, 68] and the references therein. Classically, the analysis of the
space BD(Ω) has been modelled on the analysis of the space of functions of bounded
variation, BV(Ω;Rℓ), i.e., those functions u ∈ L1(Ω;Rℓ) such that the distributional
derivativeDu can be represented as a finite Borel measure, Du ∈ M(Ω;Rℓ×d), where
Rℓ×d is the space of ℓ× d matrices. The theory of BV-maps in multiple dimensions
goes back to De Giorgi [23] and has become a fundamental tool in the Calculus of
Variations and in Geometric Measure Theory.

Starting from the seminal works of Federer, [33], we now have a complete under-
standing of the fine structure of BV-maps, which we summarize in the following,
see [5] for details and proofs. For a vector Radon measure µ ∈ M(Rd;Rn) we
write µ = µa + µs for its Lebesgue–Radon–Nikodým decomposition with respect to
Lebesgue measure. Denoting by |µ| the total variation measure of µ, we call

dµ

d|µ|(x) := lim
r→0

µ(Br(x))

|µ|(Br(x))

the polar vector, whose existence for |µ|-almost every x is ensured by the Besicov-
itch differentiation theorem (see [5, Theorem 2.22]). We then have the following
(amalgamated) structure result in BV:

Theorem 1.1. For u ∈ BVloc(Rd;Rℓ), we can decompose Du as

Du = Dau+Dsu = Dau+Dju+Dcu.

Here:

(i) Dau = ∇uLd is the absolutely continuous part of Du (with respect to
Lebesgue measure). Its density ∇u ∈ L1

loc(Ω;Rℓ×d) is the approximate gra-

dient of u, which satisfies for Ld-almost every x that

lim
r→0

−
ˆ

Br(x)

|u(y)− u(x)−∇u(x)(y − x)|
|y − x| dy = 0.

(ii) Dju is the jump part of Du. It is concentrated on a countably rectifiable
Hd−1 σ-finite set Ju, where it can be represented as

Dju = (u+ − u−)⊗ νJu Hd−1 Ju.
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Here, νJu is normal to Ju and u± are the traces of u on Ju in positive and
negative νJu-direction, respectively (note that the product (u+ − u−) ⊗ νJu
does not depend on the choice of the orientation), and (a⊗ b)ij := aibj is the
tensor product of the vectors a and b.

(iii) Dcu is the Cantor part of Du. It vanishes on every Hd−1 σ-finite set.
Furtheremore, for |Dcu|-almost all x there are a(x) ∈ Rℓ and b(x) ∈ Rd such
that

dDu

d|Du|(x) = a(x)⊗ b(x).

In particular, |Du| ≪ Hd−1, that is, |Du| is absolutely continuous with respect to
the (d − 1)-dimensional Hausdorff measure Hd−1. Furthermore, if one denotes by
Cu the set of approximate continuity points of u, i.e., those x for which there exists
a λ(x) ∈ Rℓ such that

lim
r→0

−
ˆ

Br(x)
|u(y)− λ(x)| dy = 0,

and by Su := Rd \ Cu the set of approximate discontinuity points, then

Hd−1(Su \ Ju) = 0 and |Dsu|(Su \ Ju) = 0. (1.1)

The above structural results are fundamental in the study of many variational
problems involving functions of bounded variation. In particular, (iii) above is known
as Alberti’s rank-one theorem, a key structural result for BV-maps first proved in [1]
(see also [54] for a recent, more streamlined proof). It entails strong constraints on
the type of possible singularities for Du, see Corollary 3.1 below.

The proofs of all these properties of BV-maps rely heavily on the connection
between functions of bounded variation and sets of finite perimeter and on the fine
properties of such sets [5, 53]. This link is expressed by the Fleming–Rishel coarea
formula [34]: For all u : Rd → R it holds that

Du =

ˆ +∞

−∞
D {u>t} dt, |Du| =

ˆ +∞

−∞
|D {u>t}| dt,

where both equalities are to be understood in the sense of measures.
Clearly, BV ⊂ BD, but it has been known since the work of Ornstein [61] that

the inclusion is strict (however, see [18, 22, 38, 39] for interesting recent results on
partial converses under additional assumptions). More precisely, one can show that

for all N ∈ N there exists a map u ∈ W1,∞
0 (B1;Rd) (where B1 := B1(0) is the unit

ball in Rd) such that

inf
F∈Rd×d

ˆ

B1

|Du− F | dx ≥ N

ˆ

B1

####
Du+DuT

2

#### dx,

see [20, 48, 61] and also [67, Theorem 9.26]. This implies that a Korn inequality of
the form

‖∇u‖pLp ≲ ‖u‖pLp + ‖Eu‖pLp , u ∈ C∞(B1;Rd), (1.2)

fails for p = 1 (while it is true for all p ∈ (1,+∞), see [74]). Furthermore, no
analogue of the coarea formula is known in BD and this prevents the application of
several techniques used to establish Theorem 1.1. Nevertheless, several results have
been obtained and the analogues of the first two points of Theorem 1.1 have been
known for many years [3, 49]:
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Theorem 1.2. For u ∈ BDloc(Rd) we can decompose Eu as

Eu = Eau+ Esu = Eau+ Eju+ Ecu.

Here:

(i) Eau = EuLd is the absolutely continuous part of Eu. Its density Eu ∈
L1
loc(Ω;Rd×d

sym) is the approximate symmetrized gradient of u, which satisfies

for Ld-almost every x that

lim
r→0

−
ˆ

Br(x)

|(u(y)− u(x)) · (y − x)− (Eu(x)(y − x)) · (y − x))|
|y − x|2 = 0.

(ii) Eju is the jump part of Eu. It is concentrated on a countably rectifiable
Hd−1 σ-finite set Ju, where it can be represented as

Eju = (u+ − u−)⊙ νJu Hd−1 Ju.

Here, νJu is normal to Ju and u± are the traces of u on Ju in positive and
negative νJu-direction, respectively, and (a ⊙ b)ij := 1

2(a ⊗ b + b ⊗ a) is the
symmetric tensor product of the vectors a, b.

(iii) Ecu is the Cantor part of Eu. It vanishes on every Hd−1 σ-finite set.

In particular, |Eu| ≪ Hd−1.

Concerning the trace, we remark that there exist two bounded linear trace oper-
ators onto Hd−1-rectifiable sets, giving the one-sided traces u±, see Theorem II.2.1
of [75] and also [10, 16].

Despite the clear similarity between Theorem 1.1 and Theorem 1.2, some parts
are missing. The analogue of the first statement in (1.1) is currently unknown and
only partial results are available. This is one of the major open problems in the
theory of BD-maps:

Conjecture 1.3. For all u ∈ BDloc(Rd) it holds that Hd−1(Su \ Ju) = 0.

We remark that the following weaker statement was proved in [3]: If u ∈ BDloc(Rd),
then |Ev|(Su \ Ju) = 0 for all v ∈ BDloc(Rd); in particular, |Esu|(Su \ Ju) = 0.

On the other hand, the analogue of Alberti’s rank-one theorem has recently been
established by the authors [28]:

Theorem 1.4. Let u ∈ BDloc(Rd). Then, for |Esu|-almost every x there are
vectors a(x), b(x) ∈ Rd such that

dEu

d|Eu|(x) = a(x)⊙ b(x).

Note that for the jump part the above theorem is already contained in Theo-
rem 1.2 (ii) and the real difficulty lies in dealing with the Cantor part of Eu. Like
Alberti’s rank one theorem, Theorem 1.4 allows to deduce some quite precise in-
formation on the structure of the singularities of Eu, see Section 3.2 below. The
picture is however still less complete than in the BV-case, see Conjecture 3.4.

A new approach to study singularities. The failure of a coarea-type formula
makes the approach used in [3] unsuitable for the proof of Theorem 1.4. The strategy
followed in [28] is instead based on a new point of view combining Harmonic Anal-
ysis techniques with some tools from Geometric Measure Theory. This approach
is heavily inspired by the ideas of Murat and Tartar in the study of compensated
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compactness [59,60,72,73] and has been introduced in this context for the first time
in the PhD thesis of the second author [63].

The core idea is to “forget” about the map u itself and to work with Eu only. This
is enabled by the fact that symmetrized derivatives are not arbitrary measures (with
values in Rd×d

sym), but that they satisfy a PDE constraint, namely the Saint-Venant
compatibility conditions: If the measure µ = (µjk) is the symmetrized derivative of
some u ∈ BD(Ω), i.e., µ = Eu, then, by direct computation,

d$

i=1

∂ikµij + ∂ijµik − ∂jkµii − ∂iiµjk = 0 for all j, k = 1, . . . , d.

For d = 3 this constraint can be written as the vanishing of a double application of
the matrix-curl, defined as the matrix-valued differential operator

(CurlA)ij :=

3$

k,l=1

εilk∂lAjk, i, j ∈ {1, 2, 3},

where εilk denotes the parity of the permutation {1, 2, 3} → {i, l, k}. Hence, we will
write the above equations (for all dimensions) in shortened form as

Curl Curlµ = 0

and say that µ is “Curl Curl-free”. This PDE-constraint furthermore contains all the
information about symmetrized derivatives, as Curl Curl-freeness is both necessary
and sufficient for a measure to be a BD-derivative locally, this is (a modern version
of) the Saint-Venant theorem, see for instance [6].

Once this point of view is adopted, it is then natural to try to understand the
structure of the singular part of PDE-constrained measures. More precisely, given
a linear homogeneous operator

A :=
$

|α|=k

Aα∂
α,

where Aα ∈ Rm×n, α = (α1, . . . ,αd) ∈ (N ∪ {0})d is a multi-index, and ∂α :=
∂α1
1 · · · ∂αd

d , we say that an Rn-valued (local) Radon measure µ ∈ Mloc(Ω;Rn) is
A-free if it satisfies

Aµ = 0 in the sense of distributions.

Note that since Aα ∈ Rm×n this is actually a system of equations. A natural question
is then to investigate the restrictions imposed on the singular part µs of µ by the
differential constraint.

To answer to this question, we first note that there are two trivial instances: If
A = 0, then no constraint is imposed. Conversely, if A is elliptic, i.e., if its symbol

A(ξ) := (2πi)k
$

|α|=k

Aαξ
α ∈ Rm×n (1.3)

is injective, then by the generalized Weyl lemma, µ is smooth and thus no singular
part is possible.

In view of the above considerations it is natural to conjecture that the presence
of singularities is related to the failure of ellipticity. This failure is measured by the
wave cone associated to A, first introduced by Murat and Tartar in the context of
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compensated compactness [59, 60,72,73]:

ΛA :=
%

ξ∈Sd−1

kerA(ξ).

The main result of [28] asserts that this cone is precisely what constrains the singular
part of µ, see also [26] and the surveys [25,30] for other applications of these results.

Theorem 1.5. Let µ ∈ M(Ω;Rn) be an A-free measure, i.e.,

Aµ = 0.

Then, for |µs|-almost all x,
dµ

d|µ|(x) ∈ ΛA.

In the case A = CurlCurl we obtain by direct computation, see [37, Example
3.10(e)], that for M ∈ Rd×d

sym , ξ ∈ Rd,

−(4π)−2A(ξ)M = (Mξ)⊗ ξ + ξ ⊗ (Mξ)− (trM) ξ ⊗ ξ − |ξ|2M,

which gives
kerA(ξ) =

&
a⊗ ξ + ξ ⊗ a : a ∈ Rd

'
.

Thus,
ΛCurlCurl =

&
a⊙ b : a, b ∈ Rd

'
. (1.4)

Hence, Theorem 1.5 implies Theorem 1.4. We remark that in the two-dimensional
case µ ∈ Mloc(R2;R2×2) we moreover have

Curl Curlµ = 0

⇕
curl curlµ = ∂22µ22 − ∂12µ12 − ∂12µ21 + ∂11µ22 = 0,

(1.5)

where curl (ν1, ν2) := ∂2ν1 − ∂1ν2 is the classical (scalar-valued) curl in two dimen-
sions, applied row-wise.

Note also that if A : Rℓ×d → Rℓ×d×d is the d-dimensional row-wise curl-operator
defined via

(curlA)ijk := ∂jAik − ∂kAij , i = 1, . . . , ℓ, j, k = 1, . . . , d,

one easily computes that

Λcurl =
&
a⊗ b : a, b ∈ Rd

'
.

Hence, Theorem 1.5 also provides a new proof of Alberti’s rank one theorem.
Furthermore, we mention that in [7] similar (more refined) techniques were used

to recover the dimensional estimates and rectifiability results on the jump parts of
BV- and BD-maps; we will discuss these results in Section 3.3.

Outline of the paper. In Section 2 we start by showing some rigidity statements
for maps whose symmetrized gradient is constrained to lie in a certain set. Parts
of these result will be used later, but most importantly, we believe that they will
give the reader a feel for how the differential constraint characterizing Eu can be
used to understand BD-maps. In Section 3 we give a sketch of the proof of Theo-
rem 1.4 and we outline how the improvements in [7] give (optimal) dimensionality
and rectifiability estimates. We also investigate the implications of Theorem 1.4 on
the structure of singularities of BD-maps. Finally, in Section 4 we present, mostly
without proofs, some applications of the above results to the study of weak* lower
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semicontinuity of integral functionals, relaxation, and the characterization of Young
measures generated by sequences of symmetrized gradients.

Acknowledgements. This project has received funding from the European Re-
search Council (ERC) under the European Union’s Horizon 2020 research and inno-
vation programme, grant agreement No 757254 (SINGULARITY).

2. Rigidity

Before we come to more involved properties of general BD-maps, we first inves-
tigate what can be inferred by using only elementary rigidity arguments. Besides
being useful in the next section, these arguments are also instructive since they show
the interplay between the Curl Curl-free condition and some pointwise properties,
which is the main theme of this survey. Furthermore, the rigidity theorem, The-
orem 2.10, will be used to study tangent measures later. Much of the discussion
follows [64, Section 4.4]. To make some proofs more transparent we start presenting
the results in the two-dimensional case, where, however, all interesting effects are
already present. At the end of the section we deal with the general case.

A rigid deformation is a skew-symmetric affine map ω : Rd → Rd, i.e., u is of the
form

ω(x) = u0 + Ξx, where u0 ∈ Rd, Ξ ∈ Rd×d
skew.

The following lemma is well-known and will be used many times in the sequel, usually
without mentioning. We reproduce its proof here because the central formula (2.1)
will be of use later.

Lemma 2.1. The kernel of the linear operator E : BDloc(Rd) → Mloc(Rd;Rd×d
sym)

given by

Eu :=
1

2

!
Du+DuT

"

is the space of rigid deformations.

Proof. It is obvious that Eu vanishes for a rigid deformation u. For the other
direction, let u ∈ BDloc(Rd) with Eu = 0. Define

Wu :=
1

2

!
Du−DuT

"
.

Then, for all i, j, k = 1, . . . , d, we have, in the sense of distributions,

∂k(Wu)ij =
1

2

!
∂kjui − ∂kiuj

"

=
1

2

!
∂jkui + ∂jiuk

"
− 1

2

!
∂ijuk + ∂ikuj

"

= ∂j(Eu)ik − ∂i(Eu)kj (2.1)

= 0.

As Du = Eu + Wu, this entails that Du is a constant, hence u is affine, and it is
clear that it in fact must be a rigid deformation. □

It is an easy consequence of the previous lemma that any u ∈ BDloc(Rd) with
Eu = SLd, where S ∈ Rd×d

sym is a fixed symmetric matrix, is an affine function. More

precisely, u(x) = u0 + (S + Ξ)x for some u0 ∈ Rd and Ξ ∈ Rd×d
skew.

Next, we will consider what can be said about maps u ∈ BDloc(Rd) for which

Eu = Pν (2.2)
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with a fixed matrix P ∈ Rd×d
sym and a measure ν ∈ Mloc(Rd;R). As we already

saw in (1.4), a special role is played by the symmetric rank-one matrices, a ⊙ b
for a, b ∈ Rd. We recall that those matrices can be characterized in terms of their
eigenvalues:

Lemma 2.2. Let M ∈ Rd×d
sym be a non-zero symmetric matrix.

(i) If rankM = 1, then M = ±a⊙ a = ±a⊗ a for a vector a ∈ Rd.
(ii) If rankM = 2, then M = a ⊙ b for vectors a, b ∈ Rd if and only if the two

(non-zero, real) eigenvalues of M have opposite signs.
(iii) If rankM ≥ 3, then M cannot be written as M = a ⊙ b for any vectors

a, b ∈ Rd.

Proof. Ad (i). Every rank-one matrix M can be written as a tensor product M =
c ⊗ d for some vectors c, d ∈ Rd \ {0}. By the symmetry, we get cidj = cjdi for all
i, j ∈ {1, . . . , d}, which implies that the vectors c and d are multiples of each other.
We therefore find a ∈ Rd with M = ±a⊗ a.

Ad (ii). Assume first that M = a⊙ b for some vectors a, b ∈ Rd. Clearly, M maps
span{a, b} to itself and it is the zero map on the orthogonal complement, hence we
may assume that d = 2.

Take an orthogonal matrix Q ∈ R2×2 such that QMQT is diagonal. We compute

QMQT =
1

2
Q
!
a⊗ b+ b⊗ a

"
QT =

1

2

!
Qa⊗Qb+Qb⊗Qa

"
= Qa⊙Qb,

whence we may always assume without loss of generality that M is already diagonal,

a⊙ b = M =

(
λ1

λ2

)
,

where λ1,λ2 ∕= 0 are the two eigenvalues of M . Writing this out componentwise, we
get

a1b1 = λ1, a2b2 = λ2, a1b2 + a2b1 = 0.

As λ1,λ2 ∕= 0, also a1, a2, b1, b2 ∕= 0, and hence

0 = a1b2 + a2b1 =
a1
a2

λ2 +
a2
a1

λ1.

Thus, λ1 and λ2 must have opposite signs.
For the other direction, by transforming as before we may assume again that M

is diagonal:

M =

d$

i=1

λivi ⊗ vi,

where {vi}i is an orthonormal basis of Rd. Since rankM = 2, we know that only
two of the λi are non-zero. Hence, we can assume d = 2 and M to be diagonal, M =!
λ1

λ2

"
, and that λ1 and λ2 do not have the same sign. Then, with γ :=

*
−λ1/λ2,

we define

a :=

(
γ
1

)
, b :=

(
λ1γ

−1

λ2

)
.

For λ1 > 0, λ2 < 0 say (the other case is analogous),

λ1γ
−1 + λ2γ = λ1

+
|λ2|
λ1

− |λ2|

+
λ1

|λ2|
= 0,
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and therefore

a⊙ b =
1

2

(
λ1 λ2γ

λ1γ
−1 λ2

)
+

1

2

(
λ1 λ1γ

−1

λ2γ λ2

)
=

(
λ1

λ2

)
= M.

This proves the claim.
Ad (iii). This is trivial. □

In the remainder of this section, we will investigate in more detail two-dimensional
BD-maps with fixed polar. First, note that if u ∈ BDloc(Rd), the map ũ(x) :=
QTu(Qx), where Q ∈ Rd×d, satisfies

Eũ = QTEuQ.

Hence, without loss of generality we may assume that P in (2.2) is diagonal.
In the case d = 2, according to Lemma 2.2 we have three non-trivial cases to

take care of, corresponding to the signs of the eigenvalues λ1, λ2; the trivial case
λ1 = λ2 = 0, i.e., P = 0, was already settled in Lemma 2.1.

First, consider the situation that λ1,λ2 ∕= 0 and that these two eigenvalues have
opposite signs. Then, from (the proof of) Lemma 2.2, we know that P = a ⊙ b
(a ∕= b) for

a :=

(
γ
1

)
, b :=

(
λ1γ

−1

λ2

)
, where γ :=

,
−λ1

λ2
.

The result about solvability of (2.2) for this choice of P is:

Proposition 2.3 (Rigidity for P = a ⊙ b). Let P =
!
λ1

λ2

"
= a ⊙ b, where

λ1,λ2 ∈ R have opposite signs. Then, there exists a map u ∈ BDloc(R2) solving the
differential equation

Eu = Pν, ν ∈ Mloc(R2;R),
if and only if ν is of the form

ν(dx) = µ1(dx · a) + µ2(dx · b),
where µ1, µ2 ∈ Mloc(R). In this case,

u(x) = H1(x · a)b+H2(x · b)a+ ω(x), (2.3)

with ω a rigid deformation and H1, H2 ∈ BVloc(R) satisfying H ′
1 = µ1 and H ′

2 = µ2.

Here, the notation µ1(dx · a) denotes the measure γ ∈ Mloc(R2) that acts on
Borel sets B ⊂ R2 as

γ(B) =

ˆ

R
µ1

!
B ∩ (sa⊥ + Ra)

"
ds,

where a⊥ is a unit vector with a · a⊥ = 0 (which is unique up to orientation).
Likewise for µ2(dx · b). Notice also that, since a and b are linearly independent, we
could absorb the rigid deformation r into H1 and H2.

Proof. By the chain rule in BV (see [5, Theorem 3.96]), it is easy to deduce that all u
of the form (2.3) satisfy (2.2) with P = a⊙b, that is, Eu = Pν with ν ∈ Mloc(R2;R).

For the other direction, we choose Q to be an invertible matrix sending {e1, e2}
to {a, b} and instead of u work with ũ(x) := QTu(Qx), for which

Eũ =
√
2(e1 ⊙ e2)ν̃

with ν̃ ∈ Mloc(R2;R). In the following we write simply u in place of ũ.
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We will use a slicing result [3, Proposition 3.2], which essentially follows from
Fubini’s theorem: If for ξ ∈ R2 \ {0} we define

Hξ :=
&
x ∈ R2 : x · ξ = 0

'
,

uξy(t) := ξTu(y + tξ), where t ∈ R, y ∈ Hξ,

then the result in loc. cit. states
##ξTEuξ

## =
ˆ

Hξ

##Duξy
## dH1(y) as measures. (2.4)

We have Eu =
√
2(e1 ⊙ e2)ν, so if we apply (2.4) for ξ = e1, we get

0 =
√
2
##eT1 (e1 ⊙ e2)e1

## |ν| =
ˆ

Hξ

##∂tu1(y + te1)
## dH1(y),

where we wrote u = (u1, u2). This yields ∂1u1 = 0 distributionally, whence u1(x) =
H2(x2) for some H2 ∈ L1

loc(R). Analogously, we find that u2(x) = H1(x1) with
H1 ∈ L1

loc(R). Thus, we may decompose

u(x) =

(
0

H1(x1)

)
+

(
H2(x2)

0

)
= H1(x · e1)e2 +H2(x · e2)e1,

and it only remains to show that H1, H2 ∈ BVloc(R). For this, fix η ∈ C1
c(R; [−1, 1])

with
´

η dt = 1 and calculate for all ϕ ∈ C1
c(R; [−1, 1]) by Fubini’s Theorem,

2

ˆ

ϕ⊗ η d(Eu)12 = −
ˆ

u2(ϕ
′ ⊗ η) dx−

ˆ

u1(ϕ⊗ η′) dx

= −
ˆ

H1ϕ
′ dx1 ·

ˆ

η dx2 −
ˆ

u1(ϕ⊗ η′) dx.

So, with K := suppϕ× supp η,
####
ˆ

H1ϕ
′ dx

#### ≤ 2|Eu|(K) + ‖u1‖L1(K) · ‖η′‖∞ < ∞

for all ϕ ∈ C1
c(R) with ‖ϕ‖∞ ≤ 1, hence H1 ∈ BVloc(R). Likewise, H2 ∈ BVloc(R),

and we have shown the proposition. □
In the case λ1 ∕= 0, λ2 = 0, i.e., P = λ1(e1 ⊙ e1), one could guess by analogy to

the previous case that if u ∈ BDloc(R2) satisfies Eu = Pν for some ν ∈ Mloc(R),
then u and ν should only depend on x1 up to a rigid deformation. This, however, is
false, as can be seen from the following example.

Example 2.4. Consider

P :=

(
1

0

)
, u(x) :=

(
4x31x2
−x41

)
, g(x) := 12x21x2.

Then, u satisfies Eu = PgLd, but neither u nor g only depend on x1.

The general statement reads as follows.

Proposition 2.5 (Rigidity for P = a⊙a). Let P =
!
λ1

0

"
= λ1(e1⊙ e1). Then,

there exists a map u ∈ BDloc(R2) solving the differential equation

Eu = Pν, ν ∈ Mloc(R2;R),
if and only if ν is of the form

ν(dx) = µ(dx1) + γ(dx1)⊗
!
x2 L1(dx2)

"
,
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where µ, γ ∈ Mloc(R). In this case,

u(x) = λ1

(
H(x1) + P ′(x1)x2

−P(x1)

)
+ ω(x),

with ω a rigid deformation and H ∈ BVloc(R), P ∈ W1,∞
loc (R) with P ′ ∈ BVloc(R)

satisfying H ′ = µ and P ′′ = γ.

Proof. The necessity is again a simple computation.
For the sufficiency, assuming by a mollification argument that u is smooth, there

exists g ∈ C∞(R2) such that

Eu = λ1(e1 ⊙ e1)g and Esu = 0.

We have from (2.1) that

∂k(Wu)ij = ∂j(Eu)ik − ∂i(Eu)kj for i, j, k = 1, 2.

Thus,
∇(Wu)12 = (λ1∂2g, 0).

This gives that (Wu)12 and hence also ∂2g depend on the first component x1 of x
only, ∂2g(x) = p(x1) say. Define

h(x) := g(x)− p(x1)x2

and observe that ∂2h = 0. Hence we may write h(x) = h(x1) and have now decom-
posed g as

g(x) = h(x1) + p(x1)x2.

This gives the claimed decomposition in the smooth case. The general case follows
by approximation. □

Finally, we consider the case where the eigenvalues λ1 and λ2 are non-zero and
have the same sign. Then, P ∕= a ⊙ b for any a, b ∈ R2 by Lemma 2.2. Define the
differential operator

AP := λ2∂11 + λ1∂22

and notice that whenever a function g : R2 → R satisfies AP g = 0 distributionally,
the function g̃(x1, x2) := g(

*
|λ2|x1,

*
|λ1|x2) is harmonic (recall that λ1,λ2 have

the same sign). In particular, by Weyl’s lemma, g is smooth.

Proposition 2.6 (Rigidity for P ∕= a ⊙ b). Let P =
!
λ1

λ2

"
, where λ1,λ2 ∈ R

have the same sign. Then, there exists a map u ∈ BDloc(R2) solving the differential
equation

Eu = Pν, ν ∈ Mloc(R2;R),
if and only if ν satisfies

AP ν = 0.

Moreover, in this case both ν and u are smooth.

Proof. First assume that g ∈ C∞(R2) satisfies AP g = 0. Define

F := (−λ1∂2g,λ2∂1g)

and observe
curlF = −λ1∂22g − λ2∂11g = −AP g = 0.

Hence, there exists f ∈ C∞(R2) with ∇f = F , in particular

∂1f = −λ1∂2g, ∂2f = λ2∂1g. (2.5)
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Put

U :=

(
λ1 0
0 λ2

)
g +

(
0 −1
1 0

)
f.

We calculate (we apply the curl row-wise), using (2.5),

curl U =

(
curl

!
λ1g,−f

"

curl
!
f,λ2g

"
)

=

(
λ1∂2g + ∂1f
∂2f − λ2∂1g

)
= 0.

Let u ∈ C∞(R2;R2) be such that ∇u = U . Then, as distributions, Eu = Pg.
For the other direction, it suffices to show that Eu = Pν for some ν ∈ Mloc(R2)

implies AP ν = 0. The smoothness of u, ν then follows from Weyl’s lemma as re-
marked above. Since d = 2 we can exploit (1.5) to get that

0 = curl curl(Eu) = curl curl

-(
λ1 0
0 λ2

)
ν

.
= AP ν, (2.6)

so that the claim follows. □

Remark 2.7. Note that the key point in the above lemma is that whenever Eu =
Pν with P ∕= a ⊙ b for any a, b ∈ R2, the fact that Eu is curl curl-free implies that
the measure ν is actually a solution of an elliptic PDE, namely (2.6). This is also
the key fact underlying the proof of Theorem 1.4 in the next section.

Remark 2.8 (Comparison to gradients). Proposition 2.6 should be contrasted

with the corresponding situation for gradients. If u ∈ W1,1
loc(R

2;R2) satisfies

∇u ∈ span{P} pointwise a.e.,

and rankP = 2, then necessarily u is affine, a proof of which can be found, for
instance, in [65, Lemma 3.2] (this rigidity result is closely related to Hadamard’s
jump condition, also see [11, Proposition 2], [24, Lemma 1.4], [58, Lemma 2.7] for
related results). Notice that this behavior for the gradient is in sharp contrast to the
behavior for the symmetrized gradient, as can be seen from the following example.

Example 2.9. Let

P :=

(
1

1

)
, u(x) :=

(
ex1 sin(x2)
−ex1 cos(x2)

)
, g(x) := ex1 sin(x2).

Then, one can check that g is harmonic (corresponding to AP g = ∆g = 0) and u
satisfies Eu = Pg. So, the fact that P cannot be written as a symmetric tensor
product does not imply that any solution to the differential inclusion Eu ∈ span{P}
must be affine. However, as noted in Remark 2.7, g is still “rigid” (in a weaker
sense) since it has to satisfy an elliptic PDE.

We conclude this section with the following general version of the rigidity state-
ments in every dimension; the proofs of (i), (ii) follow the same (elementary) strategy
as above, whereas in (iii) we see the first instance of an approach via the Fourier
transform.

Theorem 2.10. Let u ∈ BDloc(Rd) and assume that

Eu = Pν

for a fixed matrix P ∈ Rd×d
sym and a (signed) measure ν ∈ Mloc(Rd;R). Then:
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(i) If P = a⊙ b for some a, b ∈ Rd with a ∕= ±b, then there exist two functions
H1, H2 ∈ BVloc(R), a vector v ∈ span{a, b}⊥, and a rigid deformation ω
such that

u(x) = a
!
H1(x · b) + (x · b)(x · v)

"
+ b

!
H2(x · a) + (x · a)(x · v)

"

− v (x · a)(x · b) + ω(x).

(ii) If P = ±a⊙a for some a ∈ Rd, then there exist a function H ∈ BVloc(R), an
orthonormal basis {v2, . . . , vj} of span{a}⊥, functions Pj ∈ W1,∞

loc (R) with
P ′
j ∈ BVloc(R) (j = 2, . . . , d), and a rigid deformation ω such that

u(x) = a

(
H(x · a) +

d$

j=2

(x · vj)P ′
j(x · a)

)
−

d$

j=2

vjPj(x · a) + ω(x).

(iii) If P ∕= a⊙ b for any a, b ∈ Rd, then u and ν are smooth.

Proof. Ad (i). By regularization we can assume that u is smooth and that

Eu = 2(a⊙ b)g, g ∈ C∞(Rd).

Recall from (2.1) that for Wu := 1
2(Du−DuT ) we have

∂k(Wu)ij = ∂j(Eu)ik − ∂i(Eu)kj , for i, j, k = 1, . . . , d.

We assume without loss of generality that a = e1 and b = e2. Then,

∇(Wu)12 = −∇(Wu)21 = (−∂1g, ∂2g, 0, . . . , 0),

∇(Wu)1j = −∇(Wu)j1 = (0, ∂jg, 0, . . . , 0) for all j ≥ 3,

∇(Wu)2j = −∇(Wu)j2 = (∂jg, 0, . . . , 0) for all j ≥ 3,

∇(Wu)ij = 0 for all i, j ≥ 3.

From this we readily deduce that ∂jg = const for j = 3, . . . , d and, applying the curl
to the first equation, that

∂12g = 0.

Hence, we can write

g(x) =
h1(x2) + h2(x1)

2
+ (x · v), (2.7)

where h1, h2 ∈ C∞(R) and v is orthogonal to span{e1, e2}.
We may compute that for the u given in (i) with Hi defined via H ′

i = hi, i = 1, 2
(the shift of Hi is arbitrary and can later be absorbed into the rigid deformation
r) and a := e1, b := e2, we have that Eu = 2(a ⊙ b)g with the g above. Thus,
by Lemma 2.1, we conclude that our u must have this form (we absorb a rigid
deformation into ω).

Ad (ii). We assume that P = e1 ⊙ e1 and we argue as above to deduce that

∇(Wu)1j = −∇(Wu)1j = (∂jg, 0, . . . , 0) for all j ≥ 2,

and ∇(Wu)ij = 0 if i, j ≥ 2. This implies that

∂jg(x) = pj(x1) for all j ≥ 2

for suitable functions pj ∈ C∞(R). Hence,

2g(x) = h(x1) +

d$

j=2

xjpj(x1) (2.8)
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for some h ∈ C∞(R). Again, defining H via H ′ = h and Pj via P ′′
j = pj , we obtain

for the u given in (ii) that Eu = 2(e1 ⊙ e1)g with g as above. We conclude as before
via Lemma 2.1.

Ad (iii). Let L := span{P} and denote by P : Rd×d
sym → Rd×d

sym the orthogonal

projection onto the orthogonal complement L⊥ of L. For every smooth cut-off
function ρ ∈ C∞

c (Rd; [0, 1]) with ρ ≡ 1 on a bounded open set U ⊂ Rd, the function
w := ρu satisfies

Ew = ρEu+ u⊙∇ρ.

So,
P(Ew) = P(u⊙∇ρ) =: R ∈ Lp(Rd;Rd×d

sym) (2.9)

with p = d/(d− 1) by the embedding BDloc(Rd) ↩→ L
d/(d−1)
loc (Ω;Rd) [75].

Applying the Fourier transform (which we define for an integrable function w via
ŵ(ξ) :=

´

w(x)e2πix·ξ dx) to both sides of (2.9) and considering P to be identified

with its complexification (that is, P(A+ iB) = P(A) + iP(B) for A,B ∈ Rd×d
sym), we

arrive at
P(/Ew(ξ)) = (2πi)P(ŵ(ξ)⊙ ξ) = R̂(ξ).

Here, we used that for a symmetrized gradient one has

/Ew(ξ) = (2πi) ŵ(ξ)⊙ ξ, ξ ∈ Rd.

The main point is to show (see below) that we may “invert” P in the sense that
if

P(/Ew) = R̂ (2.10)

for some w ∈ W1,p(Rd;Rm), R ∈ Lp(Rd;L⊥), then

/Ew(ξ) = M(ξ)R̂(ξ), ξ ∈ Rd \ {0}, (2.11)

for some family of linear operators M(ξ) : Rd×d
sym → Rd×d

sym that depend smoothly and
positively 0-homogeneously on ξ.

We then infer from the Mihlin multiplier theorem (see for instance [44, Theo-
rem 5.2.7]) that

‖Ew‖Lp ≤ C‖M‖C⌊d/2⌋+1‖R‖Lp ≤ C‖u‖Lp .

So, also using ρEu = Ew − u⊙∇ρ, we get the estimate

‖Eu‖Lp(U) ≤ ‖Ew‖Lp(Ω) + ‖u⊙∇ρ‖Lp(Ω) ≤ C‖u‖Lp(Ω)

for some constant C > 0. In particular, by Korn’s inequality (1.2), u ∈ W1,p
loc(Ω;R

d) ⊂
Lp∗(Ω;Rd) for p∗ := dp/(d − p) if d < p and p∗ = ∞ if p > d). We can now iterate
(“bootstrap”) via (2.9) (which we also need to differentiate in order to get bounds
on derivatives) to conclude that u is smooth.

It remains to show (2.11). Notice that P(a ⊙ ξ) ∕= 0 for any a ∈ Cm \ {0},
ξ ∈ Rd \ {0} by the assumption on P . Thus, for some constant C > 0 we have the
ellipticity estimate

|a⊙ ξ| ≤ C|P(a⊙ ξ)| for all a ∈ Cm, ξ ∈ Rd.

The (complexified) projection P : Cm×d → Cm×d has kernel LC := spanC L (the
complex span of L), which in the following we also denote just by L. Hence, P
descends to the quotient

[P] : Cm×d/L → ranP,

and [P] is an invertible linear map. For ξ ∈ Rd \ {0} let
&
F, e1 ⊙ ξ, . . . , ed ⊙ ξ, Gd+1(ξ), . . . , Gd2−1(ξ)

'
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be a C-basis of Cm×d with the property that the matrices Gd+1(ξ), . . . , Gd2−1(ξ)
depend smoothly on ξ and are positively 1-homogeneous in ξ, that is, Gd+1(αξ) =
αGd+1(ξ) for all α ≥ 0. Furthermore, for ξ ∈ Rd \ {0} denote by Q(ξ) : Cm×d →
Cm×d the (non-orthogonal) projection with

kerQ(ξ) = L,

ranQ(ξ) = span
&
e1 ⊙ ξ, . . . , ed ⊙ ξ, Gd+1(ξ), . . . , Gd2−k(ξ)

'
.

If we interpret e1 ⊙ ξ, . . . , ed ⊙ ξ, Gd+1(ξ), . . . , Gd2−1(ξ) as vectors in Rd2 and collect

them into the columns of the matrix X(ξ) ∈ Rd2×(d2−1), and if we further let Y ∈
Rd2×(d2−1) be a matrix whose columns comprise an orthonormal basis of L⊥, then,
up to a change in sign for one of the Gl’s, there exists a constant c > 0 such that

det(Y TX(ξ)) ≥ c > 0, for all ξ ∈ Sd−1.

Indeed, if det(Y TX(ξ)) was not uniformly bounded away from zero for all ξ ∈ Sd−1,
then by compactness there would exist a ξ0 ∈ Sd−1 with det(Y TX(ξ0)) = 0, a
contradiction. We can then write Q(ξ) explicitly as

Q(ξ) = X(ξ)(Y TX(ξ))−1Y T .

This implies that Q(ξ) depends positively 0-homogeneously and smoothly on ξ ∈
Rd \ {0}. Also Q(ξ) descends to the quotient

[Q(ξ)] : Cm×d/L → ranQ(ξ),

which is now invertible. It is not difficult to see that ξ 4→ [Q(ξ)] is still positively
0-homogeneous and smooth in ξ ∕= 0 (by utilizing the basis given above). Since
ŵ(ξ)⊙ ξ ∈ ranQ(ξ), we have

[Q(ξ)]−1(ŵ(ξ)⊙ ξ) = [ŵ(ξ)⊙ ξ],

where [ŵ(ξ)⊙ ξ] designates the equivalence class of ŵ(ξ)⊙ ξ in Cm×d/L. This fact

in conjunction with /Ew(ξ) = (2πi) ŵ(ξ)⊙ ξ allows us to rewrite (2.10) in the form

(2πi) [P][Q(ξ)]−1(ŵ(ξ)⊙ ξ) = R̂(ξ),

or equivalently as

/Ew(ξ) = (2πi) ŵ(ξ)⊙ ξ = [Q(ξ)][P]−1R̂(ξ).

The multiplier M(ξ) : Rd×d
sym → Rd×d

sym for ξ ∈ Rd \ {0} is thus given by

M(ξ) := [Q(ξ)][P]−1,

which is smooth and positively 0-homogeneous in ξ. Consequently, we have shown
the multiplier equation (2.11). □

3. Singularities

In this section we sketch the proof of Theorem 1.4 and present some of its im-
plications concerning the structure of singularities that can occur in BD-maps. We
will also outline how this type of argument allows one to recover the dimensionality
results in Theorem 1.2.
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3.1. Proof sketch of Theorem 1.4. To simplify the proof and to expose the main
ideas as clearly as possible we assume again that we are working in dimension d = 2.
Our argument for BD-maps here is a bit more direct than the original one in [28]
and does not use Fourier analysis. We also make the connection to the rigidity
results of Section 2 explicit. This stresses the crucial argument, namely to exploit
the ellipticity contained in the condition dµ

d|µ|(x0) /∈ ΛA. Let us also note that by

using the slicing properties of BD-maps [3, Proposition 3.4] and by arguing as in [1]
(see also [24, Section 2]) one can recover the theorem in any dimension from this
particular case.

We assume by contradiction that the set

E :=

0
x ∈ R2 :

dEu

d|Eu|(x) ∕= a⊙ b for any a, b ∈ R2

1

satisfies |Esu|(E) > 0. We now want to zoom in around a generic point x0 ∈ E.
To this end we recall the notion of tangent measure: For a vector-valued Radon
measure µ ∈ Mloc(Rd;Rn) and x0 ∈ Rd, a tangent measure to µ at x0 is any (local)
weak* limit in the space Mloc(Rd;Rn) of the rescaled measures

µx0,rk := ckT
x0,rk
# µ

for some sequence rk ↓ 0 of radii and some sequence ck > 0 of rescaling constants.
The definition of the push-forward T x0,rk

# µ here expands to

[T x0,rk
# µ](B) := µ(x0 + rkB) for any Borel set B ⊂ R2.

We denote by Tan(µ, x0) the set of all possible tangent measures of µ at x0. It is
a remarkable theorem of Preiss [62] (see, e.g., [67, Proposition 10.5] for a proof in
our notation) that for every measure µ, Tan(µ, x0) contains at least one non-zero
measure for |µ|-almost every x0. Furthermore, at |µ|-almost all points x0,

Tan(µ, x0) =
dµ

d|µ|(x0) · Tan(|µ|, x0), (3.1)

see [67, Lemma 10.4]. If one assumes that |Esu|(E) > 0, it then follows by elemen-
tary arguments from measure theory, see, e.g., [28, Proof of Theorem 1.1] that there
exists at least one point x0 ∈ E and a sequence of radii rk ↓ 0 such that the following
properties hold:

(i) lim
k→∞

|Eau|(Brk(x0))

|Esu|(Brk(x0))
= 0;

(ii) lim
k→∞

−
ˆ

Brk
(x0)

####
dEu

d|Eu|(x)−
dEu

d|Eu|(x0)
#### d|E

su|(x) = 0;

(iii) there exists a positive Radon measure σ ∈ Tan(|Esu|, x0) with σ B1/2 ∕= 0
(B1/2 := B1/2(0)) and such that

σk :=
T x0,rk
# |Esu|

|Esu|(Brk(x0))

∗
⇀ σ in Mloc(R2);

(iv) P :=
dEu

d|Eu|(x0) ∕= a⊙ b for any a, b ∈ Rd.

Define

vk(y) :=
rd−1
k

|Esu|(Brk(x0))
u(x0 + rky), y ∈ R2.
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We have the following Poincaré-type inequality in BD, proved in [75]:

inf
ω rigid deformation

‖u+ ω‖BD ≲ |Eu|(Ω), u ∈ BD(Ω).

Thus, we conclude that there exists a sequence of rigid deformations ωk and a map
v ∈ BDloc(R2) such that

(vk + ωk)
∗
⇀ v in BDloc(R2)

and v satisfies

Ev = Pσ with P ∕= a⊙ b for any a, b ∈ R2,

and σ = |Ev| is a positive measure. By Proposition 2.6, σ is smooth. Unfortunately,
this is however not in contradiction with σ ∈ Tan(|Esu|, x0) \ {0}, since there are
purely singular measures having only Lebesgue-absolutely continuous measures as
tangents at almost all points, see [62, Example 5.9 (1)]. In order to prove the theorem
we thus have to exploit the ellipticity mentioned in Remark 2.7 in a more careful
way.

Let us assume without loss of generality that P =
!
1
1

"
, so that AP defined in

Proposition 2.6 is the Laplace operator. By recalling that

Curl CurlEvk = 0

we can use (1.5) to get, cf. (2.6),

∆σk = curl curl (Pσk) = curl curl (Pσk − Evk). (3.2)

Furthermore, by combining (i) and (ii) above it is not hard to check that

lim
k→∞

|Evk − Pσk|(B1) = 0.

We now take a cut-off function ϕ ∈ C∞
c (B1; [0, 1]) with ϕ ≡ 1 on B1/2. Exploiting

the identity (in the sense of distributions)

∂ii(ϕν) = ϕ∂iiν + 2∂i(∂iϕν)− ν∂iiϕ,

which is valid for any smooth function ϕ and any measure ν, we get, using (3.2),
that

∆(ϕσk) = ϕ curl curlZk + divRk + Sk

where ZK , Rk, and Sk are measures supported in B1 and satisfying

|Zk|(B1) → 0, sup
k

!
|Rk|(B1) + |Sk|(B1)

"
≲ 1.

We apply ∆−1 to both sides of the above equation to get

ϕσk = ∆−1(ϕ curl curlZk) +∆−1 divRk +∆−1Sk

= K1 1 Zk +K2 1Rk +K3 1 Sk,

where

K3(x) =
1

2π
log |x|, K2 = DK3,

and K1 is a constant-coefficient polynomial in the second derivatives of K3. In
particular, K1 is a Calderón–Zygmund kernel and (see [44, 69])

|K2|(x) ≲ |x|−1, |K3|(x) ≲ | ln |x||.
By this and standard estimates [44,69], one easily sees that the sequences (K2 1Rk)k
and (K3 1Rk)k are strongly precompact in L1, and that

[K1 1 Zk]1,∞ := sup
λ>0

λ
##&x : |(K1 1 Zk)(x)| > λ

'## ≲ |Zk|(B1) → 0.
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Furthermore, one easily checks that K1 1 Zk → 0 in the distributional sense. It is
then straightforward to combine the above facts with the positivity of σk (see [28,
Lemma 2.2] for details) to deduce that also the sequence (ϕσk)k is precompact in
L1, whereby

|ϕσk − ϕσ|(B1) → 0.

This is, however, in contradiction with σ being absolutely continuous (which follows
from Proposition 2.6) and σk being singular. Indeed, if we let Gk be the null set
where σk is concentrated, we obtain that

0 < |σ|(B1/2) = |σ|(B1/2 \Gk) = |σ − σk|(B1/2 \Gk) ≤ |ϕ(σk − σ)|(B1) → 0,

which is impossible. □

3.2. Local structure of singularities. As we mentioned in the introduction, Al-
berti’s rank-one theorem, Theorem 1.1 (iii), implies a strong constraint on the pos-
sible behaviors of singularities of BV-maps. In particular, even at points x0 ∈ Ω
around which u ∈ BV(Ω;Rm) has a Cantor-type (e.g. fractal) structure, the “slope”
of u has a well-defined direction. This is made precise in the following important
consequence of Alberti’s theorem.

Corollary 3.1. Let u ∈ BVloc(Rd;Rℓ). Then, at |Dsu|-almost every x0 every
tangent measure σ ∈ Tan(Dsu, x0) is b-directional for some direction b ∈ Sd−1 in
the sense that

σ(B + v) = σ(B)

for all bounded Borel sets B ⊂ Rd and all v ∈ Rd orthogonal to b.

For the proof see for instance [67, Corollary 10.8].
Combining Theorem 1.4 with Theorem 2.10 one can obtain some structural infor-

mation on tangent measures for BD maps. In fact, also exploiting the decomposi-
tion (3.1), which involves only positive measures after the fixed polar, the structure
results of Theorem 2.10 can be improved for tangent measures.1

Theorem 3.2. Let u ∈ BDloc(Rd). Then, at all point such that |Esu|-almost every
x0 the following holds: for all σ ∈ Tan(|Esu|, x0) there exists w ∈ BDloc(Rd) such
that

Ew = (a⊙ b)σ,

where a, b ∈ Rd are such that

dEsu

d|Esu|(x0) = a⊙ b.

Moreover:

(i) If a ∕= ±b, then there exist two functions H1, H2 ∈ BVloc(R) such that

w(x) = aH1(x · b) + bH2(x · a).

(ii) If a = ±b, then there exist a function H ∈ BVloc(R) such that

w(x) = aH(x · a).

1We gratefully acknowledge Adolfo Arroyo-Rabasa for pointing this out to us.
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Proof. Given a tangent measure σ ∈ Tan(|Esu|, x0), by arguing as in the proof of
Theorem 1.4, one gets a sequence rk ↓ 0 and a sequence of rigid deformations ωk

such that the maps

vk(y) :=
rd−1
k

|Esu|(Brk(x0))
u(x0 + rky) + ωk(y), y ∈ Rd,

converge to a map w ∈ BDloc(Rd) with

Ew =
dEu

d|Eu|(x0)σ.

By Theorem 1.4,
dEu

d|Eu|(x0) = a⊙ b

for some a, b ∈ Rd. Thus, case (i) or case (ii) of Theorem 2.10 applies. Assume for
instance a ∕= ±b. Then,

w(x) = a
!
H1(x · b) + (x · b)(x · v)

"
+ b

!
H2(x · a) + (x · a)(x · v)

"

− v (x · a)(x · b) + ω(x)

and, by (2.7),

σ = H ′
1(dx · b) +H ′

2(dx · a) + 2(x · v)Ld(dx).

First, we observe that we may assume ω = 0 since we may just subtract it from w.
We claim that since σ is a positive measure and v ∈ span{a, b}⊥, this implies

that v = 0, so that the conclusion holds. To prove the claim, assume without loss of
generality that a = e3, b = e2 and that v = αe1 with α ≥ 0. Let ϕ ∈ C0

c(Rd−1; [0, 1]),
ψ ∈ C0

c([0, 1]; [0, 1]) and let t ∈ R. By integrating σ against ϕ(x′)ψ(x1 − t) (x =
(x1, x

′)) we get

0 ≤
ˆ

ϕ(x′)ψ(x1 − t) dσ

≤
(
ˆ

ψ dL1

)
·
(
ˆ

ϕ dH ′
1(x2) dLd−1 +

ˆ

ϕ dH ′
2(x3) dLd−1

)

+ 2α

ˆ

ϕ dLd−1 ·
ˆ t+1

t
y dL1(y).

Since the first term on the right hand side of the above equation is independent of t,
by letting t → −∞ we get that α = 0, which is the desired conclusion. In the same
way, if a = ±b, one uses Theorem 2.10 (ii), (2.8), and the positivity of σ to conclude
in a similar way. □

Note that according to the preceding result the structure of possible tangent BD-
maps can be quite complicated. However, if we additionally know x0 ∈ Ju, as a
consequence of the structural Theorem 1.2 we obtain that the tangent map at this
point has a much simpler structure, namely

w = w+
{x·n>0} + w−

{x·n<0}

for some w± ∈ Rd and n ∈ Sd−1 (in fact, n = νJu); in particular, w is one-directional.
At a generic point we can still prove that there is always at least one one-

directional tangent measure. Indeed, one has the following result, proved in [29,
Lemma 2.14]:
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Theorem 3.3 (Very good singular blow-ups). Let u ∈ BDloc(Rd). Then, at
|Esu|-almost every x0 there exist σ ∈ Tan(|Esu|, x0) and w ∈ BDloc(Rd) such that

Ew = (a⊙ b)σ

where a, b ∈ Rd are such that

dEsu

d|Esu|(x0) = a⊙ b,

and

w(x) = ηG(x · ξ) +A(x).

Here, {ξ, η} = {a, b}, G ∈ BVloc(R), and A : Rd → Rd is an affine map.

Sketch of the proof. The idea of the proof is to start with a tangent map w as in
Theorem 3.2 and to take a further blow-up in order to end up in the above situation
and to appeal to a theorem of Preiss that tangent measures to tangent measures are
tangent measures, see [56, Theorem 14.16]. One needs to distinguish two cases:

In the case where H ′
1(x · b) and H ′

2(x · a) do not have singular parts, one simply
takes a Lebesgue point of both of them and blows up around that point. Thus one
finds an affine tangent map. In the case where H ′

1(x · b) has a singular part, one
easily checks that DsH1(x ·a) is singular with respect to H ′

2(x ·a) and hence, taking
a suitable blow-up, one again ends up with a w of the desired form.

We refer to [29, Lemma 2.14] for the details. □

Note that in the above theorem one cannot decide a-priori which of the two
directions a, b will appear in the second blow-up. Furthermore, it can happen that
the roles of a and b differ depending on the blow-up sequence. In view of the analogy
with the rectifiable part, where only one-directional measures are seen as possible
tangent measures, one might formulate the following conjecture:

Conjecture 3.4. For |Esu|-almost all x0, the conclusion of Theorem 3.3 holds for
every tangent measure σ ∈ Tan(Esu, x0).

Note that if verified, this statement would imply that the structure of the Can-
tor part (which can be thought of as containing “infinitesimal” discontinuities) is
essentially the same as the jump part (which contains macroscopic discontinuities).

3.3. Dimensionality and rectifiability. In [7] it was shown that the approach
used to prove Theorem 1.5 can be extended to recover some information about
dimensionality and rectifiability of A-free measures. Indeed, it turns out that if an
A-free measure µ charges a “low-dimensional” set, then its polar vector dµ

d|µ| has

to satisfy a strong constraint at |µ|-almost every point in this set. To state this
properly, let us introduce the following family of cones:

Λh
A :=

2

π∈Gr(h,d)

%

ξ∈π\{0}
kerA(ξ), h = 1, . . . , d,

where A(ξ) is defined in (1.3) and Gr(h, d) is the Grassmannian of h-planes in Rd.
Note that

Λ1
A =

2

ξ∈Rd\{0}

kerA(ξ) ⊂ Λj
A ⊂ Λh

A ⊂ Λd
A = ΛA, 1 ≤ j ≤ h ≤ d.
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We also recall the definition of the h-dimensional integral geometric measure, see [56,
Section 5.14],

Ih(E) :=

ˆ

Gr(h,d)

ˆ

π
H0(E ∩ proj−1

π (x)) dHh(x) dγh,d(π),

where γh,d is the Haar measure on the Grassmannian. The main result of [7] is the
following, see [7, Theorem 1.3]:

Theorem 3.5 (Dimensional restrictions on polar). Let µ ∈ M(Ω;Rm) be
A-free and let E ⊂ Rd be a Borel set with Ih(E) = 0 for some h ∈ {1, . . . , d}. Then,

dµ

d|µ|(x) ∈ Λh
A for |µ|-a.e. x ∈ E.

Note that for h = d this theorem coincides with Theorem 1.5. The following is a
straightforward corollary, see [7, Corollary 1.4]:

Corollary 3.6 (Dimensionality). Let A and µ be as in Theorem 3.5 and assume
that Λh

A = {0} for some h ∈ {1, . . . , d}. Then,

E ⊂ Rd Borel with Ih(E) = 0 =⇒ |µ|(E) = 0.

In particular,

µ ≪ Ih ≪ Hh

and thus

dimH µ := sup
&
h > 0 : µ ≪ Hh

'
≥ hA,

where

hA := max
&
h ∈ {1, . . . , d} : Λh

A = {0}
'
.

By combining the above corollary with the Besicovitch–Federer rectifiability crite-
rion, see [33, Section 3.3.13], one obtains that for anA-free measure its h-dimensional
parts are rectifiable whenever Λh

A = {0}. Recall that for a positive measure σ its
h-dimensional upper density at a point x is defined as

θ∗h(σ)(x) := lim sup
r→0

σ(Br(x))

(2r)h
.

We then have, see [7, Theorem 1.5]:

Theorem 3.7 (Rectifiability). Let A and µ be as in Theorem 3.5 and assume
that Λh

A = {0}. Then, the set {θ∗h(|µ|) = +∞} is |µ|-negligible and µ {θ∗h(|µ|) > 0}
is concentrated on an h-rectifiable set R, that is,

µ {θ∗h(|µ|) > 0} = λHh R,

where λ : R → Rm is Hh-measurable.

The above results also imply a new proof of the rectifiability of the (d − 1)-
dimensional part of derivatives of BV-maps and of symmetrized derivatives of BD-
maps. Indeed, it suffices to notice that, by direct computations,

Λd−1
curl = {0}, Λd−1

Curl Curl = {0}.

This recovers item (ii) in Theorems 1.1 and 1.2. We refer the reader to [7] for a
more detailed discussion.
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4. Integral functionals and Young measures

In this section we consider integral functionals of the form

F [u] :=

ˆ

Ω
f(x, Eu(x)) dx, u ∈ LD(Ω), (4.1)

where Ω is a bounded Lipschitz domain, f : Ω × Rd×d
sym → [0,∞) is a Carathéodory

integrand (Lebesgue measurable in the first argument and continuous in the second
argument) with linear growth at infinity, that is,

f(x,A) ≤ C(1 + |A|) for some C > 0 and all A ∈ Rd×d
sym ,

and the subspace LD(Ω) of BD(Ω) consists of all BD-maps such that Eu is absolutely
continuous with respect to Lebesgue measure (i.e., Esu = 0).

Recall that a sequence (uj) is said to weak*-converge to u in BD(Ω), in symbols

uj
∗
⇀ u, if uj → u strongly in L1(Ω;Rd) and Euj

∗
⇀ Eu in M(Ω;Rd×d

sym). Moreover,

(uj) converges strictly or area-strictly to u if uj
∗
⇀ u in BD(Ω) and additionally

|Euj |(Ω) → |Eu|(Ω) or 〈Euj〉(Ω) → 〈Eu〉(Ω), respectively. Here, for u ∈ BD(Ω),
we define the (reduced) area functional 〈Eu〉(Ω) as

〈Eu〉(Ω) :=
ˆ

Ω

*
1 + |Eu(x)|2 dx+ |Esu|(Ω).

Since LD(Ω) is area-strictly dense in BD(Ω) (by a mollification argument, see, e.g.,
Lemma 11.1 in [67] for the corresponding argument for the density of W1,1(Ω) in
the space BV(Ω)), one can show the following result, whose proof is completely
analogous to the BV-case; see, for instance, Theorem 11.2 in [67].

Proposition 4.1. Let f : Ω × Rd×d
sym → [0,∞) be continuous and such that the

(strong) recession function

f∞(x,A) := lim
x′→x
A′→A
t→∞

f(x′, tA′)

t
, x ∈ Ω, A ∈ Rd×d

sym , (4.2)

exists. Then, the area-strictly continuous extension of the functional F defined
in (4.1) onto the space BD(Ω) is

F [u] :=

ˆ

Ω
f
!
x, Eu(x)

"
dx+

ˆ

Ω
f∞

(
x,

dEsu

d|Esu|(x)
)

d|Esu|(x), u ∈ BD(Ω).

Note that, clearly, f∞ is positively 1-homogeneous in A, that is f∞(x,αA) =
αf∞(x,A) for all α ≥ 0. Moreover, the existence of f∞ entails that f has linear
growth at infinity.

While the above result gives a way to extend F to all of BD(Ω), at least for some
integrands, in general neither F nor F admit a minimizer. Usually, this occurs if F
is not weakly* lower semicontinuous. In this situation we define the relaxation F∗
of F onto BD(Ω) as

F∗[u,Ω] :=

0
lim inf
j→∞

F [uj ,Ω] : (uj) ⊂ LD(Ω), uj
∗
⇀ u in BD(Ω)

1
.

Our first task is to identify F∗ as an integral functional, which will entail a suitable
(generalized) convexification of the integrand.
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4.1. Symmetric-quasiconvexity. The appropriate generalized convexity notion
related to symmetrized gradients is the following: We call a bounded Borel function
f : Rd×d

sym → R symmetric-quasiconvex if

f(A) ≤ −
ˆ

D
f(A+ Eψ(y)) dy for all ψ ∈ W1,∞

0 (D;Rd) and all A ∈ Rd×d
sym ,

where D ⊂ Rd is any bounded Lipschitz domain (the definition is independent of the
choice of D by a covering argument). Similar assertions to the ones for quasiconvex
functions hold, cf. [13, 31]. In particular, if f has linear growth at infinity, we may

replace the space W1,∞
0 (D;Rd) in the above formula by W1,1

0 (D;Rd) or LD0(D)
(LD-functions with zero boundary values in the sense of trace), see Remark 3.2
in [13].

Using one-directional oscillations, one can prove that if the function f : Rd×d
sym → R

is symmetric-quasiconvex, then it holds that

f(θA+ (1− θ)B) ≤ θf(A) + (1− θ)f(B) (4.3)

whenever A,B ∈ Rd×d
sym with B − A = a ⊙ b for some a, b ∈ Rd and θ ∈ [0, 1],

cf. Proposition 3.4 in [37] for a more general statement in the framework of A-
quasiconvexity.

If we consider Rd×d
sym to be identified with Rd(d+1)/2 and f : Rd×d

sym → R with

f̃ : Rd(d+1)/2 → R, then the convexity in (4.3) implies that f̃ is separately con-
vex (i.e., convex in every entry separately) and so, f is locally Lipschitz continuous,
see for example Lemma 2.2 in [12]. If additionally f has linear growth at infinity,
then loc. cit. even implies that f is globally Lipschitz continuous.

Notice that from Fatou’s lemma we get that the recession function f∞, if it exists,
is symmetric-quasiconvex whenever f is; this is completely analogous to the situation
for ordinary quasiconvexity. Hence, f∞ is also continuous on Rd×d

sym in this situation.
We mention that non-convex symmetric-quasiconvex functions with linear growth

at infinity exist. One way to construct such a function (abstractly) is the following:
We define the symmetric-quasiconvex envelope SQf : Rd×d

sym → R∪{−∞} of a locally

bounded Borel-function f : Rd×d
sym → R as

SQf(A) := inf

0
−
ˆ

B1

f(A+ Eψ(z)) dz : ψ ∈ W1,∞
0 (B1;Rd)

1
, (4.4)

where A ∈ Rd×d
sym . Clearly, SQf ≤ f . Furthermore, if f has p-growth, we may replace

the space W1,∞
0 (B1;Rd) by W1,p

0 (B1;Rd) via a density argument.
Just as for the classical quasi-convexity one can show the following, cf. [37, Propo-

sition 3.4]:

Lemma 4.2. For a continuous function f : Rd×d
sym → [0,∞) with p-growth, p ∈

[1,∞), the symmetric-quasiconvex envelope SQf is symmetric-quasiconvex.

We then have the following class of symmetric-quasiconvex, but not convex, func-
tions:

Lemma 4.3. Let F ∈ Rd×d
sym be a matrix that cannot be written in the form a ⊙ b

for any a, b ∈ Rd and let p ∈ [1,∞). Define

h(A) := dist(A, {−F, F})p, A ∈ Rd×d
sym .
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Then, SQh(0) > 0 and the symmetric-quasiconvex envelope SQh is not convex (at
zero).

We sketch here the proof since it is quite illuminating and shows a connection to
the wave cone of the Curl Curl-operator.

Proof of Lemma 4.3. The key point is to show that SQh(0) > 0. Then, if SQh were
convex,

SQh(0) ≤ 1

2

!
SQh(−F ) + SQh(F )

"
≤ 1

2

!
h(−F ) + h(F )

"
= 0,

a contradiction.
To prove that SQh(0) > 0 we argue by contradiction and assume the existence of

a sequence of maps (ψj) ⊂ W1,∞
0 (B1;Rd) such that

−
ˆ

B1

h(Eψj) dz → 0. (4.5)

In particular,

dist(Eψj , {−F, F}) → 0 in Lp(B1). (4.6)

By mollification, we can assume that the ψj are smooth and we extend them by

zero to Rd. This allows one to employ the Fourier transform like in the proof of
Theorem 2.10 (iii). Recall that for a symmetrized gradient one has

/Ew(ξ) = (2πi) ŵ(ξ)⊙ ξ, ξ ∈ Rd.

We let L := spanF and we denote byP the orthogonal projection onto L⊥ (identified
with its complexification). We have already seen in (2.11) that we may “invert” P
in the sense that if

P(/Ew) = R̂

for some w ∈ W1,p(Rd;Rm), R ∈ Lp(Rd;L⊥), then

/Ew(ξ) = M(ξ)R̂(ξ) = M(ξ)P(/Ew(ξ)), ξ ∈ Rd \ {0},

for some family of linear operators M(ξ) : Rd×d
sym → Rd×d

sym that depend smoothly and
positively 0-homogeneously on ξ. Then we conclude as follows:

For p = 2, Plancherel’s identity ‖g‖L2 = ‖ĝ‖L2 together with (4.6) implies

‖Eψj‖L2 = ‖3Eψj‖L2

= ‖M(ξ)P(3Eψj(ξ))‖L2

≤ ‖M‖∞‖P(3Eψj(ξ))‖L2

= ‖M‖∞‖P(Eψj)‖L2

→ 0.

But then h(Eψj) → |F | in L1(B1), contradicting (4.5). Thus, SQh(0) > 0.
For p ∈ (1,∞), we may apply the Mihlin multiplier theorem (see for instance [44,

Theorem 5.2.7]) to get analogously that

‖Eψj‖Lp ≤ C‖M‖C⌊d/2⌋+1‖P(Eψj)‖Lp → 0,

which is again at odds with (4.5).
For p = 1, we only have the weak-type estimate

[Eψj ]1,∞ ≤ C‖M‖C⌊d/2⌋+1‖P(Eψj)‖L1 → 0,
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see [44, Theorem 5.2.7]. This in particular implies that, up to a subsequence, it
holds that Eψj → 0 almost everywhere. On the other hand, by the trivial estimate

|Eψj(x)| ≤ C
!
1 + dist(Eψj(x), {−F, F})

"

in conjunction with (4.6) we deduce that |Eψj | is equiintegrable. By Vitali’s theorem,
Eψj → 0 in L1 and we conclude as above. □

An alternative way to show that SQh(0) > 0 would be to rely on the following
generalization of the Ball–James theorem [11] on approximate rigidity for the two-
state problem.

Theorem 4.4. Let p ∈ [1,∞) and A,B ∈ R2×2
sym be such that B−A ∕= a⊙ b for any

a, b ∈ R2. Let (ψj) ⊂ W1,∞
0 (B1;Rd) be a sequence of maps such that

dist(Eψj , {A,B}) → 0 in Lp(B1).

Then, up to a subsequence, either Eψj → A or Eψj → B in Lp.

Indeed, applying the above lemma to {A,B} = {−F, F}, one obtains that either
Eψj → F or Eψj → −F in Lp, in contradiction with the fact that

ˆ

B1

Eψj = 0.

which follows from the zero trace assumption on ψj ∈ W1,∞
0 (B1;Rd).

Theorem 4.4 can in fact be proved in the more general context of A-free measures;
we refer the reader to [27] (which is based on the techniques of [28]). For the case
of first-order operators A, this result is also proved in [19].

Let us also remark that recently there has been a detailed investigation into
symmetric polyconvexity, see [15].

4.2. Relaxation. We now consider the question raised at the beginning of this
section, namely to identify the relaxation F∗ of F . First results in this direction
for functions in BD(Ω), but without a Cantor part (i.e., the singular part Esu
originates from jumps only and does not contain Cantor-type measures), were proved
in [13,14,32,42].

The first lower semicontinuity theorem applicable to the whole space BD(Ω) was
proved in [64] by employing the results of Section 2 together with a careful analysis
of tangent measures and (iterated) tangent Young measures (see Section 4.5 below).
That work, however, left open the question of relaxation, where more information on
the structure of the singular part is required. In this context, we refer to [4,36], where
this question is treated for BV-maps via Alberti’s rank-one theorem (and Corollary
3.1), and to [65], which shows that Alberti’s rank-one theorem is not necessary to
prove weak* lower semicontinuity in BV (without a full relaxation theorem). In BD,
a first intermediate relaxation result was obtained in [8] and an essentially optimal
version was finally proved in [51], see Theorem 4.5 below.

A challenge in the formulation of a relaxation theorem is that it involves passing
to the symmetric-quasiconvex hull SQf of the integrand (defined in (4.4)), but in
general the (strong) recession function (SQf)∞ does not exist; in this context, we
refer to [57, Theorem 2] for a counterexample. Thus, we need a more general notion
of recession function: For any f ∈ C(Ω × Rd×d

sym) with linear growth at infinity we
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can always define the generalized recession function f# : Ω× Rd×d
sym → R via

f#(x,A) := lim sup
x′→x
A′→A
t→∞

f(x′, tA′)

t
, x ∈ Ω, A ∈ Rd×d

sym ,

which again is always positively 1-homogeneous and the linear growth at infinity
of f suffices for f# to take only real values. In other works, f# is usually just
called the “recession function” (and denoted by “f∞”), but here the distinction to
between f# and f∞ is important. It is elementary to prove that f#(x, !) is upper
semicontinuous. For a convex function f , always f# = f∞. We refer to [9] for a
more systematic approach to recession functions and their associated cones.

As mentioned before, the following relaxation result is proved in [51]:

Theorem 4.5. Let Ω ⊂ Rd be a bounded Lipschitz domain and let f : Rd×d
sym →

[0,∞) be a continuous function such that there exist constants 0 < c ≤ C, for which
the inequality

c|A| ≤ f(A) ≤ C(1 + |A|), A ∈ Rd×d
sym ,

holds. Then, the weak* relaxation of the functional F in BD(Ω) is given by

F∗[u] =

ˆ

Ω
(SQf)(Eu(x)) dx+

ˆ

Ω
(SQf)#

(
dEsu

d|Esu|(x)
)

d|Esu|(x), u ∈ BD(Ω).

In particular, F∗ is weakly* lower semicontinuous on BD(Ω).

The proof of this theorem proceeds by the blow-up method, see e.g. [35, 36], and
exploits Theorem 1.4 as well as the existence of very good blow-ups from Theo-
rem 3.3.

We also note that [17] establishes a general integral representation theorem for
the relaxed functional F∗.

We conclude this section by noting that the previous discussion applies to func-
tionals whose integrand depends only on the symmetric part of the gradient. How-
ever, it is not hard to construct an integrand f : Rd×d → R, which depends on the
full matrix, but for which

|A+AT | ≲ f(A) ≲ 1 + |A+AT |, A ∈ Rd×d.

In this case the corresponding integral functional F will be coercive only on BD and
one would like to study the relaxed functional F∗. This has been achieved in some
specific cases when Ecu = 0, see [21,40], but in the general case not much is known,
see the discussion in [21, Section 7].

4.3. Generalized Young measures. In the remainder of this survey we consider a
more abstract approach to the theory of integral functionals defined on BD, namely
through the theory of generalized Young measures. These objects keep track of all
oscillations and concentrations in a weakly* converging sequence of measures; here,
we will apply this to the symmetrized derivatives (Euj) of a weakly*-converging
sequence of BD-maps (uj) ⊂ BD(Ω). Our presentation follows [2, 29, 52, 64, 67],
where also proofs and examples can be found.

Let, as usual, Ω ⊂ Rd be a bounded Lipschitz domain. For f ∈ C(Ω × RN ) and
g ∈ C(Ω× BN ), where BN denotes the open unit ball in RN , we let

(Rf)(x, Â) := (1− |Â|) f
(
x,

Â

1− |Â|

)
, x ∈ Ω, Â ∈ BN .
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Define

E(Ω;RN ) :=
&
f ∈ C(Ω× RN ) : Rf extends continuously onto Ω× BN

'
.

In particular, f ∈ E(Ω;RN ) has linear growth at infinity with growth constant
C = ‖Rf‖L∞(Ω×BN ). Furthermore, for all f ∈ E(Ω;RN ), the (strong) recession

function f∞ : Ω×RN → R, defined in (4.2), exists and takes finite values. It can be
shown that in fact f ∈ C(Ω;RN ) is in the class E(Ω;RN ) if and only if f∞ exists in
the sense (4.2).

A (generalized) Young measure ν ∈ Y(Ω;RN ) on the open set Ω ⊂ Rd with values
in RN is a triple ν = (νx,λν , ν

∞
x ) consisting of

(i) a parametrized family of probability measures (νx)x∈Ω ⊂ M1(RN ), called
the oscillation measure;

(ii) a positive finite measure λν ∈ M+(Ω), called the concentration measure;
and

(iii) a parametrized family of probability measures (ν∞x )x∈Ω ⊂ M1(SN−1), called
the concentration-direction measure,

for which we require that

(iv) the map x 4→ νx is weakly* measurable with respect to Ld, i.e., the function
x 4→ 〈f(x, !), νx〉 is Ld-measurable for all bounded Borel functions f : Ω ×
RN → R;

(v) the map x 4→ ν∞x is weakly* measurable with respect to λν ; and
(vi) x 4→ 〈| !|, νx〉 ∈ L1(Ω).

The duality pairing between f ∈ E(Ω;RN ) and ν ∈ Y(Ω;RN ) is given as

44
f, ν

55
:=

ˆ

Ω

4
f(x, !), νx5 dx+

ˆ

Ω

4
f∞(x, !), ν∞x 5

dλν(x)

:=

ˆ

Ω

ˆ

RN

f(x,A) dνx(A) dx+

ˆ

Ω

ˆ

∂BN

f∞(x,A) dν∞x (A) dλν(x).

The weak* convergence νj
∗
⇀ ν in Y(Ω;RN ) ⊂ E(Ω;RN )∗ is then defined with

respect to this duality pairing. If (γj) ⊂ M(Ω;RN ) is a sequence of measures with

supj |γj |(Ω) < ∞, then we say that the sequence (γj) generates a Young measure

ν ∈ Y(Ω;RN ), in symbols γj
Y→ ν, if for all f ∈ E(Ω;RN ) it holds that

f

(
x,

dγj
dLd

(x)

)
Ld Ω+ f∞

(
x,

dγj
d|γj |

(x)

)
|γsj |

∗
⇀

4
f(x, !), νx5Ld Ω+

4
f∞(x, !), ν∞x 5

λν in M(Ω).

Also, for ν ∈ Y(Ω;RN ) we define the barycenter as the measure

[ν] :=
4
id, νx

5
Ld Ω+

4
id, ν∞x

5
λν ∈ M(Ω;RN ).

The following is the central compactness result in Y(Ω;RN ):

Lemma 4.6 (Compactness). Let (νj) ⊂ Y(Ω;RN ) be such that

supj
44

⊗ | !|, νj55 < ∞.

Then, (νj) is weakly* sequentially relatively compact in Y(Ω;RN ), i.e., there exists

a subsequence (not relabeled) such that νj
∗
⇀ ν and ν ∈ Y(Ω;RN ).
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In particular, if (γj) ⊂ M(Ω;RN ) is a sequence of measures with supj |γj |(Ω) < ∞
as above, then there exists a subsequence (not relabeled) and ν ∈ Y(Ω;RN ) such

that γj
Y→ ν.

4.4. BD-Young measures. A Young measure in Y(Ω;Rd×d
sym) is called a BD-Young

measure, ν ∈ BDY(Ω), if it can be generated by a sequence of BD-symmetrized
derivatives. That is, for all ν ∈ BDY(Ω) there exists a (necessarily norm-bounded)

sequence (uj) ⊂ BD(Ω) with Euj
Y→ ν. When working with BDY(Ω), the appro-

priate space of integrands is E(Ω;Rd×d
sym) since it is clear that both νx and ν∞x only

take values in Rd×d
sym whenever ν ∈ BDY(Ω). It is easy to see that for a BD-Young

measure ν ∈ BDY(Ω) there exists u ∈ BD(Ω) satisfying Eu = [ν] Ω; any such u
is called an underlying deformation of ν.

The following results about BD-Young measures are proved in [52, 64, 67] (the
references [52, 67] treat BV-Young measures, but the proofs adapt line-by-line).

Lemma 4.7 (Good generating sequences). Let ν ∈ BDY(Ω).

(i) There exists a generating sequence (uj) ⊂ BD(Ω)∩C∞(Ω;Rd) with Euj
Y→ ν.

(ii) If additionally λν(∂Ω) = 0, then the uj from (i) can be chosen to satisfy
uj |∂Ω = u|∂Ω, where u ∈ BD(Ω) is any underlying deformation of ν.

The proof of this result can be found in [52, Lemma 4].

4.5. Tangent Young measures. In order to carry out blow-up constructions in-
volving Young measures, we will need localization principles for these objects, one at
regular and one at singular points. These results should be considered complements
to the theory of tangent measures and thus the Young measures obtained in the
blow-up limit are called tangent Young measures.

Define BDYloc(Rd) by replacing Y(Ω;Rd×d
sym) and BD(Ω) by their respective local

counterparts. When working with BDYloc(Rd), the appropriate space of integrands
is Ec(Rd;Rd×d

sym), i.e., the set of all functions in E(Rd;Rd×d
sym) with (uniformly) compact

support in the first argument.
The following two results are proved in [64]:

Proposition 4.8 (Localization at regular points). Let ν ∈ BDY(Ω) be a BD-
Young measure. Then, for Ld-almost every x0 ∈ Ω there exists a regular tangent
Young measure σ ∈ BDYloc(Rd) satisfying

[σ] ∈ Tan([ν], x0), σy = νx0 a.e.,

λσ =
dλν

dLd
(x0)Ld ∈ Tan(λν , x0), σ∞

y = ν∞x0
a.e.

In particular, for all bounded open sets U ⊂ Rd with Ld(∂U) = 0, and all h ∈
C(Rd×d) such that the recession function h∞ exists in the sense of (4.2), it holds
that

44
U ⊗ h,σ

55
=

-4
h, νx0

5
+

4
h∞, ν∞x0

5dλν

dLd
(x0)

.
|U |.

Proposition 4.9 (Localization at singular points). Let ν ∈ BDY(Ω) be a
BD-Young measure. Then, for λs

ν-almost every x0 ∈ Ω, there exists a singular
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tangent Young measure σ ∈ BDYloc(Rd) satisfying

[σ] ∈ Tan([ν], x0), σy = δ0 a.e.,

λσ ∈ Tan(λs
ν , x0) \ {0}, σ∞

y = ν∞x0
λσ-a.e.

In particular, for all bounded open sets U ⊂ Rd with (Ld + λσ)(∂U) = 0 and all
positively 1-homogeneous g ∈ C(Rd×d

sym) it holds that
44

U ⊗ g,σ
55
=

4
g, ν∞x0

5
λσ(U).

4.6. Good blow-ups for Young measures. By exploiting the results in Section 3,
in particular Theorem 3.3, one can show that for almost all singular points of a
BD-Young measure there is a tangent Young measure such that the underlying
deformation has a one-directional structure, see [29, Lemma 2.14].

Theorem 4.10 (Very good singular blow-ups). Let ν ∈ BDY(Ω) be a BD-
Young measure. Then, for λs

ν-almost every x0 ∈ Ω, there exists a singular tangent
Young measure σ ∈ BDYloc(Rd) such that [σ] = Ew for some w ∈ BDloc(Rd) of the
form

w(x) = ηG(x · ξ) +A(x).

Here, ξ, η ∈ Rd \ {0}, G ∈ BVloc(R), and A : Rd → Rd is an affine map.

We remark that the previous result also holds for (possibly non-BD) Young mea-
sures ν ∈ Y(Ω;Rd×d

sym) with the property that [ν] Ω = Eu for some u ∈ BD(Ω).
Using the previous theorem, the main result of [29] characterizes completely all

BD-Young measures:

Theorem 4.11. Let ν ∈ Y(Ω;Rd×d
sym) be a (generalized) Young measure. Then, ν

is a BD-Young measure, ν ∈ BDY(Ω), if and only if there exists u ∈ BD(Ω) with
[ν] Ω = Eu and for all symmetric-quasiconvex h ∈ C(Rd×d

sym) with linear growth at
infinity, the Jensen-type inequality

h

(4
id, νx

5
+

4
id, ν∞x

5dλν

dLd
(x)

)
≤

4
h, νx

5
+
4
h#, ν∞x

5dλν

dLd
(x).

holds at Ld-almost every x ∈ Ω.

This result is the generalization to BD of the so-called Kinderlehrer–Pedregal the-
orem characterizing classical Young measures (i.e., λν = 0) generated by sequences
of gradients [45, 46] and the characterization of generalized sequences generated by
BV-derivatives, first established in [52] and refined in [47,66].

We remark that the use of the generalized recession function h# can in general
not be avoided since, as discussed above, not every symmetric-quasiconvex function
with linear growth at infinity has a (strong) recession function (and one needs to
test with all those; but see [48, Theorem 6.2] for a possible restriction on the class
of test integrands).

Note that the above theorem does not impose any constraint on the singular part
(i.e., λs

ν and the corresponding ν∞x ) of the Young measure ν, except for the fact
that the barycenter [ν]’s polar is of the form a ⊙ b at almost every singular point
(which follows by the existence of an underlying deformation and Theorem 1.4). It
is a remarkable fact that this is enough to also ensure the validity of the following
singular Jensen-type inequality:
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Theorem 4.12. For all ν ∈ BDY(Ω) and for all symmetric-quasiconvex h ∈
C(Rd×d

sym) with linear growth at infinity, it holds that

h#
!4
id, ν∞x

5"
≤

4
h#, ν∞x

5

at λs
ν-almost every x ∈ Ω.

The key step to proving the preceding theorem is a surprising convexity property
of 1-homogeneous symmetric-quasiconvex functions at matrices of the form a ⊙ b
proved by Kirchheim–Kristensen in [48]:

Theorem 4.13. Let h∞ : Rd×d
sym → R be positively 1-homogeneous and symmetric-

quasiconvex. Then, h∞ is convex at every matrix a ⊙ b for a, b ∈ Rd, that is, there
exists an affine function g : Rd×d

sym → R with

h∞(a⊙ b) = g(a⊙ b) and h∞ ≥ g.

Proof of Theorem 4.12. We first establish the following general claim: Let µ ∈
M1(Rd×d

sym) be a probability measure with barycenter [µ] := 〈id, µ〉 = a ⊙ b for

some a, b ∈ Rd, and let h ∈ C(Rd×d
sym) be positively 1-homogeneous and symmetric-

quasiconvex. Then,

h(a⊙ b) = h([µ]) ≤ 〈h, µ〉.
Indeed, by the preceding theorem, h is actually convex at matrices a ⊙ b, that is,
the classical Jensen inequality holds for measures with barycenter a⊙ b, such as our
µ. This shows the claim.

If ν = (νx,λν , ν
∞
x ) ∈ BDY(Ω), then there is a u ∈ BD(Ω) such that

Eu = [νx]Ld
x + [ν∞x ] (λν Ω)(dx),

so at λs
ν-almost every x ∈ Ω we have by Theorem 1.4 that [ν∞x ] = a(x) ⊙ b(x) for

some a(x), b(x) ∈ Rd. Thus, applying the claim above to ν∞x immediately yields the
singular Jensen-type inequality. □

Together, Theorems 4.11 and 4.12 have the following remarkable interpretation:
While there are constraints on the oscillations and concentrations making up the ab-
solutely continuous part of a BD-Young measure ν, the concentrations in the singular
part are totally unconstrained besides the requirement that [ν∞x ] (λs

ν Ω)(dx) = Esu
for some u ∈ BD(Ω). In particular, any probability measure µ ∈ M(Rd×d

sym) with

barycenter [µ] = 〈id, µ〉 = a ⊙ b for some a, b ∈ Rd occurs as the concentration-
direction measure of a BD-Young measure.
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