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Abstract. We study Blaschke-Santaló diagrams associated to the torsional rigidity and the

first eigenvalue of the Laplacian with Dirichlet boundary conditions. We work under convexity
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1. Introduction

Given two shape functionals X and Y defined on a class A of sets of RN , the corresponding
Blaschke-Santaló diagram is the following region of the plane:{

(x, y) ∈ R2 : ∃Ω ∈ A with x = X(Ω) and y = Y (Ω)
}
,

namely the range of the vector map Ω 7→ (X(Ω), Y (Ω)) over the shapes Ω in A. For this reason,
the diagram is also referred to as attainable set. Notice that the map Ω 7→ (X(Ω), Y (Ω)) is in
general not injective, since different shapes could be associated to the same point.

Typically, the class A encodes some constraints, that prevent the diagram to be trivial
(e.g., the whole plane, a whole quadrant, a line, or a half-line). They can be either bounds,
or prescribed values, for some quantities (such as volume, perimeter, diameter, inradius), or
geometric and topological restrictions (such as convexity or simple connectedness).

The goal is to identify the attainable set, in particular its boundary and the shapes associated
to the points on it. A complete description would amount to characterize the relations between
the shape functionals X and Y , by means of (optimal) upper and lower bounds in terms of the
boundary points of the diagram and the associated shapes. Since shape functionals and their
bounds appear in several mathematical areas (e.g., Poincaré inequalities in functional analysis),
Blaschke-Santaló diagrams are very useful tools, and the literature on the subject is quite vast
(see for instance [2, 4, 6, 7, 11, 15, 24, 29] and more recently [3, 17]). As it appears from the
literature, the theoretical analysis, even if very fine, is in general not enough for an accurate
description, and some aspects remain unsolved. Often, conjectures are supported by numerical
simulations.

In this paper we study the Blaschke-Santaló diagram corresponding to the first eigenvalue of
the Dirichlet Laplacian and to the torsional rigidity, under volume and convexity constraints.
Given an open bounded set Ω of RN , the first Dirichlet eigenvalue λ1(Ω) and the torsional
rigidity T (Ω) are defined as follows:

(1.1) λ1(Ω) := min
u∈H1

0 (Ω)\{0}

∫
Ω
|∇u(x)|2dx∫

Ω
|u(x)|2dx

and T (Ω) := max
u∈H1

0 (Ω)\{0}

( ∫
Ω
u(x)dx

)2∫
Ω
|∇u(x)|2dx

.

It is well-known that these minimum and maximum are achieved, respectively, by the so-called
first eigenfunction ϕΩ and torsion function wΩ. These functions are unique up to a multiplicative
constant, therefore, in this paper we choose to work with the first eigenfunction ϕΩ normalized
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in L2(Ω), such that λ(Ω) =
∫

Ω
|∇ϕΩ|2, and with the torsion function wΩ such that T (Ω) =∫

Ω
wΩ =

∫
Ω
|∇wΩ|2. Notice also that they are weak solutions in Ω of the following PDEs:

−∆ϕΩ = λ1(Ω)ϕΩ and −∆wΩ = 1,

with zero boundary condition on ∂Ω. Our aim is to characterize the Blaschke-Santaló diagram
when X = λ1 and Y = T−1 over the class A of convex sets with unit volume:

D :=
{

(x, y) ∈ R2 : ∃Ω ⊂ RN convex, |Ω| = 1, with x = λ1(Ω) and y = T (Ω)−1
}
,

where | · | denotes the N -dimensional Lebesgue measure. The choice of pairing λ1 with the
inverse of T (instead of T ) is natural: as it is clear from (1.1), they share many properties, e.g.,
they are both monotonically decreasing with respect to set inclusion and they are homogeneous
with negative indeces. Actually, the volume constraint can be removed, up to enclosing it into
the shape functionals: since λ1 is −2-homogeneous and T is (N + 2)-homogeneous, we have

D = {(x, y) ∈ R2 : ∃Ω ⊂ RN convex, x = λ1(Ω)|Ω|2/N , y = T (Ω)−1|Ω|(N+2)/N}.
In this paper, we also address the variant with volume constraint in a weak form:

E :=
{

(x, y) ∈ R2 : ∃Ω ⊂ RN convex, |Ω| ≤ 1, with x = λ1(Ω) and y = T (Ω)−1
}
,

which clearly contains D.
The classical inequalities (see, e.g. [18, 19, 26])

T (Ω)|Ω|−(N+2)/N ≤ T (B)|B|−(N+2)/N (Saint− V enant)(1.2)

λ1(Ω)|Ω|2/N ≥ λ1(B)|B|2/N (Faber −Krahn)(1.3)

T (Ω)λ1(Ω) ≤ |Ω| (Pólya)(1.4)

T (Ω)2/(N+2)λ1(Ω) ≥ T (B)2/(N+2)λ1(B) (Kohler − Jobin)(1.5)

valid for every open set Ω of RN and for every ball B of RN , define, in a natural way, a region
R including the diagrams D and E :

(1.6) D ⊂ E ⊂ R := {(x, y) ∈ R2 : y ≥ T (B)−1, x ≥ λ1(B), y ≥ x, y ≤ cB x(N+2)/2},
where cB := 1/[T (B)λ1(B)(N+2)/2] and B denotes the N dimensional ball of unit volume. To fix
the ideas, in Figure 1, we plot the region R for N = 2, where λ1(B) = πj2

0,1 ∼ 18 (j0,1 is the

first zero of the Bessel function J0), T (B)−1 = 8π ∼ 25, and cB ∼ 0.077.
The Kohler-Jobin curve ΓB := {y = cB x

(N+2)/2 : x ≥ λ1(B)}, corresponds to sets of volume
less than or equal to 1 realizing the equality in the Kohler-Jobin inequality (1.5), namely each
point of this curve is uniquely associated to a ball of volume less than or equal to one. The
constant 1 in front of the volume in the Pólya inequality (1.4) is optimal for generic sets, in the
sense that it cannot be lowered: this is shown in [5] by taking a suitable sequence of perforated
domains (à la Cioranescu-Murat), whose first Dirichlet eigenvalues go to +∞, whereas their
torsional rigidities go to 0. In other words, the bisector y = x is approached asymptotically, by
some points of the diagram whose horizontal and vertical components diverge. These results,
together with the fact that balls realize the equalities in (1.2) and (1.3), imply that ΓB is the
only piece of the boundary of R belonging to E ; this is a quite rough information. If we restrict
ourselves to the set D, the situation is even worse: the only point of ∂R in the diagram D is the
vertex V := (λ1(B), T (B)−1). However, for convex sets, there holds a reverse Pólya inequality
λ1(Ω)T (Ω) ≥ CN |Ω| for some dimensional constant CN > 0 (this is explicitly determined in [5,
Theorem 1.4, formula (1.7)]). This translates into the following bound:

(1.7) D ⊂ {(x, y) ∈ R2 : y ≤ x/CN},
which indeed states that the diagram is bounded from above by a linear function.

As shown above, the available results relating λ1 and T only allow to give some bounds on
the diagrams. The challenging problem of completing the description motivates our study. In
the following two theorems we summarize our results on the diagrams, under volume constraint
in the strong and weak form.
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x

y
y = xy = cBx

(N+2)/2

λ1(B)

T (B)−1

V

Figure 1. The region R containing the Blaschke-Santaló diagrams E and D.

Theorem 1.1 (The diagram D). There hold the following properties.

1. (Topology). The diagram D is closed, connected by arcs, and R2 \ D has only one
unbounded connected component.

2. (Boundary). The unbounded connected component of ∂D is the union of two curves
which meet at the vertex V := (λ1(B), T (B)−1) and diverge to +∞ as x→ +∞.

3. (Tangents at the vertex). In dimension 2 the maximal and minimal slopes γ± at V (see
(3.5) for the definition) satisfy

(1.8) γ+ =
16

j2
0,1

and 0 ≤ γ− ≤ 32

j2
0,1(j2

0,1 − 2)
,

respectively.

Theorem 1.2 (The diagram E). There hold the following properties.

1. (Topology). The diagram E is closed, simply connected, convex in the x-direction and
convex in the y-direction.

2. (Boundary). Its boundary ∂E is the union of two curves which meet only at the ver-
tex V := (λ1(B), T (B)−1) and diverge to +∞ as x → +∞. The boundary above the
diagram E is the Kohler-Jobin curve ΓB := {y = cB x

(N+2)/2 : x ≥ λ1(B)}, where
cB := 1/[T (B)λ1(B)(N+2)/2]. The boundary below the diagram is a continuous increas-
ing curve.

3. (Measure of shapes). The measure of a shape Ω associated to a point (x, y) ∈ E is
bounded below by

|Ω| ≥ max

{
λ1(B)

x
,

(
1

T (B)y

) N
N+2

}
.

4. (Tangents at the vertex). In dimension 2 the maximal and minimal slopes at V are the
same γ± found in (1.8) of Theorem 1.1.

Recently, the same pair of shape functionals has been considered in [3], in which the authors
investigate upper and lower bounds for functionals of the form λ1(Ω)T (Ω)q.

The plan of the paper is the following: in Section 2 we fix some notation and we recall some
tools of shape optimization, such as the Hausdorff metric, the continuous Steiner symmetriza-
tion, Minkowski sums, and shape derivatives. For the benefit of the reader, some of the proofs
are postponed to the Appendix (Section 6). In Section 3, we study the diagram D: the state-
ment 1 of Theorem 1.1 is proved in Propositions 3.10 and 3.11, the statement 2 in Propositions
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3.1 and 3.2, and the statement 3 in Proposition 3.6. Then, in Section 4, we impose the inequal-
ity sign in the volume constraint, describing the diagram E : the statement 1 of Theorem 1.2
is proved in Proposition 4.4, the statement 2 in Propositions 4.2 and 4.3, the statement 3 in
Remark 4.1, and the statement 4 in Corollary 4.6. The study led us to address some very deep
questions, whose answer is beyond the scope of the present paper. We list them at the end of
the paper, in Section 5, together with some comments and conjectures.

2. Preliminaries

In this section we fix some notation by recalling known facts that will be useful in the sequel.
In the proofs and in the technical parts, we write X(Ω) and Y (Ω) for λ1(Ω) and T (Ω)−1,
respectively. We say that a point (x, y) in a Blaschke-Santaló diagram is associated to a set Ω
when X(Ω) = λ1(Ω) = x and Y (Ω) = T (Ω)−1 = y.

2.1. Hausdorff metric. We endow the class of open convex sets with the Hausdorff comple-
mentary metric (in short Hausdorff metric): the Hausdorff distance of two open sets is defined
through the Hausdorff distance of their complements, which are closed sets (see [20]). In the
paper we will need the following well-known result.

Lemma 2.1. Let {Ωn} be a sequence of convex sets of RN such that supn |Ωn| < +∞ and
supn λ1(Ωn) < +∞. Then the following facts hold.

- (Compactness). There exists a convex set Ω of RN such that, up to subsequences (that
we do not relabel), Ωn converges to Ω in the Hausdorff metric.

- (Continuity). For the subsequence of the previous item there hold

lim
n→∞

|Ωn| = |Ω|, lim
n→∞

λ1(Ωn) = λ1(Ω), lim
n→∞

T (Ωn) = T (Ω).

Proof. First notice that by (1.5) we also have that supn T (Ωn)−1 < +∞. To prove the lemma
it is sufficient to show that supn diam(Ωn) < +∞, where diam(Ωn) denotes the diameter of Ωn.
If so, the family {Ωn} turns out to be uniformly bounded and then compactness and continuity
of volume, first eigenvalue, and torsional rigidity are well known, see [18, Theorems 2.3.15 and
2.3.17] or also [14, 20].

In order prove that the family {Ωn} is uniformly bounded, we fix a set Ωn and use (a weak
version of) the Hersh-Protter inequality [21, 27], which provides a lower bound on the first
eigenvalue λ1(Ωn) of a convex set in terms of a power of its inradius ρ(Ωn):

(2.1) λ1(Ωn) ≥ π2

4ρ(Ωn)2
.

Moreover, by convexity, diameter and inradius give a lower bound on the volume: indeed, by
considering the convex hull of a ball with radius ρ(Ωn) and of a segment with length diam(Ωn),
both contained into the convex set Ωn, we infer that

(2.2) KNρ(Ωn)N−1diam(Ωn) ≤ |Ωn|,

where KN is a dimensional constant independent of n. By combining (2.1) with (2.2), and
taking the supremum with respect to n, we finally get a uniform bound on the diameters of the
family {Ωn}, thanks to the hypothesis of the lemma. �

2.2. Three continuous paths. In this section we introduce three kinds of continuous paths
joining pairs of points in the diagrams. Roughly speaking, starting from a continuous defor-
mation of sets t 7→ Ωt from Ω0 to Ω1, we end up with a curve t 7→ (X(Ωt), Y (Ωt)) in the
diagram.

The first deformation that we consider is the homotecy: given a bounded open set Ω of
volume less than or equal to 1, all the homotecies tΩ, with 0 < t ≤ |Ω|−1/N , have still volume
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less than or equal to 1. For t ∈ (0, 1] we have compressions, whereas for t ∈ [1, |Ω|−1/N ] we have
dilations. In particular, the set

ΓΩ :=
{

(X(tΩ), Y (tΩ)) : t ∈
(

0, |Ω|−1/N
]}

is contained into the diagram E . Notice that, in view of the homogeneity of X(·) and Y (·) (of
order −2 and −(N + 2), respectively), such set is a smooth curve whose explicit formula is

ΓΩ =

{
y =

Y (Ω)

X(Ω)(N+2)/2
x(N+2)/2 : x ≥ |Ω|2/Nλ1(Ω)

}
.

Similarly, we define the portions of the curve associated to homotecies tΩ, 0 < t1 ≤ t ≤ t2 ≤
|Ω|−1/N :

ΓΩ(t1, t2) := {(X(tΩ), Y (tΩ)) : t ∈ [t1, t2]}.

Remark 2.2. Notice that ΓΩ is a portion of the curve y = cx(N+2)/2, which is superlinear
and passes through the origin. The coefficient c depends on the shape and is the same for
homotetic sets, since c = Y (Ω)X(Ω)−(N+2)/2 is scale invariant. Moreover, it is easy to see that
if X(Ω1) = X(Ω2) and Y (Ω1) < Y (Ω2), then ΓΩ1

lies below ΓΩ2
.

When Ω = B is a ball, ΓB is nothing but the Kohler-Jobin curve ΓB. For this reason, in the
sequel we will refer to these curves as of Kohler-Jobin type.

The second deformation that we introduce is the so-called continuous Steiner symmetrization.
Roughly speaking, as the name itself suggests, it is the continuous version of the “classic” Steiner
symmetrization. For a detailed presentation, see [12, 13] and the very recent paper [16].

Lemma 2.3. Let Ω be a convex set different from a ball, with |Ω| ≤ 1. Let φt, t ∈ [0,+∞], be
the continuous Steiner symmetrization which maps φ0(Ω) = Ω into φ∞(Ω) = |Ω|1/NB. Then,
for every t, φt(Ω) is convex, |φt(Ω)| = |Ω|, and the functions

t 7→ λ1(φt(Ω)) , t 7→ T (φt(Ω))−1

are continuous, with respect to the Hausdorff metric, and decreasing.

Remark 2.4. Composing a continuous Steiner symmetrization with the pair of shape func-
tionals (X,Y ), we find a continuous path which connects a convex set Ω to the ball of the same
volume. Moreover, in the diagram the path goes downwards in both x and y coordinates.

The third and last deformation that we recall is the so-called Minkowski sum of two convex
bodies A and B:

A⊕B := {a+ b : a ∈ A, b ∈ B}.
A classical reference on this subject is [30]. Given two convex sets Ω0 and Ω1 of unit measure,
we define the path

(2.3) t 7→ tΩ1 ⊕ (1− t)Ω0

|tΩ1 ⊕ (1− t)Ω0|1/N
.

Such function deforms in a continuous way (with respect to the Hausdorff metric) Ω0 into Ω1,
preserving the volume and convexity. Composing the function above with the pair of shape
functionals (X,Y ), we obtain a continuous curve in D which connects (X(Ω0), Y (Ω0)) and
(X(Ω1), Y (Ω1)). Such kind of curve will be referred to as normalized Minkowski curve.

Remark 2.5. Notice that the points (X(Ω0), Y (Ω0)) and (X(Ω1), Y (Ω1)) are invariant under
rigid motion of Ω0 and Ω1. But the Minkowski sum isn’t. In particular, if we consider in (2.3)
the Minkowski sum tΩ1 ⊕ (1 − t)Φ(Ω0), being Φ a rigid motion, after composing with (X,Y ),
we might find different paths in D, still connecting the same endpoints.
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2.3. Shape derivatives in dimension 2. In this paragraph we recall the definition of shape
derivatives of order 1 and 2 at B, with respect to smooth deformations which preserve both
convexity and volume. In this paragraph we work in dimension N = 2.

The first order shape derivative of a functional F at B in direction V ∈ C2(R2;R2), if it
exists, is defined as

F ′(B;V ) := lim
ε→0

F (Ωε)− F (B)

ε
,

where Ωε := (I + εV )(B). Similarly, taking two vector fields V,W ∈ C2(R2;R2) and Ωε :=

(I + εV + ε2

2 W ), the second order shape derivative, if it exists, reads

F ′′(B;V,W ) := lim
ε→0

2
F (Ωε)− F (B)− εF ′(B;V )

ε2
.

We will focus our attention on a particular class of deformations acting on the class of admissible
shapes

(2.4) A := {Ω ⊂ RN : Ω convex, |Ω| = 1}.

Definition 2.6. We say that V,W ∈ C2(R2;R2) define an admissible deformation in A if the
sets Ωε := (I + εV + ε2/2W )(B) belong to A, for every ε > 0 small enough.

By (1.2) and (1.3), the ball is a critical shape for both T and λ1 under volume constraint,
therefore

T ′(B;V ) = λ′1(B;V ) = 0

for every admissible deformation V in A.
The computation of the second order shape derivatives is more delicate and requires some

preliminaries. We choose to work with support functions (for the definition see, e.g., [31]): the
support function of B is constant and equals to the radius R := 1/

√
π of the disk itself; whereas

the support function of Ωε is a small perturbation of the constant R, of the following form:

R+ εα(θ) +
ε2

2
β(θ),

being α and β two suitable 2π-periodic functions. The relation between α, β and V,W is the
following: on the boundary ∂B, parametrized with the angular coordinate θ ∈ [0, π], we have

(2.5) V (R cos θ,R sin θ) = α(θ)n+ α̇(θ)τ, W (R cos θ,R sin θ) = β(θ)n+ β̇(θ)τ,

being n = (cos θ, sin θ) the unit normal and τ = (− sin θ, cos θ) the unit tangent. Here a dot
function represents the derivative function.
In order to state the following result, it is convenient to write α and β in Fourier series:

(2.6) α(θ) = a0 +
∑
m≥1

[am cos(mθ) + bm sin(mθ)], β(θ) = c0 +
∑
m≥1

[cm cos(mθ) + dm sin(mθ)].

The representation with support functions encodes the convexity constraint. As for the area
constraint, it results in the following necessary condition (see Lemma 6.1 and Remark 6.2 in
the Appendix):

(2.7) a0 = 0, c0 =
π

R

∑
m≥1

(m2 − 1)(a2
m + b2m).

We are now in a position to state the following result.

Proposition 2.7. Let V and W be admissible deformations in A. Then

λ′′1(B;V,W ) = 2π2j2
0,1

∑
m≥2

[(
1 + j0,1

J ′m(j0,1)

Jm(j0,1)

)
(a2
m + b2m)

]
,(2.8)

T ′′(B;V,W ) = −1

2

∑
m≥2

[
(m− 1)(a2

m + b2m)
]
,(2.9)
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where {am, bm} are the Fourier coefficients associated to V as in (2.6)-(2.5), Jm is the m-th
Bessel function, and j0,1 is the first zero of J0.

We postpone the details of the proof to the Section 6.

3. The diagram D

This section is devoted to the proof of Theorem 1.1.

3.1. Upper and lower bounds. We recall the definition (2.4) of the class of admissible sets
A and, for every x ≥ λ1(B), we introduce the subfamily

A(x) := {Ω ∈ A : λ1(Ω) = x}.

Clearly, we have A = ∪x≥λ1(B)A(x). Notice that A(x) are all non empty: for a fixed x, it is
enough to take a parallelepiped R of unit volume and sufficiently small width, so that λ1(R) > x;
then, taking a continuous Steiner symmetrization of R (see Lemma 2.3) we obtain a continuous
family of convex sets, whose first Dirichlet eigenvalue runs from λ1(B) to λ1(R), covering all
the interval, including x. According to this notation, the points (x, y) ∈ D are of the form
(x, T (Ω)−1), for some Ω ∈ A(x).

For every x ≥ λ1(B), the diagram is bounded above and below by the following functions:

(3.1) L+(x) := max
{
T (Ω)−1 : Ω ∈ A(x)

}
, L−(x) := min

{
T (Ω)−1 : Ω ∈ A(x)

}
.

The existence of the maximum and the minimum is a direct consequence of Lemma 2.1.

Proposition 3.1. The function L+ is upper semicontinuous and continuous from the left.

Proof. We first prove the upper semicontinuity. Let x ≥ λ1(B) and let xn → x be fixed. We
notice that supn L

+(xn) is bounded, since in view of (1.7) there holds L+(xn) ≤ xn/CN . There-
fore, up to a subsequence (not relabeled), we may assume that lim supn L

+(xn) = limn L
+(xn).

In view of Lemma 2.1, there exists a family of shapes Ωn ∈ A(xn) such that L+(xn) = Y (Ωn)
and we may find a subsequence nk and a convex set Ω satisfying the following properties: the
sets Ωnk

converge to Ω in the Hausdorff metric as k → +∞, the limit set Ω belongs to A(x), and
Y (Ω) = limk L

+(xnk
). In particular, since Ω is a competitor for L+(x) and since by construction

limk L
+(xnk

) = lim supn L
+(xn), we deduce

L+(x) ≥ Y (Ω) = lim sup
n→∞

L+(xn),

namely that L+ is upper semicontinuous.
We now prove the continuity from the left. Let x ≥ λ1(B) and xn → x− be fixed. Thanks to

the upper semicontinuity it is enough to prove that

lim inf
n→∞

L+(xn) ≥ L+(x).

Assume by contradiction that lim infn L
+(xn) < L+(x). Up to extract a subsequence we may

assume that lim infn L
+(xn) = limn L

+(xn). Then, for ε > 0 fixed, we have L+(xn) < L+(x)−ε
for n large enough. Let Ω ∈ A(x) be a set such that L+(x) = Y (Ω). Performing a continuous
Steiner symmetrization of Ω (see Lemma 2.3 and Remark 2.4), we construct a (continuous) curve
(x(t), y(t)), t ∈ [0,+∞], contained into the diagram D, with x(t) = X(φt(Ω)), y(t) = Y (φt(Ω)),
φt(Ω) convex sets of unit volume, and such that x(t) ≤ x and y(t) ≤ L+(x). On one hand, by
definition, we have that L+(x)− ε > L+(xn) = L+(x(t)) ≥ Y (φt(Ω)) = y(t); on the other hand,
by the continuity of the continuous Steiner symmetrization, we have y(t) > L+(x)− ε for all t
small enough. This gives the desired contradiction. �

Proposition 3.2. The function L− is lower semicontinuous and increasing (then it is contin-
uous from the left).
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Proof. The proof follows the lines of Proposition 3.1. The lower semicontinuity follows from
the fact that L− is defined as a minimum; the monotonicity follows by contradiction: if there
would exist x1 < x2 with L−(x1) ≥ L−(x2) then the continuous Steiner symmetrization, see
Lemma 2.3, starting from (x2, L

−(x2)) would contradict the minimality of L−(x1). �

We denote by Γ+ and Γ− the graphs of L+ and L−, respectively:

(3.2) Γ± := graphL± = {(x, L±(x)) : x ≥ λ1(B)}.

Note that Γ+∪Γ− ⊂ ∂D. If L± were continuous, we would have that their graphs are the upper
and lower boundaries of D.

We now focus our attention on the behavior of L± near x = λ1(B). To this aim, we introduce
an auxiliary family of shape functionals: given γ ∈ R, we set

(3.3) Fγ(Ω) :=
1

T (Ω)
− γλ1(Ω),

where Ω varies in A.

Definition 3.3. We say that Ω∗ ∈ A is a local minimizer [resp. maximizer] for Fγ if there
exists ε > 0 such that, for every Ω ∈ A,

(3.4) |λ1(Ω)− λ1(Ω∗)| < ε ⇒ Fγ(Ω) ≥ Fγ(Ω∗) [resp. Fγ(Ω) ≤ Fγ(Ω∗)].

Proposition 3.4. Let x0 := λ1(B) and set the maximal and minimal slope at V as

(3.5) γ+ := sup
xn↘x0

lim sup
n→∞

L+(xn)− L+(x0)

xn − x0
, γ− := inf

xn↘x0

lim inf
n→∞

L−(xn)− L−(x0)

xn − x0
.

Then γ± are in [0,+∞] and admit the following characterization:

γ+ = inf{γ : B is a local maximizer of Fγ} = sup{γ : B is not a local maximizer of Fγ},
γ− = sup{γ : B is a local minimizer of Fγ} = inf{γ : B is not a local minimizer of Fγ}.

Proof. We start by studying the function L−. Let I denote the family of parameters γ for which
the ball is a local minimizer of Fγ , and by J its complement. A characterization of the local
minimality of B, alternative to (3.4), is

(3.6)
Y (Ω)− Y (B)

X(Ω)−X(B)
≥ γ,

for every shape Ω ∈ A such that 0 < X(Ω) − X(B) < ε for some ε > 0 independent of Ω.
Such characterization implies that I and its complement J are two intervals. Moreover, I and
J are not empty: on one hand, since the ball is a global minimizer for both X and Y (see
(1.3) and (1.2)), we infer that every γ ≤ 0 belongs to I; on the other hand, taking into account
the characterization (3.6) and recalling that the diagram is bounded above by the Kohler-Jobin
curve ΓB, we infer that every γ > (N + 2)/(2T (B)λ1(B)) belongs to J . All in all, we infer that

sup
I
γ = inf

J
γ < +∞.

Let xn be an arbitrary sequence converging to x+
0 , let γ be an arbitrary element of I, and let

ε > 0 be associated to γ according to Definition 3.3. Denote by Ωn the shapes in A such that
X(Ωn) = xn and Y (Ωn) = L−(xn), whose existence in ensured by Lemma 2.1. By convergence,
we infer that, for n large enough, |xn−x0| < ε. By the characterization (3.6) of local minimality,
we deduce that

L−(xn)− L−(x0)

xn − x0
≥ γ.

By the arbitrariness of γ in I, we conclude that

(3.7) lim inf
n→∞

L−(xn)− L−(x0)

xn − x0
≥ sup

I
γ.
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Let now γ ∈ J . Since the ball is not a local minimizer for Fγ , we may find a sequence of shapes
Ωn in A such that x̂n := X(Ωn)→ x+

0 , and ŷn := Y (Ωn) satisfy

ŷn − y0

x̂n − x0
≤ γ.

By definition, we have L−(x̂n) ≤ ŷn, so that

L−(x̂n)− L−(x0)

x̂n − x0
≤ γ.

By the arbitrariness of γ ∈ J we get

(3.8) lim inf
n→∞

L−(x̂n)− L−(x0)

x̂n − x0
≤ inf

J
γ.

By combining (3.7) and (3.8) we finally obtain the desired property for L− at x0.
The statement for L+ can be derived following the same procedure presented for L− and

γ−. �

3.2. Slopes at the vertex V in dimension 2. In this subsection we find two bounds for the
slopes γ± at the vertex V, whose definition is given in (3.5). In this subsection we focus on the
planar case N = 2; a comment for the general dimension is postponed to Remark 3.8.

The computation relies on shape derivatives techniques.

Lemma 3.5. Let Fγ be the family of shape functionals in (3.3). Then the following implications
hold:

γ <
32

j2
0,1(j2

0,1 − 2)
⇒ F ′′γ (B;V,W ) > 0 ∀V,W admissible,

γ >
16

j2
0,1

⇒ F ′′γ (B;V,W ) < 0 ∀V,W admissible.

In the intermediate cases, when 32/[j2
0,1(j2

0,1 − 2)] < γ < 16/j2
0,1, the second order shape deriv-

ative does not have constant sign, namely there exist V0,W0 and V1,W1 admissible such that

F ′′γ (B;V0,W0) < 0, F ′′γ (B;V1,W1) > 0.

Proof. Let γ ∈ R and V,W be admissible deformations in A. According to Definition 2.6,
the corresponding small deformations preserve convexity and volume. The volume constraint
induces a relation between V and W , so that the second order shape derivatives of T and λ1

can be written in terms of the sole vector field V (cf. Proposition 2.7). For this reason, in the
rest of the proof, W will be omitted. Since both T ′ and λ′1 vanish at B, we easily obtain

F ′′γ (B;V ) = −T
′′(B;V )

T (B)2
− γλ′′1(B;V ) .

In view of (2.8) and (2.9), we get

(3.9) F ′′γ (B;V ) = 2π2
∑
m≥2

(
1 + j0,1

J ′m(j0,1)

Jm(j0,1)

)
(rm − γ)(a2

m + b2m),

where, for brevity, we have set

rm :=
16(m− 1)

j2
0,1

(
1 + j0,1

J′m(j0,1)
Jm(j0,1)

) , for m ≥ 2.

We claim that

(3.10) 0 < r2 ≤ rm < 16/j2
0,1 = lim

m→∞
rm.
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These inequalities and the asymptotic behavior of rm are the consequence of the following
estimates, whose statement and proof can be found in [22, Lemma 11] and [23, Theorem 1]:

y
J ′m(y)

Jm(y)
≥ m− 2y2

2m+ 1
, y

J ′m(y)

Jm(y)
≤

4y2 − 12m− 6 +
√

(µ− 4y2)3 + µ2

2[(2m+ 1)(2m+ 5)− 4y2]
,

valid for 0 ≤ y < m + 1/2, with µ := (2m + 1)(2m + 3). Actually, a numerical computation
suggests that rm is an increasing sequence, from r2 to 16/j2

0,1.
Finally, exploiting the positivity of 1 + j0,1J

′
m(j0,1)/Jm(j0,1) and (3.10), we infer that if

γ is below r2 or above 16/j2
0,1, the derivative F ′′γ has constant sign, positive and negative,

respectively, for every admissible deformation. On the other hand, if γ is strictly between the
two values, there exist suitable choices of am and bm which make the derivative positive or
negative. Exploiting the well known properties of the Bessel functions and their derivatives, we
obtain the expression r2 = 32/[j2

0,1(j2
0,1 − 2)]. This concludes the proof. �

The thresholds appearing in Lemma 3.5 give the values of γ±, as we state in the following.

Proposition 3.6. In dimension N = 2 the minimal and maximal slopes introduced in Propo-
sition 3.4 satisfy

(3.11) γ+ =
16

j2
0,1

and γ−≤ 32

j2
0,1(j2

0,1 − 2)
.

Proof. In Proposition 3.4 we have characterized γ− as the infimum of the γs for which the ball
(here, the disk) is not a local minimizer. In view of the statement of Lemma 3.5, in particular
the conclusions concerning the intermediate cases 32/[j2

0,1(j2
0,1 − 2)] < γ < 16/j2

0,1, we clearly

have γ− ≤ 32/[j2
0,1(j2

0,1− 2)] and γ+ ≥ 16/j2
0,1. The maximal slope γ+ is bounded above by the

slope of the Kohler-Jobin curve ΓB at V, which in dimension 2 equals 16/j2
0,1. This concludes

the proof. �

We conclude the paragraph with two remarks.

Remark 3.7. As already noticed in the proof of Proposition 3.6, γ+ agrees with the slope of the
Kohler-Jobin curve ΓB at V. This fact is surprising, since the diagrams D and E touch the vertex
V a priori in two different ways. Notice that L+ is differentiable at λ1(B), indeed, for every
γ < γ+ and for every xn → x0 := λ1(B), in view of Lemma 3.5 and Proposition 3.6, we may
find a family of shapes Ωεn (cf. Definition 2.6) such that X(Ωεn) = xn and Fγ(Ωεn) ≥ Fγ(B).
Therefore, using that L+ is defined as a maximum and exploiting Proposition 3.6, we get

γ ≤ lim inf
n→∞

Y (Ωεn)− Y (B)

X(Ωεn)−X(B)
≤ lim inf

n→∞

L+(xn)− L+(x0)

xn − x0
≤ γ+.

By the arbitrariness of xn and that of γ, we obtain the differentiability of L+ at x0 with
derivative γ+.

Remark 3.8. The computation done in the planar case could be, in principle, repeated in
higher dimension: the description with support functions still applies, but has to be done in a
specific way according to N (see also [1]).

3.3. A related shape optimization problem. The relation between the minimization of Fγ
(introduced in (3.3)) and the boundary of the diagram goes beyond the local analysis presented
in the previous paragraph, performed near the ball for Fγ and near V for L−. Actually, if Ω∗ is
a global minimizer of Fγ for some γ, it is immediate to check that it also minimizes 1/T keeping
λ1 fixed. More precisely, the line y = γx + Fγ(Ω∗) is tangent to Γ− at (λ1(Ω∗), T (Ω∗)−1) and
lies below the diagram D. Also the non existence of minimizers gives some information: if
inf Fγ = q ∈ R but the infimum is not attained, this means that the line y = γx+ q lies below
the diagram and is an asymptote for Γ−; if instead the infimum is −∞, it means that for every
q ∈ R there exists a point of the diagram which lies below the line y = γx + q (for topological
reasons, it means that each of these lines crosses Γ−).
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In this paragraph we prove the following:

Proposition 3.9. There exist two real numbers 0 ≤ γ0 ≤ γ1 < +∞ such that the following
facts hold true: in the class A,

(i) for every γ ≤ γ0 the ball minimizes Fγ ,
(ii) for every γ ∈ (γ0, γ1) a minimizer for Fγ exists and is not a ball,
(iii) for every γ > γ1 the functional Fγ does not have a minimizer,

Proof. First we show that the values of γ for which Fγ admits a minimizer are in an interval
of the form (−∞, γ1), namely if Fγ admits a minimizer for some γ, then all the functionals Fγ′

with γ′ < γ admit a minimizer: by the relation between γ′ and γ, it is immediate to check that
Fγ′ is bounded below, so that its infimum `′ is finite; a minimizing sequence Ωn satisfies, for n
large enough,

`′ + 1 ≥ Fγ′(Ωn) = Fγ(Ωn) + (γ − γ′)X(Ωn) ≥ `+ (γ − γ′)X(Ωn)

with ` := inf Fγ ∈ R. In particular the X coordinate functional is bounded along the sequence
Ωn. This condition, together with the assumption |Ωn| = 1 for every n, provides the compactness
which ensures the existence of a minimizer (see Lemma 2.1).

The value of γ1 is not known, nevertheless, we claim that it is a positive number. More
precisely, we prove that 1 ≤ γ1 ≤ 1/CN , being 0 < CN < 1 the positive dimensional constant
appearing in (1.7). In view of the Pólya inequality (1.4), we have

Y − γX ≥ (1− γ)X ≥ (1− γ)X(B),

in particular, if γ < 1, we infer that Fγ is bounded below and along a minimizing sequence the
functional X is bounded. As above, these two facts imply existence of minimizers for every such
γ. On the other hand, using the estimate (1.7), stating that Y ≤ X/CN , we have

Y − γX ≤ (1/CN − γ)X

which leads to inf Fγ = −∞ whenever γ > 1/CN .
Let us investigate the role of the ball. In view of the Faber-Krahn inequality (1.3), it is

immediate to check that the γs for which the ball is optimal are in an interval of the form
(−∞, γ0), with γ0 ≤ γ1: as before, if B is a minimizer of Fγ , then it is a minimizer also for
γ′ < γ, since

Fγ′(Ω) = Fγ(Ω) + (γ − γ′)X(Ω) ≥ Fγ(B) + (γ − γ′)X(B) = Fγ′(B).

This proves the proposition. �

The precise values of γ0 and γ1 are unknown and a priori could coincide. Note that one could
also address the maximization problem of the family Fγ , and arrive to similar conclusions.

3.4. Topology of the diagram. In this paragraph we investigate the topology of D. In
Proposition 3.10 we show that the diagram is closed and connected by arcs. Then, in Proposition
3.11 we exclude the presence of unbounded holes.

Proposition 3.10. The diagram D is closed and connected by arcs.

Proof. The closure is a consequence of Lemma 2.1, in which continuity and compactness of
sequences of bounded convex sets are stated. As for the connectedness, it is a consequence of
the continuous Steiner symmetrization (see §2.2): any point (x, y) ∈ D can be connected to the
vertex V following the continuous path obtained composing (X,Y ) with a continuous Steiner
symmetrization of a set Ω such that λ1(Ω) = x, T (Ω)−1 = y. �

Let us show that no unbounded hole can occur in the diagram.

Proposition 3.11. The boundary ∂D has only one unbounded connected component.
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Proof. Some ideas of the following proof are inspired by [17], in which the authors study the
Blaschke-Santaló diagram of the pair (perimeter, λ1), under volume constraint.

In order to prove the statement, it is enough to exclude the presence of unbounded holes into
the diagram. Assume by contradiction that there exists an open set A such that:

i) A is simply connected and A ∩ D = ∅,
ii) for every point (x, y) ∈ A, there holds L−(x) < y < L+(x),
iii) A is unbounded, namely it intersects every half plane {x ≥ h}, for every h > λ1(B).

Let x1 > λ1(B) and let Φ be a rigid motion, which will be suitably chosen later. For two
optimal sets Ω1 and Ω0 of L+(x1) and L−(x1), respectively, denote by Ωt the Minkowski sum

tΩ1⊕(1−t)Φ(Ω0), t ∈ [0, 1], and set the normalized set Ω̃t := |Ωt|−1/NΩt. As already noticed in

Remark 2.5, the range of the function t 7→ (X(Ω̃t), Y (Ω̃t)) is a continuous curve in D, connecting
(X(Ω0), Y (Ω0)) to (X(Ω1), Y (Ω1)).

We look for a lower bound on the abscissa of the points of such a curve: exploiting the −2
homogeneity of λ1 we clearly have

(3.12) X(Ω̃t) = λ1(Ω̃t) = |Ωt|2/Nλ1(Ωt).

In view of the Brunn-Minkowski inequality (see [30]), we immediately get |Ωt| ≥ 1. As for
λ1(Ωt), by the Hersh-Protter inequality [21, 27],

λ1(Ωt) ≥
π2

4ρ(Ωt)2
,

where ρ(·) is the inradius. In general, the inradius of a Minkowski sum is greater than or equal
to the sum of the inradii of the addenda; however, there exists a rigid motion Φ which gives the
equality:

ρ(Ωt) = tρ(Ω1) + (1− t)ρ(Φ(Ω0)) = tρ(Ω1) + (1− t)ρ(Ω0).

These last two facts imply that (3.12) can be further bounded from below as follows:

(3.13) X(Ω̃t) ≥
π2

4[tρ(Ω1) + (1− t)ρ(Ω0)]2
≥ π2

4 max (ρ(Ω0)2; ρ(Ω1)2)
.

Notice that if we consider x1 → +∞, then both the inradii in the right-hand side will go to

zero, so that X(Ω̃t) will diverge to +∞.

Therefore, by taking x1 large enough, the path t 7→ (X(Ω̃t), Y (Ω̃t)) cuts the set A, in con-
tradiction with (i)-(iii) above. �

Notice that if L± were continuous, in view of the last proposition, we would have that the
unbounded connected component of ∂D coincides with Γ+ ∪ Γ−.

4. The diagram E

This section is devoted to the proof of Theorem 1.2, in which the analysis of the diagram E
with volume constraint is taken in the weak form. The study of E is closely related to that of D:
on one hand, the setting is less rigid (e.g., contractions of admissible sets are now admissible)
and many properties of D are easily inherited by E ; on the other hand, some properties of E are
a posteriori verified by sets of unit volume, allowing us surprisingly to deduce some unnoticed
properties of D.

4.1. Upper and lower boundaries. As already done for D, it is natural to introduce two
functions which bound from above and below the diagram. Here, in accordance with (3.1), we
define

L̂+(x) := max

{
1

T (Ω)
: Ω convex, |Ω| ≤ 1

}
,(4.1)

L̂−(x) := min

{
1

T (Ω)
: Ω convex, |Ω| ≤ 1

}
,(4.2)
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for x ≥ λ1(B). The existence of the maximum and of the minimum is a direct consequence of
Lemma 2.1. As already pointed out in the introduction, the unique optimal set associated to

L̂+(x) is the ball rB, with r =
√
λ1(B)/x. Moreover,

(4.3) L̂+(x) =
1

T (B)λ1(B)(N+2)/2
x(N+2)/2,

and its graph is the Kohler-Jobin curve:

ΓB = {(x, L̂+(x)) : x ≥ λ1(B)}.

As a byproduct, we infer that L̂+ is a continuous curve, increasing, with slope at λ1(B) equal
to (N + 2)/[2T (B)λ1(B)] (= γ+ in dimension N = 2).

Remark 4.1. The knowledge of the optimal sets on ΓB provides a lower bound on the volume of
the convex sets in E . Let Ω be a convex set of volume at most 1, associated to the point (x, y). In
view of Lemma 2.3, the ball BΩ of volume |Ω| is necessarily located in the lower left part of (x, y),
namely at some (x1, L

+(x1)) with x1 ≤ x and L+(x1) ≤ y. Since T (BΩ)|BΩ|−(N+2)/N = T (B)
we infer that

|Ω| = |BΩ| =
(
T (BΩ)

T (B)

) N
N+2

≥
(
Y (B)

y

) N
N+2

.

Moreover, from λ1(BΩ)|BΩ| = λ1(B) we also have

|Ω| = |BΩ| =
λ1(B)

λ1(BΩ)
≥ X(B)

x

which combined with the previous one yields the lower bound on the measure of Ω, i.e.,

|Ω| ≥ max

{
X(B)

x
,

(
Y (B)

y

) N
N+2

}
.

In particular, as one may expect, sets associated to points near the vertex V have almost
unit volume. Notice that, if the value of x and y are not explicitly known, but only the upper
bounds x ≤ x2 and y ≤ y2 are available, one may say

|Ω| ≥ max

{
X(B)

x2
,

(
Y (B)

y2

) N
N+2

}
.

The properties of L̂− are less evident and deserve a deeper analysis. In accordance with

(3.2), we denote by Γ̂− its graph:

Γ̂− := {(x, L̂−(x) : x ≥ λ1(B)}.

Proposition 4.2. The function L̂− is continuous and increasing.

Proof. The proof is divided into four steps: the lower semicontinuity, the continuity from the

left, the continuity from the right, and the monotonicity of L̂−. The first property follows by

the definition of L̂− together with the compactness Lemma 2.1; the continuity from the left and
the monotonicity are consequence of the monotonicity of the continuous Steiner symmetrization
(see Remark 2.4). We omit here the complete proof of these steps, since it would retrace that
of Propositions 3.1 and 3.2.

The new part of this proof is the continuity from the right, that we detail here. Assume

by contradiction that for some x and xn → x+ there holds L̂−(x) < limn L̂
−(xn). Let Ω be

optimal for L̂− and Ωt = (1 − t)Ω, t ∈ [0, 1) be the continuous family of its contractions. In
the diagram, these deformations correspond to the curve η(t) = (x(t), y(t)), with x(t) = λ1(Ωt)
and y(t) = T (Ωt)

−1. Such curve starts at t = 0 from (x, L−(x)) and its vertical component
is a continuous increasing function of the horizontal component (see Remark 2.2). Since x(t)
runs from x to +∞, we may find tn such that x(tn) = xn, for n ∈ N. By definition we have
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L̂−(xn) ≤ 1/T (Ωtn). Passing to the limit as n→∞ in both sides, we get limn L
−(xn) ≤ L−(x),

which is absurd. �

Proposition 4.3. The two functions L̂+ and L̂− have the same value only at the point λ1(B),
and this value is equal to 1/T (B).

Proof. The coincidence of L̂+ and L̂− at x = λ1(B) is trivial, since L̂−(λ1(B)) ≤ 1/T (B) just

by definition of L̂− while L̂−(λ1(B)) ≥ 1/T (B) thanks to (1.2). Then, by (4.3) we deduce that

L̂+(x(B)) = L̂−(x(B)).
Let now x > λ1(B) be fixed. If we find a convex set Ω such that |Ω| ≤ 1, λ1(Ω) = x, and

1/T (Ω) < L̂+(x), we are done, since this would imply L̂−(x) ≤ 1/T (Ω) < L̂+(x). In view of

(4.3), x = λ1(rB) and L̂+(x) = 1/T (rB), with r =
√
λ1(B)/x < 1. Let Ω be a convex set with

the same volume of rB, namely |Ω| = |rB| = rN , and such that

(4.4) x < λ1(Ω) <
x

rN
.

The former inequality is always true in view of (1.3) taking Ω different from a ball, while the
latter is easily satisfied if, e.g., Ω is chosen close enough to the ball rB. Dilating Ω of a factor
t > 1, the first Dirichlet eigenvalue decreases, in particular, by choosing t :=

√
λ1(Ω)/x, we get

λ1(tΩ) = x. Moreover, thanks to the second inequality in (4.4), we have |tΩ| = tN |Ω| < rN/2 <
1, so that tΩ has volume less than or equal to 1 and λ1(tΩ) = x. By a direct computation, we
get

1

T (tΩ)
=

1

t(N+2)T (Ω)
=

(
λ1(rB)

λ1(Ω)T (Ω)2/(N+2)

)(N+2)/2

<
1

T (rB)
= L̂+(x),

where the last inequality follows from the Kohler-Jobin estimate (1.5). This concludes the
proof. �

Further properties of L̂− are given in §4.3.

4.2. Topology of the diagram. In the previous paragraph we have shown that the diagram E
is enclosed between two increasing curves, both starting from V, diverging to +∞ as x→ +∞,

and with no other intersection than V. They are defined as the graphs of L̂+ and L̂−, denoted

by ΓB and Γ̂−, respectively.

Proposition 4.4. The set E is the region between the curves ΓB and Γ̂−. In particular, it is
closed, simply connected, and convex in the x and y directions.

Proof. The closure of E is a consequence of Lemma 2.1. As for the simple connectedness, it is

enough to show that E coincides with the region between ΓB and Γ̂−. Let (x1, y1) be a point
lying between the two curves, namely such that

x1 > λ1(B) and L̂−(x1) < y1 < L̂+(x1),

where L̂± are the functions defined in (4.1) and (4.2). The equality cases, corresponding to

the upper and lower curves, have already been treated in the previous paragraph. Since Γ̂− ∪
ΓB disconnects the plane into two parts, the former containing (x1, y1), the latter containing

the origin, we infer that any curve connecting these two points must intersect ΓB or Γ̂−. In

particular, the curve Γ1 := {y = c1 x
(N+2)/N}, with c1 := y1/x

(N+2)/N
1 , which passes through

the origin and (x1, y1), has to intersect Γ̂− at some (x2, y2), with λ1(B) < x2 < x1 and y2 =

c1 x
(N+2)/N
2 . Since Γ̂− is contained into the diagram, we infer that also (x2, y2) ∈ E . As already

noticed in §2.2, the whole arc Γ2 := {y = c2 x
(N+2)/N : x ≥ x2}, with c2 := y2/x

(N+2)/N
2 , is

contained into E . Since (x2, y2) ∈ Γ1∩Γ2, it is immediate to check that c1 = c2, namely Γ1 and Γ2

are actually the same (more precisely, Γ2 is a portion of Γ1). In particular, the point (x1, y1) ∈ E .
The procedure is also described in Fig. 2. This gives the simple connectedness. Actually, we

have proved a stronger fact: for every x1 as above, the whole segment {x1}× [L̂−(x1), L̂+(x1)] is
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x

y
Γ̂−

ΓB

Γ1 = Γ2

x1

y1

L̂+(x1)

L̂−(x1)

x2

y2

Figure 2. The construction of Γ1 and Γ2 in the proof of Proposition 4.4.

contained into the diagram, namely E is vertically convex; moreover, the same reasoning applies
in the horizontal direction, concluding the proof. �

4.3. Back to the upper and lower boundaries. In the next propositions we shed some light

on the relationship between L̂− and L−.

Proposition 4.5. The two functions L̂− and L− coincide on a closed unbounded set. Moreover,

on the complement L̂− is a Kohler-Jobin type curve.

Proof. Let Ω1 be a convex set with volume s < 1 such that (x1, y1) := (X(Ω1), Y (Ω1)) ∈ Γ̂−.

Step 1: we claim that all the admissible dilations of Ω1 are associated to points of Γ̂−, namely,

according to the notation introduced in §2.2, we claim that ΓΩ1(1, s−1/N ) ⊂ Γ̂−. If not, there
would exist t∗ ∈ (1, s−1/N ] and some convex set Ω∗ with volume less than or equal to 1, such
that X(Ω∗) = X(t∗Ω1) and Y (Ω∗) < Y (t∗Ω1). The relationship between the coordinates of Ω∗

and t∗Ω1 implies that the curve ΓΩ∗(0, 1), which is included in the diagram, lies (strictly) below
ΓΩ1

(1, s−1/N ). In particular, we find a point of the diagram which has the same x-coordinate
of Ω1, but strictly less y-coordinate, in contradiction with the optimality of Ω1.

Step 2: we claim that not all the contractions of Ω1 are associated to a point of Γ̂−. Indeed,

if not, we would obtain that, for x large enough, the set Γ̂− coincides with the curve ΓΩ1
. In

particular, Γ̂− is superlinear, contradicting the bound (1.7).

Step 3: Let I := {L̂− = L−}. The closedness of I is a consequence of Lemma 2.1. As for the
unboundedness, it follows arguing by contradiction and using Step 2. Finally, combining Step

1 and 2, we infer that L̂− is a Kohler-Jobin type curve on each connected component of Ic. �

Even if L− and L̂− a priori do not coincide, they share the same minimal slope, in the sense
of (3.5), as we show in the following.

Corollary 4.6. The boundaries of E and D have the same minimal slope γ− at V.

Proof. Recalling the definition (3.5) of γ− and exploiting the inclusion D ⊂ E , we infer that the

minimal slope of L̂− at λ1(B) is less than or equal to γ−. Assume by contradiction that it is
strictly less than γ−. Therefore we may find a sequence of sets Ωn converging to the ball, with
volume 1 − εn for some εn ↘ 0, and such that (Y (Ωn) − Y (B))/(X(Ωn) − X(B)) → γ < γ−.

Denoting by Ω̃n the sequence of normalized sets, by the homogeneity of X and Y , we get

Y (Ωn)− Y (B)

X(Ωn)−X(B)
=
Y ((1− εn)1/N Ω̃n)− Y (B)

X((1− εn)1/N Ω̃n)−X(B)
=
Y (Ω̃n)− Y (B) + (N + 2)εnY (Ω̃n)/N + o(εn)

X(Ω̃n)−X(B) + 2εnX(Ω̃n)/N + o(εn)
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≥ min

(
Y (Ω̃n)− Y (B)

X(Ω̃n)−X(B)
,

(N + 2)Y (Ω̃n) + o(1)

2X(Ω̃n) + o(1)

)
.

Finally, passing to the limit in n, the left-hand side converges to γ; whereas the right-hand side
is bounded from below by min(γ−, (N + 2)/[2λ1(B)T (B)]) = γ−, since (N + 2)/[2λ1(B)T (B)]
is the slope of the Kohler-Jobin curve ΓB at V (see Remark 2.2). This gives a contradiction
concluding the proof. �

5. Open problems

The first natural questions which arise from our results concern the boundary of the diagram
D: are Γ± continuous curves? Is the bound in (1.8) for γ− in dimension 2 optimal? For the
latter, we expect that, near V, the elements of Γ−, in view of their optimality for L−, converge
in some stronger sense to the ball, supporting an affirmative answer. In this section we present
three other open problems, that we believe to be interesting research lines.

5.1. Optimal sets on Γ±. In order to characterize the optimal shapes on the upper and lower
boundaries of D, a natural idea is to write optimality conditions, enclosing the constraints
into the functional, via Lagrange multipliers. If Ω is a critical shape (maximizer or minimizer)
for 1/T under volume constraint and prescribed λ1, say equal to x, there exists a Lagrange
multiplier µ ∈ R such that{

d
dV

(
|Ω|2
T (Ω)

)
− µ d

dV (|Ω|λ1(Ω)− x) = 0

|Ω|λ1(Ω) = x

for every deformation V which preserves convexity. Here we have denoted, for brevity, the
shape derivative in direction V by d/dV . In case Ω is smooth and strictly convex on some part
γ ⊂ ∂Ω, the deformations fields V can be taken with arbitrary sign on γ. In this case, taking
without loss of generality |Ω| = 1 and developing the computations, we get

(5.1)

{
|∇wΩ|2 − µT (Ω)2|∇ϕΩ|2 = 2T (Ω)− µT (Ω)2λ1(Ω) on γ,
λ1(Ω) = x.

The first optimality condition can be rephrased as follows:

(5.2) |∂nwΩ|2 − α|∂nϕΩ|2 = β on γ,

for some α, β ∈ R. In other words, the torsion function and the first Dirichlet eigenfunction
solve two overdetermined problems, in which the extra-condition involves both wΩ and ϕΩ. The
natural question is: which (if it exists) smooth strictly convex domains satisfy (5.2)? For which
values α, β the sole solution is the ball? A positive answer would imply that the optimal sets
different from the ball are either non smooth, or not strictly convex.

Open problem 1: characterize the optimal shapes on Γ±.

In this respect, we have the following conjecture: the optimal sets on Γ+ are polygons, whereas
those on Γ− are C1,1.

5.2. Topology of D. In Theorem 1.1 we have shown that the diagram D is connected and that
the eventual holes are bounded. It would be interesting to exclude, or confirm, the presence of
holes; in other words

Open problem 2 : prove or disprove the simple connectedness of D.

Here we provide a nice tool, based on a topological argument, which supports the conjecture of
simple connectedness.

To this aim, we need to introduce some notation. Given two convex sets Ω1,Ω2 of RN of unit
measure, we define a loop passing through the vertex as follows: first, performing an “inverse”
continuous Steiner symmetrization, we may pass from B to Ω1; then, by applying a normalized
Minkowski sum (see (2.3)) we may deform in a continuous way Ω1 into Ω2; finally, again using
a continuous Steiner symmetrization we may deform Ω2 into the ball B. By composing such
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deformations with (λ1, T
−1), we obtain three continuous paths, that can be reparametrized

from [0, 1] to D. Following the order above, we denote them by ηi(·), i = 1, 2, 3, and their
concatenation by η(·) : [0, 3] → D. Notice that the constructed path is not unique, since the
Minkowski sum is not invariant under rigid motion of sets and the sets associated to the same
point of the diagram are not necessarily unique.

Proposition 5.1. Let Ω1,Ω2 be convex sets of RN of unit measure and let η : [0, 3] → D be
the continuous closed curve constructed above. Then all the points of the plane with winding
number different from zero are in the diagram.

For the definition of the winding number of a curve around a point, see, e.g. [28]. Roughly
speaking, our result states that if η is a simple curve, then all the points of the bounded region
enclosed by η are in D.

Proof of Proposition 5.1. Assume by contradiction that there exists (x1, y1) /∈ D such that the
winding number of η around it is k 6= 0. We now introduce an auxiliary function H depending
on two variables, (s, t) ∈ [0, 1]× [0, 3], with values in D. For every s ∈ [0, 1] we define H(s; ·) as
the concatenation of three curves:

- for t ∈ [0, 1], H(s; ·) is the re-parametrization of η1 from η1(0) to η1(1− s);
- for t ∈ [1, 2], H(s; ·) is the image of the normalized Minkowski curve from η1(1− s) to
η3(s);

- for t ∈ [2, 3], H(s; ·) is the re-parametrization of η3 from η3(s) to η3(1).

The function H is continuous in both variables. Moreover, for every s fixed, it defines a closed
path, which is η for s = 0 and the constant path V for s = 1. Therefore, H is a homotopy from
η to the constant path. Since the winding number is invariant under homotopy, and since the
winding number of the constant path around (x1, y1) is 0, we find the contradiction. �

We underline that the key point of the previous proof is that the continuous path η comes
from a continuous deformation of a set. This is no longer true for generic closed paths, concate-
nating, e.g., portions of Γ+, a suitable Minkowski curve, and a portion of Γ−. Notice that the
monotonicity of L+ is unknown.

We conclude the paragraph by showing the result of some numerical simulations in dimension
2, performed with Matlab, which give some intuition on the diagram D.

5.3. Blaschke-Santaló diagrams on generic sets. An interesting research line could be to

remove the convexity constraint, namely to study the attainable sets D̃ and Ẽ of (λ1, T
−1) among

the open sets of measure equal to 1 and at most 1, respectively. Here the volume constraint is
not as rigid as in the convex framework. Actually, it is easy to see that the two diagrams are

essentially the same, and D̃ is dense in Ẽ . The Kohler-Jobin curve ΓB is still an upper barrier

for the diagrams, included in Ẽ but not in D̃. The difficult point concerns the “lower” boundary.
One natural question is the following:

Open problem 3: Determine the minimal slope at V in D̃.

The study carried out so far gives a partial answer: on one hand, the diagram D̃ is contained
into the upper right quadrant delimited by x = X(B) and y = Y (B); on the other hand, it
contains D. Thus we immediately get 0 ≤ γ̃− ≤ γ−. A natural conjecture would be that γ̃−

agrees with one of these two bounds. Note that the explicit value of γ− is not known. In this
respect, we are able to give an upper bound for γ̃− which is better (in dimension 2) than the
one found in Proposition 3.6:

γ̃− ≤ 1

T (B)2

wB(0)2

ϕB(0)2
.

This upper bound corresponds to the slope of the trajectory ε 7→ (X(B \Bε(0)), Y (B \Bε(0)))
at ε = 0, namely to a sequence of balls perforated by a vanishing smaller ball. The precise
value is 4|J ′0(j0,1)|2/J0(0)2 = 4|J1(j0,1)|2 ∼ 1.078 and, as expected, since perforations break the
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Figure 3. On the left: the continuous line is the Kohler-Jobin curve ΓB, the
dotted line corresponds to ellipses, the dashed line to rectangles, the dotted-
dashed line to isosceles triangles, the symbol ∗ is for regular polygons, ∆ for
random triangles, ♦ for random quadrilaterals, and the dots for random poly-
gons. On the right: a zoom near the disk.

convexity constraint, it is strictly less than the upper bound of γ− found in (3.11), whose value
is ∼ 1.4626.

6. Appendix

This section is devoted to the proof of Proposition 2.7, namely to the computation of the
second order shape derivatives of T and λ1 at B in dimension 2, with respect to deformations
which preserve convexity and keep the volume unchanged. For the formulas of shape derivatives
see [20, Chapter 5] and [9, 10, 25]. Similar computations in terms of Fourier coefficients can be
found in [1, 8].

The representation (2.6) in terms of support functions accounts for the convexity constraint.
As for the volume constraint, since we perform a second order analysis, it is enough to impose
that the first and second order shape derivatives of the area vanish. These imply a constraint
on the Fourier coefficients.

Lemma 6.1. Let V and W be two admissible deformations in A. Denote by α and β be the
first and second variation of the support function, defined according to (2.5)-(2.6). Then

(6.1)

∫ 2π

0

α(θ)dθ = 0,

∫ 2π

0

β(θ)dθ =
1

R

∫ 2π

0

[α̇(θ)2 − α(θ)2]dθ.

Proof. By assumption, for every ε small, the volume, denoted here by Vol, is constant, namely
Vol(Ωε) = Vol(B). In particular, Vol′(B;V ) = Vol′′(B;V,W ) = 0. In view of the well known
formulas for Vol′ and Vol′′ (see for instance [20, §5.9.3 and §5.9.6]), we have

(6.2) Vol′(B;V ) =

∫
∂B
V · ndH1 = 0, Vol′′(B;V,W ) =

∫
∂B

[κ(V · n)2 + Z +W · n] dH1 = 0,

where κ denotes the mean curvature, here equal to 1/R, and Z is the following function, defined
on ∂B:

(6.3) Z := (DΓnVΓ) · VΓ − 2[∇Γ(V · n)] · VΓ.
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The subscript Γ denotes the tangential component of a vector/operator: for a vector field U
and a function f defined in the whole R2, there hold

UΓ := U − (U · n)n , DΓU := DU − (DU n)⊗ n , ∇Γf := ∇f − (∇f · n)n,

where DU denotes the Jacobian matrix of U . Let us rewrite the boundary integrals in (6.2) in
polar coordinates: in view of (2.5), we have V · n = α, V · τ = α̇, and W · n = β, so that (6.2)
reads

(6.4)

∫ 2π

0

α(θ)dθ =

∫ 2π

0

[α(θ)2 +RZ +Rβ]dθ = 0.

Choosing any extension of n, τ , and V to R2, we find (DΓnVΓ) · VΓ = [∇Γ(V · n)] · VΓ = α̇2/R,
so that

(6.5) Z(R cos θ,R sin θ) = − α̇
2

R
.

Inserting this expression in (6.4) we conclude the proof. �

Proof of Proposition 2.7. Throughout the proof, for brevity, we will omit the subscript B in the
first eigenfunction and in the torsional rigidity, which will be denoted by ϕ and w, respectively.
The second order shape derivatives of λ1 and T at B are

λ′′1(B;V,W ) =

∫
∂B

(
−W · n− Z + κ(V · n)2

)
|∂νϕ|2dH1 + 2

∫
∂B
ψ∂νψdH1,

(6.6)

T ′′(B;V,W ) =

∫
∂B

[(
W · n+ Z − κ(V · n)2

)
|∂νw|2 + 2(V · n)2|∂νw|

]
dH1 − 2

∫
∂B
v∂νv dH1,

(6.7)

where κ is the curvature, Z is the function introduced in (6.3), and ψ and v solve
(6.8) −∆ψ = λ1(B)ψ − ϕ

∫
∂B |∂νϕ|

2V · ndH1 in B
ψ = −(V · n)∂νϕ on ∂B∫
B ψϕ = 0

{
∆v = 0 in B
v = −(V · n)∂νw on ∂B.

We recall that the torsion function of the disk B is w = (R2−|x|2)/4 so that, on the boundary, we
have |∂νw| = R/2. Similarly, since the first eigenfunction of the Dirichlet Laplacian, normalized
in L2, is ϕ = J0(j0,1|x|/R)/|J ′0(j0,1)|, we have |∂νϕ| = j0,1/R on the boundary. Let us perform
the change of variables in polar coordinates in the integrals above. Using the fact that κ = 1/R,
writing Z as in (6.5), recalling the expression (2.5) of V on ∂B in terms of α, and exploiting the
conditions (6.1) on α and β, we obtain a first simplification:

λ′′1(B;V,W ) =
2j2

0,1

R2

∫ 2π

0

α2dθ + 2R

∫ 2π

0

ψ∂νψ dθ,(6.9)

T ′′(B;V,W ) =
R2

2

∫ 2π

0

α2dθ − 2R

∫ 2π

0

v∂νv dθ.(6.10)

Let us now determine ψ in terms of α and of its Fourier coefficients am and bm. First, we notice
that, in view of the condition

∫
α = 0 in (6.1), the PDE solved by ψ is −∆ψ = λ1(B)ψ. There-

fore, it is natural to look for ψ as a linear combination (possibly a series) of the eigenfunctions
Jm(j0,1ρ/R) cos(mθ) and Jm(j0,1ρ/R) sin(mθ) associated to the eigenvalue λ1(B) = j2

0,1/R
2,

namely ψ(ρ, θ) =
∑
m≥0[Am cos(mθ) + Bm sin(mθ)]Jm(j0,1ρ/R). The orthogonality condi-

tion between ψ and the radial function ϕ gives A0 = 0. Imposing the boundary condition
ψ(R, θ) = j0,1α(θ)/R, we get

Am =
j0,1am

RJm(j0,1)
, Bm =

j0,1bm
RJm(j0,1)

, ∀m ≥ 1 .
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A direct computation leads to

(6.11)

∫ 2π

0

ψ∂νψdθ =
πj3

0,1

R3

∑
m≥1

J ′m(j0,1)

Jm(j0,1)
(a2
m + b2m).

By combining (6.9) and (6.11), recalling that
∫ 2π

0
α2 = π

∑
m≥1(a2

m + b2m) and using

j0,1J
′
1(j0,1) = −J1(j0,1), we get

λ′′1(B;V,W ) =
2πj2

0,1

R2

∑
m≥2

[(
1 + j0,1

J ′m(j0,1)

Jm(j0,1)

)
(a2
m + b2m)

]
.

Following the same procedure, we may derive v as a function of am and bm. Formally, v can
be searched as the infinite sum of harmonic functions, namely v(ρ, θ) =

∑
m≥0[Cm cos(mθ) +

Dm sin(mθ)]ρm. Imposing the boundary condition we obtain

C0 = D0 = 0 , Cm =
am

2Rm−1
, Dm =

bm
2Rm−1

, ∀m ≥ 1 .

In particular, ∫ 2π

0

v∂νvdθ =
πR

4

∑
m≥1

m(a2
m + b2m),

and (6.10) reads

T ′′(B;V,W ) =
πR2

2

∑
m≥2

[
(1−m)(a2

m + b2m)
]
.

This concludes the proof. �

Remark 6.2. At first sight, the equalities (2.8)-(2.9) might seem surprising, since W apparently
does not play any role. Actually, as it is clear from the formulas used in the previous proof,
in the second order shape derivatives only the normal component of W appears, averaged with
|∇wB|2 or |∇ϕB|2 on the boundary. Since both norms of the gradients are constant, the relevant
quantity is the average of W · n. The average is nothing but

∫
β = c0, which in turn can be

written in terms of α or {am, bm}, as we have proved in Lemma 6.1 and rephrased in (2.7).
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