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Università di Roma ‘Tor Vergata’
via della Ricerca Scientifica

00133 Rome, Italy

Valeria Chiadò Piat
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1 Introduction

In this paper we outline an approach by Γ-convergence to some problems related to ‘double-porosity’
homogenization. Various such models have been discussed in the mathematical literature, the first
rigorous result for a linear double-porosity model having been obtained by Arbogast, Douglas and
Hornung in [7]. The two-scale convergence approach to double-porosity problems was developed by
Allaire in [4]. Successively, a random model and nonlinear models have been studied by Bourgeat,
Mikelic and Piatnitski in [9] and by Pankratov and Piatnitski in [21], respectively. Other
double-porosity type problems have been considered in [8, 17, 22, 23, 10, 26] and [24].

In our framework, the homogenization process involves the analysis of energies defined on some
(mutually disconnected) highly oscillating connected sets (hard components), in whose complement
(soft component) an energy density satisfying weaker coerciveness conditions is considered. To be
more precise, we fix N ≥ 1 and 1-periodic Lipschitz open connected sets E1, . . . , EN ⊂ R

n with
dist (Ei, Ej) > 0 if i �= j. If n = 2 the connectedness condition can be satisfied only if N = 1; note
that even this case will give non-trivial results. We also set E0 = R

n \ (E1 ∪ · · · ∪ EN ); note that we
do not make any connectedness assumption on E0, which may be composed only of isolated bounded
components if N = 1. For each j = 0, . . . , N we consider energy densities fj : R

n × M
m×n → R and

‘low order terms’ gj : R
n × R

m → R
+. We suppose that gj , fj are Borel functions and 1-periodic in

the first variable. For the sake of simplicity of presentation we suppose that there exists p > 1 such
that all fj satisfy a p-growth condition, each fj is quasiconvex and f0 is positively homogeneous of
degree p. In this way, given an open set Ω ⊂ R

n, we consider the energy

Fε(u) =
N∑

j=1

∫
Ω∩εEj

(
fj

(x

ε
,Du

)
+ gj

(x

ε
, u

))
dx

+
∫

Ω∩εE0

(
εpf0

(x

ε
,Du

)
+ g0

(x

ε
, u

))
dx (1.1)

defined on W 1,p(Ω; Rm). Let us note here that, due to the presence of a microstructure in the geometry
of the sets Ej , the oscillating behaviour of fj and gj is of secondary importance. Indeed, even the
following simple type of energies

Fε(u) =
N∑

j=1

∫
Ω∩εEj

|Du|2 dx +
∫

Ω∩εE0

ε2|Du|2 dx + λ

∫
Ω

|u|2 dx (1.2)
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exhibits a double-porosity phenomenon. We will show that the energies (1.1) Γ-converge as ε → 0,
and have as their Γ-limit a multi-phase system of the form

F0(u1, . . . , uN ) =
N∑

j=1

∫
Ω

(
f j
hom(Duj) + g̃j(uj)

)
dx +

∫
Ω

ϕ(u1, . . . , uN ) dx (1.3)

defined on (W 1,p(Ω; Rm))N . We emphasize that the Γ-limit is computed with respect to a particular
choice of convergence. Namely, we say that uε → (u1, . . . , uN ) if

lim
ε→0

N∑
j=1

∫
Ω∩εEj

|uε − uj |p dx = 0.

It should be noted that even in the case N = 1 this Γ-limit is not equivalent to that performed with
respect to the strong convergence in Lp(Ω); hence, in particular, the lower-order term on εE0, not being
a continuous perturbation with respect to the introduced topology, gives a non-trivial contribution
to ϕ. The fact that the Γ-limit depends crucially on the choice of the reference convergence is an
interesting feature of the functionals under considerations. An alternative choice of the convergence
with respect to which the Γ-limit is computed, could be the weak Lp-convergence. However, in that
case the Γ-limit is a non-local functional whose form seems to bear less information about the limit
process. The computation of the Γ-limit with respect to strong and weak Lp-convergences as well as
multivariate Lp convergence of all N +1 phases including the soft one, and their comparison with the
result above is contained in Section 7 of the paper. In the same section we also compute the Γ-limit
of energies of the form

Fh
ε (u) = Fε(u) −

∫
Ω

h · u dx,

where h ∈ Lp′
(Ω; Rm) and p′ is the conjugate exponent of p ( 1

p + 1
p′ = 1).

The asymptotic result above needs some words of explanation. It is convenient to reason in terms
of minimum problems. Consider fixed boundary data φ1, . . . , φN ∈ W 1,p(Ω; Rm) and for every ε > 0
let uε be a solution of

min{Fε(u) : u = φj on εEj ∩ ∂Ω, j = 1, . . . , N} (1.4)

Then for j = 1, . . . , N the suitably defined W 1,p-extension of the restriction of uε to εEj ∩Ω converges
(upon subsequences, locally weakly in W 1,p(Ω; Rm)) to a function uj (see Acerbi et al.[1]). The result
above implies that (u1, . . . , uN ) is a minimum point of

min{F0(u1, . . . , uN ) : uj = φj on ∂Ω, j = 1, . . . , N}. (1.5)

The form of the limit F0 highlights a decoupling process. The energy densities f j
hom and g̃j are

given by the independent process of homogenization (see e.g. Braides and Chiadò Piat [13] and
Braides and Garroni [15]) on each εEj , respectively. The contribution of uε on εE0 is ‘integrated
out’ and appears in the limit through the form of ϕ (note that no Lp compactness of this part can be
deduced from the energy estimates; in fact, in general, uε is not compact in Lp(Ω)). In the simplest
case when all functions are convex, the latter function is defined by

ϕ(z1, . . . , zN ) = min
{∫

E0∩(0,1)n

(
f0(y,Dv) + g0(y, v)

)
dy : v ∈ W 1,p((0, 1)n; Rm),

v = zj on Ej ∩ (0, 1)n, j = 1, . . . , N, v is 1-periodic
}
. (1.6)

Note that ϕ may contain different types of contributions. One type is given by the interaction
between the different phases Ej . Consider a simple case when m = 1, N = 2, f0(y, ξ) = |ξ|2 and
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g0(y, u) = 0. In this situation, a translation and positive-homogeneity argument easily shows that

ϕ(z1, z2) = |z1 − z2|2 min
{∫

E0∩(0,1)n

|Dv|2 dy : v ∈ W 1,2((0, 1)n),

v = 0 on E1 ∩ (0, 1)n, v = 1 on E2 ∩ (0, 1)n, v is 1-periodic
}
. (1.7)

Another type of contribution is due to the presence of the zero-order term g0, as illustrated by the
following example: we consider m = N = 1, f0(y, ξ) = |ξ|2 and g0(y, u) = λ|u|2. In this case, we have
only one limit phase, so that no interaction between phases is possible, but the function ϕ is non
trivial:

ϕ(z) = |z|2 min
{∫

E0∩(0,1)n

(
|Dv|2 + λ|v|2

)
dy : v ∈ W 1,2((0, 1)n),

v = 1 on E1 ∩ (0, 1)n, v is 1-periodic
}
. (1.8)

The introduction of the parameter λ allows us to highlight that in (1.8) ϕ can be considered as
a transition-layer effect. Suppose for simplicity that E0 ∩ (0, 1)n = E ⊂⊂ (0, 1)n. In this case it is well
known (from [19, 20, 11, 3] for example) that

lim
λ→+∞

min
{∫

E

( |Dv|2√
λ

+
√

λ|v|2
)

dy : v ∈ W 1,2((0, 1)n), v = 1 on ∂E
}

= Hn−1(∂E), (1.9)

hence ϕ(z) behaves as
√

λHn−1(∂E)|z|2 for large values of λ. In the case of the evolution version
of double-porosity model related to problem (1.2), the presence of the above term ϕ(z) of sublinear
growth in λ is responsible for the appearence of a nonlocal integral operator in the homogenized
evolution equation.

In the last section of the paper we consider energies with other scalings. Namely, we assume that
the scaling factor of the soft phase does not match the growth conditions. In this case the energy
functional takes the form

F q
ε (u) =

N∑
j=1

∫
Ω∩εEj

(
fj

(x

ε
,Du

)
+ gj

(x

ε
, u

))
dx

+
∫

Ω∩εE0

(
εqf0

(x

ε
,Du

)
+ g0

(x

ε
, u

))
dx

with q �= p. We show that for 0 < q < p the Γ-limit of F q
ε with respect to the convergence uε →

(u1, . . . , uN ) if finite only if u1 = · · · = uN , and it coincides with that computed with respect to the
strong Lp convergence, while for q > p the phases are asymptotically decoupled, the contribution of
the soft phase being reduced to a constant.

2 Notation and preliminaries

We use standard notation for Lebesgue and Sobolev spaces. By M
m×n we denote the space of m × n

matrices. The Lebesgue measure of a set E is denoted by |E|. The Hausdorff (n − 1)-dimensional
measure in R

n is denoted by Hn−1. By [t] we denote the integer part of t ∈ R. The average of a function
f on a non-empty set A is denoted by −

∫
A

f dx = |A|−1
∫

A
f dx. If T > 0, a function f defined on R

n is
said to be T -periodic if f(x + Tei) = f(x) for all x and i, {ei} being the standard orthonormal basis
of R

n. The space W 1,p
# ((0, T )n; Rm) is the space of T -periodic W 1,p

loc (Rn; Rm)-functions. The symbol
C denotes a generic strictly positive constant.

We recall the definition of Γ-convergence of a sequence of functionals Gk defined on W 1,p
loc (Ω; RM ),

with respect to the L1
loc(Ω; RM )-convergence. We say that (Gk) Γ-converges to G0 on W 1,p

loc (Ω; RM )
as k → +∞, if for all u ∈ W 1,p

loc (Ω; RM )
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(i) (Γ-liminf inequality) for all sequences (uk) of functions in W 1,p
loc (Ω; RM ) that converge to u in

L1
loc(Ω; RM ), we have

G0(u) ≤ lim inf
k

Gk(uk);

(ii) (Γ-limsup inequality) there exists a sequence (uk) in W 1,p
loc (Ω; RM ) converging to u in L1

loc(Ω; RM )
such that

G0(u) ≥ lim sup
k

Gk(uk).

We will say that a family (Gε) Γ-converges to G0 if for all sequences (εk) of positive numbers
converging to 0 (i) and (ii) above are satisfied with Gεk

in place of Gk. For a simplified introduction
to Γ-convergence we refer to [12] (for a comprehensive study see [16]), while a detailed analysis of
some of its applications to homogenization theory can be found in [14]. We will use the following
Γ-convergence result proved in [13] (see also [1, 15, 14]).

Theorem 2.1 Let E be a 1-periodic connected set in R
n with Lipschitz boundary, and let f : R

n ×
M

M×n → R be a Borel function, 1-periodic in the first variable and satisfying a growth condition of
order p > 1. Let Ω ⊂ R

n be a bounded open set, and let Hε : W 1,p
loc (Ω; RM ) → R be defined by

Hε(u) =
∫

Ω∩εE

f
(x

ε
,Du

)
dx.

Then Hε Γ-converge on W 1,p
loc (Ω; RM ), with respect to the L1

loc(Ω; RM )-convergence to the functional
Hhom given by

Hhom(u) =
∫

Ω

fhom(Du) dx,

where fhom satisfies the formula

fhom(ξ) = lim
T→+∞

inf
{ 1

Tn

∫
(0,T )n∩E

f(y,Dv + ξ) dy : v ∈ W 1,p
0 ((0, T )n; RM )

}
, (2.1)

and a growth condition of order p, so that the domain of Hhom is W 1,p(Ω; RM ). Moreover, recovery
sequences for u ∈ W 1,p(Ω; RM ) can be chosen converging weakly in W 1,p(Ω; RM )

We will widely use the following extension result (see [1], [14] Theorem B2).

Theorem 2.2 Let p > 1; let E be a periodic connected open subset of R
n with Lipschitz bound-

ary. Given ε > 0 there exists a linear and continuous extension operator Tε : W 1,p(Ω ∩ εE; Rm) →
W 1,p

loc (Ω; Rm) and two constants k0, k1 > 0 such that, letting

Ω(r) = {x ∈ Ω : dist (x, ∂Ω) > r},

we have

Tεu = u in Ω ∩ εE∫
Ω(εk0)

|Tεu|p dx ≤ k1

∫
Ω∩εE

|u|p dx∫
Ω(εk0)

|D(Tεu)|p dx ≤ k1

∫
Ω∩εE

|Du|p dx (2.2)

for all u ∈ W 1,p(Ω ∩ εE; Rm). The constants ki are independent of ε and Ω.
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3 Statement of the main result

Let N ≥ 1. We fix N periodic connected open subsets of R
n with Lipschitz boundary, that we denote

by E1, . . . , EN . We assume that Ei ∩ Ej = ∅ for i �= j and set

E0 = R
n \

N⋃
j=1

Ej .

Then we consider Borel functions fk : Ek × M
m×n → R and gk : Ek × R

m → R, k = 0, . . . , N ,
and suppose that they possess the following properties:

(i) (periodicity) fk(·, ξ) and gk(·, z) are 1-periodic;
(ii) (p-growth condition) there exist p > 1 and constants c0, c1, c2 > 0 such that

c0(|ξ|p − 1) ≤ fk(y, ξ) ≤ c1(|ξ|p + 1) (3.1)

−c2 ≤ gk(y, z) ≤ c1(|z|p + 1); (3.2)

(iii) (Lipschitz continuity)

|gk(y, z) − gk(y, z′)| ≤ c1(1 + |z|p−1 + |z′|p−1)|z − z′|. (3.3)

We define the energies

Fε(u) =
N∑

j=1

∫
Ω∩εEj

(
fj

(x

ε
,Du

)
+ gj

(x

ε
, u

))
dx

+
∫

Ω∩εE0

(
εpf0

(x

ε
,Du

)
+ g0

(x

ε
, u

))
dx (3.4)

for u ∈ W 1,p(Ω; Rm).
Let the extension operators T j

ε corresponding to Ω∩Ej be defined as in Theorem 2.2. We define
the extension operator Tε : W 1,p(Ω; Rm) → (W 1,p

loc (Ω; Rm))N by

(Tεu)j = T j
ε

(
u
∣∣
Ω∩εEj

)
.

We consider the convergence on W 1,p(Ω; Rm) defined as the L1
loc(Ω; Rm) convergence of these exten-

sions. Namely, we will write that

uε → (u1, . . . , uN ) if Tεuε → (u1, . . . , uN ) in (L1
loc(Ω; Rm))N . (3.5)

Note that by Theorem 2.2 Fε are equicoercive on bounded sets of L1 with respect to this convergence.
Note also that the limit function in (3.5) and the results below do not depend on the particular choice
of the extension operators, as it happens in the case of homogenization of Neumann boundary-value
problems in perforated domains (see, for instance, [1]). An alternative equivalent definition of the
topology is given in Remark 3.4

We study the Γ-convergence of the energies Fε with respect to the convergence in (3.5). Before
stating our main result, we introduce some notation. Let f j

hom, g̃j , ϕ : R
mN → R (j = 1, . . . , N) be

the functions defined by

f j
hom(ξ) = lim

T→+∞
inf

{ 1
Tn

∫
(0,T )n∩Ej

fj(y,Dv + ξ) dy : v ∈ W 1,p
0 ((0, T )n; Rm)

}
(3.6)

(this is a good definition by (2.1) in Theorem 2.1),

g̃j(z) =
∫

(0,1)n∩Ej

gj(y, z) dy, (3.7)
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and

ϕ(z1, . . . , zN ) = lim
T→+∞

inf
{ 1

Tn

∫
E0∩(0,T )n

(f0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p((0, T )n; Rm), v = zj on Ej , j = 1, . . . , N
}
. (3.8)

The existence of the limit in the definition of the function ϕ will be proved in Proposition 4.1.
Note that by Theorem 2.1, if we set

F j
ε (u) =

∫
Ω∩εEj

fj

(x

ε
,Du

)
dx (3.9)

on W 1,p
loc (Ω; Rm), then F j

ε Γ-converge on W 1,p(Ω; Rm) (with respect to the L1
loc convergence) to

F j
hom(u) =

∫
Ω

f j
hom(Du) dx. (3.10)

The main result of this work is the following theorem.

Theorem 3.1 Suppose in addition to hypotheses (i)–(iii) above, that f0(z, ·) is positively homogeneous
of degree p and that |∂Ω| = 0. Then the functionals Fε defined by (3.4) Γ-converge with respect to the
convergence (3.5) to the functional F0 with domain (W 1,p(Ω; Rm))N defined by

F0(u1, . . . , uN ) =
N∑

j=1

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx +

∫
Ω

ϕ(u1, . . . , uN ) dx,

with f j
hom, g̃j and ϕ given by (3.6)–(3.8). Namely,

(i) (coerciveness) from any sequence (uε) that is bounded in L1
loc(Ω; Rm) and satisfies supε Fε(uε) <

+∞, one can extract a subsequence (not relabelled) such that Tεuε converges in (L1
loc(Ω; Rm))N to

some (u1, . . . , uN ) ∈ (W 1,p(Ω; Rm))N ;
(ii) (liminf inequality) for all (u1, . . . , uN ) ∈ (W 1,p(Ω; Rm))N and uε → (u1, . . . , uN ) we have

F0(u1, . . . , uN ) ≤ lim inf
ε→0

Fε(uε);

(iii) (limsup inequality) for all (u1, . . . , uN ) ∈ (W 1,p(Ω; Rm))N there exists uε → (u1, . . . , uN )
such that we have

F0(u1, . . . , uN ) ≥ lim sup
ε→0

Fε(uε).

Corollary 3.2 (convergence of minimum problems) Let Ω have a Lipschitz boundary, and let
φj ∈ W 1,p(Ω; Rm) be given, for j = 1, . . . , N . We can consider the minimum problems

mε = min
{
Fε(u) : u = φj on εEj ∩ ∂Ω, j = 1, . . . , N

}
, (3.11)

where the boundary condition means that the function

vj =
{

u on Ω ∩ εEj

φj on (Rn \ Ω) ∩ εEj

belongs to W 1,p
loc (εEj ; Rm). Then the values mε converge to

m = min
{
F0(u1, . . . , uN ) : uj = φj on ∂Ω, j = 1, . . . , N

}
and from every sequence of minimizers {uε} for mε we can extract a subsequence (not relabelled) such
that uε → (u1, . . . , uN ), where (u1, . . . , uN ) is a minimizer for m.
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Proof. The proof of the corollary follows immediately from Theorem 3.1 and the equi-coerciveness of
Fε thanks to the properties of Γ-convergence, once we notice two facts. First, the boundary condition
is ‘closed’ under our convergence provided that Fε(uε) ≤ C, i.e., if uε → (u1, . . . , uN ) and uε = φj

on εEj ∩ ∂Ω, for every j = 1, . . . , N , and if Fε(uε) ≤ C, then uj = φj on ∂Ω, for every j = 1, . . . , N
(see [13] Section 4). Second, for each function (u1, . . . , uN ) with uj = φj on ∂Ω it is possible to find
a recovery sequence uε → (u1, . . . , uN ) satisfying the boundary conditions in (3.11) by modifying a
recovery sequence for the limsup inequality (see e.g. [14] Section 11.3).

Remark 3.3 (simplified formulae) (1) If E0 is composed of bounded disconnected components,
i.e. if E0 = Z

n +E where E is bounded and such that (i+E)∩ (j +E) = ∅ for i �= j, then necessarily
N = 1 and we have

ϕ(z) = inf
{∫

E

(f0(y,Dv) + g0(y, v)) dy : v ∈ W 1,p((0, 1)n; Rm), v = z on ∂E
}
. (3.12)

(2) In the convex case formulae (3.6) and (3.8) simplify to periodic cell problems:

f j
hom(ξ) = inf

{∫
Ej∩(0,1)n

fj(y,Dv + ξ) dy : v ∈ W 1,p
# ((0, 1)n; Rm)

}
(3.13)

and

ϕ(z1, . . . , zN ) = inf
{∫

E0∩(0,1)n

(f0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p
# ((0, 1)n; Rm), v = zj on Ej , j = 1, . . . , N

}
, (3.14)

(see Remark 4.3 below).

Remark 3.4 (alternative definition of convergence) The convergence uε → (u1, . . . , uN ) can
be equivalently defined by

lim
ε→0

N∑
j=1

∫
Ω∩εEj

|uε − uj |p dx = 0.

Note that in this way we do not have to suppose that Ej is Lipschitz, but only connected (see, for
instance, [25]).

3.1 Some generalizations

We briefly describe a number of generalizations of our result, with references to the technical points
that can be easily reworked.

The non-positively homogeneous case. The hypothesis that f0 is positively homogeneous of de-
gree p can be removed at the expense of heavier notation and the necessity of passing to a subsequence.
Consider for example the homogeneous case of f0(y, ξ) = f0(ξ); we then introduce the functions

hε(ξ) = εpQf0

(ξ

ε

)
,

where Q denotes the operation of quasiconvexification (see e.g. [14] Section 6.2). Upon extracting a
subsequence we may define

h0(ξ) = lim
j

εp
jQf0

( ξ

εj

)
.

In this case the function ϕ is characterized by

ϕ(z1, . . . , zN ) = lim
T→+∞

inf
{ 1

Tn

∫
E0∩(0,T )n

(h0(Dv) + g0(y, v)) dy :

v ∈ W 1,p((0, T )n; Rm), v = zj on Ej

}
. (3.15)
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For details on this procedure we refer to the analogue definition in the framework of perforated domains
in the nonlinear vector case (see [5]).

The locally periodic case. We can take into account a locally periodic dependence on x in our
energy densities by considering Fε of the form

Fε(u) =
N∑

j=1

∫
Ω∩εEj

(
fj

(
x,

x

ε
,Du

)
+ gj

(
x,

x

ε
, u

))
dx

+
∫

Ω∩εE0

(
εpf0

(
x,

x

ε
,Du

)
+ g0

(
x,

x

ε
, u

))
dx. (3.16)

If locally uniform continuity conditions are satisfied, of the form

|fj(x, y, ξ) − fj(x′, y, ξ)| ≤ ω(|x − x′|)(1 + |ξ|p)
|gj(x, y, z) − gj(x′, y, z)| ≤ ω(|x − x′|)(1 + |z|p), (3.17)

where ω is a continuous function with ω(0) = 0, and if fj(x, ·, ·), gj(x, ·, ·) satisfy hypotheses (i)–(iii)
for all x, then Theorem 3.1 still holds with F0 of the form

F0(u1, . . . , uN ) =
N∑

j=1

∫
Ω

(f j
hom(x,Duj) + g̃j(x, uj)) dx +

∫
Ω

ϕ(x, u1, . . . , uN ) dx.

The definitions of the energy densities f j
hom, g̃j , ϕ are the same as before, the variable x acting as a

parameter.
The proof of this generalization is easily obtained by locally ‘freezing’ the variable x (see e.g. [14]

Exercise 14.6 for details). Note that the continuity in the variable x in (3.17) is not easily removed.
We can nevertheless consider the particular case g(x, y, z) = g(y, z)− h(x) · z, where we add the term
h(x) · z being measurable in x. This situation is considered in detail in Section 7.4.

4 Definition of the limit energy densities

We now turn to the characterization of ϕ. For all T > 0 let

ϕT (z1, . . . , zN ) = inf
{ 1

Tn

∫
(0,T )n∩E0

(f0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p((0, T )n; Rm), v = zj on Ej , j = 1, . . . , N
}
. (4.1)

Proposition 4.1 For all z1, . . . , zN there exists the limit

ϕ(z1, . . . , zN ) = lim
T→+∞

ϕT (z1, . . . , zN ).

Moreover, for any u ∈ W 1,p
# ((0, 1)n; Rm) such that u = zj on Ej for all j = 1, . . . , N , we have

ϕ(z1, . . . , zN ) = lim
T→+∞

inf
{ 1

Tn

∫
(0,T )n∩E0

(f0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p((0, T )n; Rm), v = u on
N⋃

j=1

Ej ∪ ∂(0, T )n
}
. (4.2)
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Proof. Let 0 < T < S. For all v ∈ W 1,p((0, S)n; Rm) with v = zj on Ej we clearly have

1
Sn

∫
(0,S)n∩E0

(f0(y,Dv) + g0(y, v)) dy

≥ 1
Sn

∑
i∈Zn:0≤[T+1](ij+1)≤S

∫
(i[T+1]+(0,T )n)∩E0

(f0(y,Dv) + g0(y, v)) dy

≥ 1
Sn

[ S

T + 1

]n

TnϕT (z1, . . . , zN );

hence, by the arbitrariness of v

ϕS(z1, . . . , zN ) ≥ Tn

Sn

[ S

T + 1

]n

ϕT (z1, . . . , zN ),

from which we deduce, by letting S → +∞, that

lim inf
S→+∞

ϕS(z1, . . . , zN ) ≥
( T

T + 1

)n

ϕT (z1, . . . , zN ),

and finally, by letting T → +∞, that

lim inf
S→+∞

ϕS(z1, . . . , zN ) ≥ lim sup
T→+∞

ϕT (z1, . . . , zN );

that is the first characterization of ϕ.
Let {uT } be a sequence of test functions such that∫

(0,T )n∩E0

(f0(y,DuT ) + g0(y, uT )) dy ≤ Tn(ϕT (z1, . . . , zN ) + o(1)),

where o(1) tends to zero as T → ∞. We then have

lim
T→+∞

1
Tn

∫
((0,T )n\(1,T−1)n)∩E0

(f0(y,DuT ) + g0(y, uT )) dy = 0 (4.3)

(otherwise we obtain a contradiction by considering v(x) = uT (x + (1, . . . , 1)) as a test function in
ϕT−2(z1, . . . , zN )). Now, let u ∈ W 1,p

# ((0, 1)n; Rm) be such that u = zj on Ej ; let φT be a smooth
cut-off function such that φT = 1 on (1, T − 1)n, φT = 0 on ∂(0, T )n and |DφT | ≤ 2. We then define
vT = φT uT + (1 − φT )u and get

ϕ0
T (z1, . . . , zN ) def= inf

{ 1
Tn

∫
(0,T )n∩E0

(f0(y,Dv) + g0(y, v)) dy :

v = u on
N⋃

j=1

Ej ∪ ∂(0, T )n
}

≤ 1
Tn

∫
(0,T )n∩E0

(f0(y,DvT ) + g0(y, vT )) dy

≤ 1
Tn

∫
((0,T )n\(1,T−1)n)∩E0

(f0(y,DvT ) + g0(y, vT )) dy

+ϕT−2(z1, . . . , zN ) + o(1)

≤ 1
Tn

∫
((0,T )n\(1,T−1)n)∩E0

c(1 + |DuT |p + |Du|p + |uT |p + |u|p) dy

+ϕT−2(z1, . . . , zN ) + o(1),
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where o(1) vanishes as T → +∞. Letting T → +∞ we deduce by (4.3), (3.1) and by the Poincaré
inequality, that

lim sup
T→+∞

ϕ0
T (z1, . . . , zN ) ≤ ϕ(z1, . . . , zN ).

Since we trivially have ϕ0
T (z1, . . . , zN ) ≥ ϕT (z1, . . . , zN ) the equality in (4.2) is proved.

Note that in the statement and proof above we can replace the 1-periodicity of u by an equi-
integrability condition for |u|p and |Du|p. Namely, the following statement holds, with the same proof
as that of the previous proposition.

Proposition 4.2 Let {vT } be a sequence of W 1,p
loc functions such that vT = zj on Ej and such that

T−n‖vT ‖p
W 1,p((0,T )n\(1,T−1)n) converges to 0 as T → ∞, and assume that {uT } is a sequence of test

functions that satisfies the bounds∫
(0,T )n∩E0

(f0(y,DuT ) + g0(y, uT )) dy ≤ TnϕT (z1, . . . , zN ) + 1

and the boundary conditions uT = zj on Ej, and uT = vT on ∂(0, T )n. We then have

lim
T→+∞

1
Tn

∫
((0,T )n\(1,T−1)n)∩E0

(f0(y,DuT ) + g0(y, uT )) dy = 0.

Remark 4.3 (the convex case) If f0(y, ·) and g0(y·) are convex then we can reduce to the cell-
problem formula

ϕ(z1, . . . , zN ) = inf
{∫

(0,1)n∩E0

(f0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p
# ((0, 1)n; Rm), v = zj on Ej

}
. (4.4)

In fact, regardless to the convexity assumption, from Proposition 4.1 we immediately obtain that ϕ
can be equivalently expressed by

ϕ(z1, . . . , zN ) = lim
K→+∞

inf
{ 1

Kn

∫
(0,K)n∩E0

(f0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p
# ((0,K)n; Rm), v = zj on Ej

}
(4.5)

(K ∈ N). The proof of formula (4.4) may be then obtained from (4.5) following standard convexity
arguments (see e.g. [14] Section 14.3).

Example 4.4 Let f0(ξ) = |ξ|p and N = m = 1. Let us suppose that E0 = E +Z
n with (E + i)∩ (E +

j) = ∅ for i �= j and g0(z) = λ|z|p. Then for large values of λ and fixed z the function ϕ(z) behaves
as cλ1/p′

where p′ = p
p−1 . In fact, by Remark 3.3(1) we can write

ϕ(z) = ϕλ(z) = |z|p inf
{∫

E

(|Dv|p + λ|v|p dy : v ∈ W 1,p(E), v = 1 on ∂E
}
. (4.6)

It is well-known that the functionals defined on W 1,p(E) by

Λη(v) =




∫
E

(
ηp−1|Dv|p +

1
η
|v|q

)
dy if v = 1 on ∂E

+∞ otherwise

Γ-converge as η → 0 in L1(E) to the trivial functional

Λ(v) =




CHn−1(∂E) if v = 0 a.e. in E

+∞ otherwise,
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where C = (q + p′)−1 (see e.g. [11] for details) and in particular

lim
η→0

min Λη = min Λ = CHn−1(∂E).

By taking η = λ−1/p and q = p we easily see that

lim
λ→+∞

ϕλ(z)
|z|p λ−1/p′

= lim
η→0+

min Λη =
p − 1
p2

Hn−1(∂E).

5 Proof of the lower bound

Upon a relaxation argument (see [2]) it is not restrictive to suppose that f0 is quasiconvex and in
particular that it satisfies the local Lipschitz condition

|f0(y, ξ) − f0(y, ξ′)| ≤ c(1 + |ξ|p−1 + |ξ′|p−1)|ξ − ξ′| (5.1)

(see [14] Section 4.3)
We now choose a sequence uε → (u1, . . . , uN ) with supε Fε(uε) < +∞. Note that for all j =

1, . . . , N we have

lim
ε→0

∫
Ω∩εEj

gj

(x

ε
, vε

)
dx =

∫
Ω

g̃j(v) dx

whenever vε → v in Lp(Ω; Rm). Hence, since T j
ε uε converges to uj locally weakly in W 1,p(Ω; Rm),

thanks to the convergence in (3.9) and (3.10) we obtain

lim inf
ε→0

∫
Ω∩εEj

(
fj

(x

ε
,Duε

)
+ gj

(x

ε
, uε

))
dx ≥

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx. (5.2)

It remains to estimate the contribution on Ω ∩ εE0. To this end we choose K ∈ N; let k0 be defined
by Theorem 2.2 and set

IK
ε = {i ∈ Z

n : εKi + (−εk0, ε(K + k0))n ⊂ Ω}.

For all i ∈ IK
ε and j = 1, . . . , N we denote Qi

K = εKi + (0, εK)n,

ui
j,ε =

1
Knεn|Ej ∩ (0, 1)n|

∫
Qi

K
∩εEj

uε dx, (5.3)

and then define wi
j,ε on εKi + (−εk0, ε(K + k0))n ∩ Ej by setting

wi
j,ε(x) = uε(x) − ui

j,ε.

Applying Theorem 2.2 with E = Ej and εKi + (−εk0, ε(K + k0))n in place of Ω one can extend wi
j,ε

to εKi + (−εk0, ε(K + k0))n in such a way that∫
Qi

K

|wi
j,ε|p dx ≤ c(K)

∫
εKi+(−εk0,ε(K+k0))n∩εEj

|uε − ui
j,ε|p dx

and ∫
Qi

K

|Dwi
j,ε|p dx ≤ c(K)

∫
εKi+(−εk0,ε(K+k0))n∩εEj

|Duε|p dx. (5.4)

Upon enlarging εKi + (−εk0, ε(K + k0))n ∩ εEj to a connected set (whose shape does not depend on
i) we can use Poincaré’s inequality and (5.4) to get∫

Qi
K

|wi
j,ε|p dx ≤ εpc(K)

∫
εKi+(−εk0,ε(K+k0))n∩εEj

|Duε|p dx. (5.5)
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Let now φj be smooth functions with φj = 1 on Ej and 0 on Ei if i �= j, and set

wi
ε(x) =

N∑
j=1

φj

(x

ε

)
wi

j,ε.

Then, by means of (5.4) and (5.5), we have∫
Qi

K

|wi
ε|p dx ≤ εpc(K)

N∑
j=1

∫
εKi+(−εk0,ε(K+k0))n∩εEj

|Duε|p dx.

and ∫
Qi

K

|Dwi
ε|p dx ≤ c(K)

N∑
j=1

∫
εKi+(−εk0,ε(K+k0))n∩εEj

|Duε|p dx.

By (5.1), (3.3) and Hölder’s inequality we then obtain∣∣∣ ∑
i∈IK

ε

∫
Qi

K
∩εE0

(
εpf0

(x

ε
,Duε − Dwi

ε

)
− εpf0

(x

ε
,Duε

)

+g0

(x

ε
, uε − wi

ε

)
− g0

(x

ε
, uε

))
dx

∣∣∣
≤ c(K)

(
εp|Ω| + εp

∫
Ω

|Duε|p + εp
∑

i

∫
Qi

K

|Dwi
ε|p

)(p−1)/p

×
(
εp

∫
Ω∩ε

⋃N

j=1
Ej

|Dwi
ε|p

)1/p

≤ c(K)ε. (5.6)

As a consequence of (5.6) we obtain

lim inf
ε→0

∑
i∈IK

ε

∫
Qi

K
∩εE0

(
εpf0

(x

ε
,Duε

)
+ g0

(x

ε
, uε

))
dx

= lim inf
ε→0

∑
i∈IK

ε

∫
Qi

K
∩εE0

(
εpf0

(x

ε
,Duε − Dwi

ε

)
+ g0

(x

ε
, uε − wi

ε

))
dx

≥ lim inf
ε→0

∑
i∈IK

ε

εnKnϕK

(
ui

1,ε, . . . , u
i
N,ε

)
, (5.7)

where in the last inequality we have used the definition of ϕK (after a suitable change of variables)
and the fact that uε − wi

j,ε = ui
j,ε on Qi

K ∩ εEj .
We now remark that

lim
ε→0

∑
i∈IK

ε

εnKnϕK

(
ui

1,ε, . . . , u
i
N,ε

)
=

∫
Ω

ϕK(u1, . . . , uN ) dx. (5.8)

Indeed, by the growth conditions on f0 and g0, v �→ ϕK(v) is a continuous operator in Lp, so that it
suffices to show that the piecewise constant functions uK

ε defined by

uK
j,ε(x) = ui

j,ε on Qi
K (5.9)

converge locally in Lp(Ω) to uj . This is easily seen by applying Poincaré’s inequality and using the
Lp convergence of T j

ε uε to uj .
Summing up the inequalities in (5.2), (5.7) and (5.8) we obtain

lim inf
ε→0

Fε(uε) ≥
N∑

j=1

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx +

∫
Ω

ϕK(u1, . . . , uN ) dx.

The liminf inequality is now obtained by taking the limit as K → +∞ and using Proposition 4.1
together with Fatou’s Lemma.
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6 Proof of the upper bound

We first remark that it suffices to restrict to the case when the target function U = (u1, . . . , uN ) is
linear. The case of a piecewise linear U can be obtained by a localization argument (see the proof of
Proposition 4.3 in [6] for a direct construction) and the general case is obtained by density (see [12]
Remark 1.29).

We fix ξ1, . . . , ξN . For all η > 0 we will construct a recovery sequence uε → (ξ1x, . . . , ξNx) such
that

F0(ξ1x, . . . , ξNx) ≥ lim sup
ε→0

Fε(uε) − η,

which implies the limsup inequality.
For every j = 1, . . . , N and δ > 0, let K ∈ N and uK

j ∈ W 1,p
0 ((0,K)n; Rm) be such that∫

(0,K)n∩Ej

fj(y,DuK
j + ξj) dy ≤ Kn

(
f j
hom(ξj) + δ

)
, (6.1)

by (3.10). Upon extending uK
j outside (0,K)n we can suppose that the support of uK

j is contained in
(1,K − 1)n and its intersection with Ej is connected. For all i ∈ Z

n let xε
i be the center of the cube

Qε
i = iKε + (0, εK)n

and let vε
i be such that vε

i = ξjx
ε
i in Ej , j = 1, . . . , N , and∫

(0,K)n∩E0

(f0(y,Dvε
i ) + g0(y, vε

i )) dy ≤ KnϕK(ξ1x
ε
i , . . . , ξNxε

i ) + 1,

by (4.1).
For each j = 1, . . . , N , denote by φj a smooth 1-periodic cut-off functions with φj = 1 on Ej

and 0 on Ei if i �= j, and by φK a K-periodic function with φK = 1 on (1,K − 1)n and 0 on ∂(0,K)n.
The function uε is defined piecewisely on each Qε

i by

uε(x) = φK
(x

ε

)(
vε

i

(x − εiK

ε

)
+

N∑
j=1

φj

(x

ε

)(
εuK

j

(x

ε

)
+ ξj(x − xε

i )
))

+
(
1 − φK

(x

ε

)) N∑
j=1

φj

(x

ε

)
ξjx (6.2)

Note that

uε(x) =
N∑

j=1

φj

(x

ε

)
ξjx, for x ∈ ∂Qε

i ,

so that uε ∈ W 1,p
loc (Rn; Rm). By construction uε → (ξ1x, . . . , ξNx) in the sense of (3.5).

We have by (6.2) and Proposition 4.2∫
Qε

i

∣∣∣uε − vε
i

(x − εiK

ε

)∣∣∣p dx

≤ c
(
εp

N∑
j=1

∫
Qε

i

∣∣∣uK
j

(x

ε

)∣∣∣p dx + (εK)p+n + εnKn−1 + o(1)εnKn
)
, (6.3)

where o(1) → 0 as K → 0, and also∫
Qε

i

∣∣∣Duε − Dvε
i

(x − εiK

ε

)∣∣∣p dx
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≤ c
( N∑

j=1

∫
Qε

i

∣∣∣uK
j

(x

ε

)∣∣∣p dx + εnKn + εn−pKn−1
)

+εn−po(Kn) +
∑

j

∫
Qε

i

∣∣∣uK
j

(x

ε

)
+ ξj(x − xε

i )
∣∣∣p dx

+
∑

j

∫
Qε

i

∣∣∣DuK
j

(x

ε

)
+ ξj

∣∣∣p dx. (6.4)

We now denote
JK

ε = {i ∈ Z
n : εiK + (0, εK)n ∩ Ω �= ∅}.

By proceeding similarly as in (5.6), we have

lim sup
ε→0

∫
Ω∩εE0

(
εpf0

(x

ε
,Duε

)
+ g0

(x

ε
, uε

))
dx

≤
∑

i∈JK
ε

lim sup
ε→0

∫
Qε

i
∩εE0

(
εpf0

(x

ε
,Duε

)
+ g0

(x

ε
, uε

))
dx

=
∑

i∈JK
ε

lim sup
ε→0

∫
Qε

i
∩εE0

(
εpf0

(x

ε
,Dvε

i

(x − εiK

ε

))
+ g0

(x

ε
, vε

i

(x − εiK

ε

)))
dx

≤ lim sup
ε→0

∑
i∈JK

ε

εnKnϕK(ξ1x
ε
i , . . . , ξNxε

i ) + o(1)

=
∫

Ω

ϕK(ξ1x, . . . , ξNx) dx + o(1) (6.5)

where o(1) tends to zero, as K → +∞. Finally, since uε = εuK
j (x/ε) + ξj on εEj , by (6.1) we have

lim sup
ε→0

∫
Ω∩εEj

(
fj

(x

ε
,Duε

)
+ gj

(x

ε
, uε

))
dx

≤ |Ω|f j
hom(ξj) +

∫
Ω

g̃j(ξjx) dx. (6.6)

Summing up the inequalities in (6.5) and (6.6) we finally obtain

lim sup
ε→0

Fε(uε) ≤ F0(ξ1x, . . . , ξNx)

as desired.

7 Comparison with other types of convergence

In this section we compute the Γ-limits of the functionals Fε with respect to other convergences.
First, we describe such a Γ-limit with respect to the strong convergence in Lp(Ω; Rm). It should be
noted that this result cannot be applied to the study of convergence of energies in minimum problems
since no compactness argument applies; but the form of the Γ-limit highlights the difference with the
approach of the previous sections and provides an upper estimate for the Γ-limit in Theorem 3.1 when
N = 1.

Subsequently, we treat the Γ-limit with respect to the weak convergence of all (N + 1) phases
of uε so that the soft phase is also taken into account; this may be an alternate way of dealing with
the asymptotic behaviour of energies in minimum problems since coerciveness properties with respect
to the weak topology of Lp

loc(Ω; Rm) are easily available. To state the convergence result we first
generalize the approach of the preceding sections by also considering the behaviour of the soft phase.
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In this way we obtain an integral Γ-limit defined on N + 1 phases. It must be remarked that the
derivatives of the ‘limit soft phase’ u0 do not appear in the Γ-limit so that this variable can be easily
minimized out to re-obtain the previous result. Note however that this (N +1)-phase formulation can
be useful; for example, if integral constraints of the form

∫
Ω

uε dx = C are added. Finally, we obtain
the Γ-convergence result with respect to the weak Lp

loc(Ω; Rm)-convergence by averaging on the N +1
phases, thus obtaining a functional in a non-local form.

7.1 Strong convergence in Lp(Ω; R
m)

We now compute the Γ-limit of Fε with respect to the strong Lp-convergence; i.e., when we consider
uε → u strongly in Lp(Ω; Rm) in the definition of the Γ-liminf and Γ-limsup inequalities. In the
notation introduced in (3.5), in this case we also have uε → (u, . . . , u); i.e., uj = u for all j = 1, . . . , N .
We introduce the function g0 as

g̃0(z) =
∫

(0,1)n∩E0

g0(y, z)dy, (7.1)

for every z ∈ R
m. As for gj , j = 1, . . . , N , if uε → u strongly in Lp(Ω; Rm), then

lim
ε→0

∫
Ω∩εE0

g0

(x

ε
, uε

)
dx =

∫
Ω

g̃0(u)dx. (7.2)

With this observation in mind, the following proposition can be easily proven.

Proposition 7.1 (strong Lp-convergence) Under the hypotheses in Theorem 3.1, the Γ-limit of
(Fε) with respect to the strong convergence in Lp(Ω; Rm) is given by

F s
0 (u) =

∫
Ω

fs
hom(Du)dx +

∫
Ω

gs(u)dx, u ∈ W 1,p(Ω; Rm), (7.3)

where

fs
hom(ξ) =

N∑
j=1

f j
hom(ξ), gs(z) =

N∑
j=0

g̃j(z). (7.4)

Proof. Since uε → u implies uε → (u, . . . , u), then the Γ-lim inf inequality follows as in the proof of
Theorem 3.1, remarking in addition that (7.2) holds.

As for the Γ-lim sup inequality, we construct an optimal sequence uε → u as follows. Let Φj ,
j = 0, . . . , N , be 1-periodic C∞-functions such that 0 ≤ Φj ≤ 1,

N∑
j=0

Φj(y) = 1, and
{

Φj = 1 in Ej ,
Φj = 0 in Ei, for i �= j, i ∈ {1, . . . , N},

for j = 1, . . . , N . For all j = 1, . . . , N let (uj
ε) be a recovery sequence for

∫
Ω

f j
hom(Du)dx, converging

to u weakly in W 1,p(Ω; Rm) , and let u0
ε = u. Then we set

uε(x) =
N∑

j=0

Φj

(x

ε

)
uj

ε(x).

The Γ-lim sup inequality follows, upon remarking that, taking into account that
∑N

j=0 DΦju
j
ε =∑N

j=1 DΦj(uj
ε − u0

ε) since
∑N

j=0 DΦj = 0, we have

εp

∫
Ω∩εE0

f0

(x

ε
,Duε

)
dx ≤ C

N∑
j=1

(
εp

∫
Ω

|Duj
ε|pdx +

∫
Ω

|uj
ε − u|pdx + εp|Ω|

)

+Cεp

∫
Ω

(1 + |Du|p) dx,

so that this term is negligible in the limit.
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7.2 Weak convergence of N+1 phases

We can introduce an additional variable to describe the limit behaviour of sequences uε on the soft
phase εE0. Since we do not have strong-Lp coerciveness properties on this phase, we have to consider
weak Lp limits.

Definition 7.2 (weak convergence of phases) Let (uε) be a family in Lp
loc(Ω; Rm); we say that

uε ⇀ (u0, u1, . . . , uN ) (as ε → 0) if

uεχεEj
⇀ uj |Ej ∩ (0, 1)n|

weakly in Lp
loc(Ω; Rm) for all j = 0, 1, . . . , N .

Remark 7.3 If uε ⇀ (u0, u1, . . . , uN ) and uε → (v1, . . . , vN ) in the sense of (3.5), then uj = vj for
j = 1, . . . , N . In fact,

uεχεEj = (T j
ε uε)χεEj ⇀ vj |Ej ∩ (0, 1)n|

by weak-strong convergence, so that uj = vj . Note that {uε} is compact with respect to both topolo-
gies, upon requiring a boundedness assumption on Fε(uε).

In order to describe the effect of the additional variable u0 on the shape of the Γ-limit (computed
with respect to this new convergence) we introduce the energy density

Φ(z0, z1 . . . , zN ) = lim
T→+∞

ΦT (z0, z1 . . . , zN ), (7.5)

where

ΦT (z0, z1, . . . , zN ) = inf
{ 1

Tn

∫
E0∩(0,T )n

(f0(y,Dv) + g0(y, v))dy :

v = zj on Ej ∩ (0, T )n, j = 1, . . . , N, −
∫

E0∩(0,T )n

v dx = z0

}
. (7.6)

The existence of the limit in (7.5) can be proved as in Proposition 4.1.

Remark 7.4 Following the reasonings of Section 4, we can prove some properties of Φ. Namely, for
(z0, z1, . . . , zN ) ∈ R

N+1 and a function u ∈ W 1,p
# ((0, 1)n; Rm) such that u = zj on Ej for j = 1, . . . , N ,

we define

Φ0
T (z0, z1 . . . , zN ) = inf

{ 1
Tn

∫
E0∩(0,T )n

(f0(y,Dv) + g0(y, v))dy :

v = zj on Ej ∩ (0, T )n, j = 1, 2 . . . , N ; (7.7)

v = u on
N⋃

j=1

Ej ∪ ∂(0, T )n, −
∫

E0∩(0,T )n

vdx = z0

}
. (7.8)

We then have

(i) Φ = Φ0, where Φ0 = limT→+∞ Φ0
T ;

(ii) by the fact that we take u in Proposition 4.1 independent of z0, it can be easily seen that
the mapping z0 �→ Φ0(z0, z1, . . . , zN ) is convex for each z1, . . . , zN ; moreover, (z1, . . . , zN ) �→
Φ0(z0, z1, . . . , zN ) is locally Lipschitz-continuous. In particular, by the growth condition on Φ0

it follows that the functional

I(u0, u1, . . . , uN ) =
∫

Ω

Φ0(u0, u1, . . . , uN )dx

is lower semicontinuous with respect to the weak convergence for u0 and the strong convergence
for u1, . . . , uN in Lp

loc(Ω; Rm) (see [18]);
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(iii) if g0 satisfies a growth condition from below of the type g0(z) ≥ ψ(z), with ψ convex and

lim inf
|z|→+∞

ψ(z)
|z| = +∞, (7.9)

then we have
ΦT (z0, z1, . . . , zN ) ≥ |E0 ∩ (0, 1)n| ψ(z0). (7.10)

Since ΦT are equi-locally Lipschitz-continuous, they converge locally uniformly to Φ. By the growth
condition and the convexity of Φ, we also have

lim
T→+∞

Φ∗∗
T (z0, z1, . . . , zN ) = Φ(z0, z1, . . . , zN ), (7.11)

where Φ∗∗
T indicates the convex envelope of ΦT with respect to the variable z0, at fixed z1, . . . , zN .

Theorem 7.5 (Γ-limit on N+1 phases) Let Fε satisfy the hypotheses of Theorem 3.1, and suppose
in addition that g0 satisfies the growth condition of Remark 7.4(iii). Then the functionals Fε Γ-converge
with respect to the convergence introduced in Definition 7.2 (in the sense explained in Theorem 3.1)
to the functional F 0 defined on Lp(Ω; Rm) × (W 1,p(Ω; Rm))N by

F 0(u0, u1, . . . , uN ) =
N∑

j=1

∫
Ω

(
f j
hom(Duj) + g̃j(uj)

)
dx +

∫
Ω

Φ(u0, u1, . . . , uN )dx. (7.12)

Proof. The proof of the Γ-liminf inequality follows as in Section 5, noting that in the last inequality
of (5.7) we obtain a term of the form∑

i∈IK
ε

εnKnΦK(ui
0,ε, u

i
1,ε, . . . , u

i
N,ε)

where ui
j,ε are defined as in (5.3). After defining uK

j,ε as in (5.9), we obtain

lim inf
ε→0

Fε(uε) ≥
N∑

j=1

∫
Ω

(
f j
hom(Duj) + g̃j(uj)

)
dx

+ lim inf
ε→0

∫
Ω

ΦK(uK
0,ε, u

K
1,ε, . . . , u

K
N,ε)dx

≥
N∑

j=1

∫
Ω

(
f j
hom(Duj) + g̃j(uj)

)
dx

+ lim inf
ε→0

∫
Ω

Φ∗∗
K (uK

0,ε, u
K
1,ε, . . . , u

K
N,ε)dx

≥
N∑

j=1

∫
Ω

(
f j
hom(Duj) + g̃j(uj)

)
dx

+
∫

Ω

Φ∗∗
K (u0, u1, . . . , uN )dx, (7.13)

since
∫
Ω

Φ∗∗
K (u0, u1, . . . , uN ) dx is lower semicontinuous with respect to the Lp-weak (in u0)×(Lp)N -

strong (in u1, . . . , uN ) convergence (see [18]) and uK
j,ε ⇀ uj , for j = 0, . . . , N . We can then let K → +∞

and conclude the proof by (7.11).
As for the proof of the Γ-limsup inequality, it follows exactly that of Section 6, upon remarking

that it suffices to deal with the case where the target function U = (u0, u1, . . . , uN ) is constant in the
first component and linear in the others. If U = (z0, ξ1 · x, . . . , ξN · x), then the construction can be
repeated word for word, taking care of choosing vε

i satisfying −
∫

E0∩(0,K)n vε
i dx = z0.
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7.3 Weak convergence in Lp
loc(Ω; R

m).

At this point, we can easily describe the Γ-limit of Fε with respect to the weak Lp-convergence. In
this case, the limit is a non-local functional.

We suppose that
g0(y, z) ≥ c(|z|p − 1) (7.14)

for all y, z, so that the definition of Γ-limit in the weak topology of Lp can be expressed through the
Γ-liminf and Γ-limsup inequality in the same way as for the strong topology (see [16]).

Theorem 7.6 (Γ-limit with respect to the Lp-weak convergence) Under the hypotheses of The-
orem 3.1, and the additional assumption (7.14) the functionals Fε Γ-converge with respect to the weak
convergence in Lp

loc(Ω; Rm) to the functional Fw
0 (u) given by

Fw
0 (u) = inf

{
F 0(u0, u1, . . . , uN ) :

N∑
j=0

|Ej ∩ (0, 1)n|uj = u
}
.

Proof. To prove the Γ-liminf inequality, let uε ⇀ u. We can suppose (up to extracting a subsequence)
that there exists the limit limε→0 Fε(uε), and that uε ⇀ (u0, u1, . . . , uN ) with

∑N
j=0 |Ej ∩ (0, 1)n|uj =

u; in fact, for every v ∈ C∞
0 (Ω; Rm)

∫
Ω

u · v dx = lim
ε→0

∫
Ω

uε · v dx = lim
ε→0

N∑
j=0

∫
Ω

uεχεEj · v dx

=
N∑

j=0

∫
Ω

uj |Ej ∩ (0, 1)n| · v dx.

By Theorem 7.5 we then obtain

lim
ε→0

Fε(uε) ≥ F 0(u0, u1, . . . , uN ) ≥ Fw
0 (u).

To prove the Γ-limsup inequality, given u ∈ Lp
loc(Ω; Rm) and η > 0, we can choose u0, u1, . . . , uN

such that
∑N

j=0 |Ej ∩ (0, 1)n|uj = u and

F 0(u0, u1, . . . , uN ) ≤ Fw
0 (u) + η.

By Theorem 7.5, there exists uε ⇀ (u0, u1, . . . , uN ) (and hence uε ⇀ u) such that

Fε(uε) → F 0(u0, u1, . . . , uN ),

from which the conclusion easily follows.

7.4 Energies with additional forcing terms

The Γ-limit computed with respect to weak convergences is helpful when studying the functionals
with additional inhomogeneous terms that are continuous with respect to the Lp-norm. Namely, we
can describe the Γ-limit of energies of the form

Fh
ε (u) = Fε(u) −

∫
Ω

h · u dx,

where h ∈ Lp′
(Ω; Rm). In fact, the last term is continuous with respect to the convergence uε ⇀

(u0, . . . , uN ) in the sense that

lim
ε→0

∫
Ω

h · uε dx =
N∑

j=0

|Ej ∩ (0, 1)n|
∫

Ω

h · uj dx,
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so that the Γ-limit is given by

Fh
0 (u0, . . . , uN ) =

N∑
j=1

∫
Ω

(
f j
hom(Duj) + g̃j(uj) − h · uj |Ej ∩ (0, 1)n|

)
dx

+
∫

Ω

(
Φ(u0, u1, . . . , uN ) − h · u0|E0 ∩ (0, 1)n|

)
dx. (7.15)

It is interesting to note that we can also recover the Γ-limit with respect to the convergence
uε → (u1, . . . , uN ) by minimizing out the dependence on u0 in the last integral. For simplicity we deal
with the convex case only. With fixed (u1, . . . , uN ) we have

min
u0

∫
Ω

(
Φ(u0, u1, . . . , uN ) − h · u0|E0 ∩ (0, 1)n|

)
dx

=
∫

Ω

min
z∈Rm

(
Φ(z, u1, . . . , uN ) − h(x) · z|E0 ∩ (0, 1)n|

)
dx

=
∫

Ω

Ψ(h, u1, . . . , uN ) dx,

where

Ψ(t, z1, . . . , zN )

= min
z∈Rm

{
min

{∫
E0∩(0,1)n

(f0(y,Dv) + g0(y, v))dy :

v ∈ W 1,p
# ((0, 1)n; Rm), v = zj on Ej , −

∫
E0∩(0,1)n

vdx = z
}
− t · z

}

= min
z∈Rm

min
{∫

E0∩(0,1)n

(f0(y,Dv) + g0(y, v) − t · v)dy :

v ∈ W 1,p
# ((0, 1)n; Rm), v = zj on Ej , −

∫
E0∩(0,1)n

vdx = z
}

= min
{∫

E0∩(0,1)n

(f0(y,Dv) + g0(y, v) − t · v)dy :

v ∈ W 1,p
# ((0, 1)n; Rm), v = zj on Ej

}
.

Note that the definition of Ψ(t, z1, . . . , zN ) coincides with that of ϕ in Theorem 3.1 (or more
precisely with that in Remark 3.3(2)) when g0(y, v) is replaced by g0(y, v)− t · v (t ∈ R

m fixed). This
observation shows that the functional given by

N∑
j=1

∫
Ω

(
f j
hom(Duj) + g̃j(uj) − h · uj |Ej ∩ (0, 1)n|

)
dx +

∫
Ω

Ψ(h, u1, . . . , uN ) dx

is indeed the Γ-limit of (Fh
ε ) with respect to the convergence uε → (u1, . . . , uN ). In fact, a lower bound

is proven above by pointwise minimization, while an upper bound can be proven by approximation:
if h(x) = t is constant then we can directly apply Theorem 3.1; if it is piecewise constant then
we can construct recovery sequences by reasoning locally, while in the general case we proceed by
approximation of h with piecewise constant functions.

8 Limits with other scalings

In this section we study the Γ-limit of Fε in the case when the scaling factor of the soft phase does
not match the growth conditions. Namely, fixed q > 0 we consider the energies

F q
ε (u) =

N∑
j=1

∫
Ω∩εEj

(
fj

(x

ε
,Du

)
+ gj

(x

ε
, u

))
dx
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+
∫

Ω∩εE0

(
εqf0

(x

ε
,Du

)
+ g0

(x

ε
, u

))
dx, (8.1)

with q being different from p. The computation of the Γ-limit F q
0 of those energies with respect to the

convergence uε → (u1, . . . , uN ) can be reduced to the case p = q by some comparison arguments.
We note the two cases:
(a) 0 < q < p. In this case we obtain

F q
0 (u1, . . . , uN ) =

{
F s(u) if u1 = . . . = uN (= u)
+∞ otherwise;

i.e., F q
0 is equivalent to the limit in the strong Lp-convergence. Note that from the equiboundedness

of the energies Fε(uε) we cannot directly deduce that (uε) is strongly-Lp compact.
If u is affine then the limsup inequality is immediately obtained by constructing a recovery

sequence as for F s(u): if u = ξ ·x, for a fixed η > 0 consider K ∈ N and v1, . . . , vN ∈ W 1,p
# ((0,K)n; Rm)

such that
∫
(0,K)n∩Ej

fj(y,Dvj) dy ≤ Kn(f j
hom(ξ) + η). We set

uε(x) =
N∑

j=1

εΦj

(x

ε

)
uj

(x

ε

)
+ ξ · x,

with Φj as in the proof of Theorem 7.1. Then uε → ξ · x and lim supε→0+ F q
ε (uε) ≤ F s(ξ · x) + Nη, so

that the Γ-limsup inequality is proved by the arbitrariness of η. As usually, the passage from affine to
piecewise-affine, and then to arbitrary u, is standard.

As for the liminf inequality, for a fixed λ > 0 we can use the inequality F q
ε (u) ≥ Gλ

ε (u), valid for
small enough ε, where

Gλ
ε (u) =

N∑
j=1

∫
Ω∩εEj

(
fj

(x

ε
,Du

)
+ gj

(x

ε
, u

))
dx

+
∫

Ω∩εE0

(
λεpf0

(x

ε
,Du

)
+ g0

(x

ε
, u

))
dx. (8.2)

We then obtain a bound from below given by the functional

Gλ
0 (u1, . . . , uN ) =

N∑
j=1

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx +

∫
Ω

ψλ(u1, . . . , uN ) dx

with

ψλ(z1, . . . , zN ) = sup
K∈N\{0}

inf
{ 1

Kn

∫
E0∩(0,K)n

(λf0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p
# ((0,K)n; Rm), v = zj on Ej , j = 1, . . . , N

}
(8.3)

(note that instead of passage to the limit in (8.3) we have equivalently written a supremum). We can
then take the limit (that is a supremum as well) as λ → +∞ and (by the Monotone Convergence
Theorem) obtain the lower bound

sup
λ

Gλ
0 (u1, . . . , uN ) =

N∑
j=1

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx +

∫
Ω

ψ∞(u1, . . . , uN ) dx,

where

ψ∞(z1, . . . , zN ) = sup
λ

sup
K

inf
{ 1

Kn

∫
E0∩(0,K)n

(λf0(y,Dv) + g0(y, v)) dy :
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v ∈ W 1,p
# ((0,K)n; Rm), v = zj on Ej , j = 1, . . . , N

}
= sup

K
sup

λ
inf

{ 1
Kn

∫
E0∩(0,K)n

(λf0(y,Dv) + g0(y, v)) dy :

v ∈ W 1,p
# ((0,K)n; Rm), v = zj on Ej , j = 1, . . . , N

}
= sup

K
inf

{ 1
Kn

∫
E0∩(0,K)n

g0(y, v) dy : Dv = 0,

v ∈ W 1,p
# ((0,K)n; Rm), v = zj on Ej , j = 1, . . . , N

}
.

This last minimum problem is trivial, since either there is no possible test function or (in the case
z1 = . . . = zN (= z)) the only test function is the constant v = z. Hence,

ψ∞(z1, . . . , zN ) =
{

g̃0(z) if z1 = . . . = zN (= z)
+∞ otherwise,

and we recover the desired inequality;
(b) q > p (decoupled phases). In this case the contribution of the soft phase reduces to a constant,

and the Γ-limit is given by

F q
0 (u1, . . . , uN ) =

N∑
j=1

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx + C0|Ω|,

where
C0 =

∫
E0∩(0,1)n

min
s

g0(y, s) dy.

In this case the lower bound is trivial, since

εqf0(y, z) + g0(y, u) ≥ min
s

g0(y, s)

for all z, u. To construct a recovery sequence for (u1, . . . , uN ), with fixed η > 0 we can choose a smooth
1-periodic function u0 with ∫

E0∩(0,1)n

g0(y, u0(y)) dy ≤ C0 + η,

set u0
ε = u0(x/ε) and let (uj

ε) be a recovery sequence for
∫
Ω

f j
hom(Duj)dx converging to uj weakly in

W 1,p(Ω; Rm). Choose Φj as in the proof of Proposition 7.1 with the additional property that

lim sup
ε→0+

N∑
j=1

∫
Ω∩ε(E0∩{Φj>0})

(1 + |uj
ε|p + |u0

ε|p) dx ≤ η. (8.4)

We then define

uε(x) =
N∑

j=0

Φj

(x

ε

)
uj

ε(x),

and estimate

lim sup
ε→0

Fε(uε)

≤
N∑

j=1

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx

+ lim sup
ε→0

∫
Ω∩εE0

(
εqf0

(x

ε
,

N∑
j=0

(1
ε
DΦj

(x

ε

)
uj

ε + Φj

(x

ε

)
Duj

ε

))

+g0

(x

ε
,

N∑
j=0

Φj

(x

ε

)
uj

ε

))
dx.
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The first term in the limsup on the right-hand side is estimated by

N∑
j=0

∫
Ω∩εE0

εqc
(
1 +

1
εp

|uj
ε|p + |Duj

ε|p
)

dx,

and hence vanishes as ε → 0. As for the second term, we can write

∫
Ω∩εE0

g0

(x

ε
,

N∑
j=0

Φj

(x

ε

)
uj

ε

)
dx =

∫
Ω∩εE0

g0

(x

ε
, u0

(x

ε

))
dx

+
N∑

j=1

∫
Ω∩ε(E0∩{Φj>0})

(
g0

(x

ε
,

N∑
j=0

Φj

(x

ε

)
uj

ε

)
− g0

(x

ε
, u0

ε

))
dx.

The last sum can be estimated by cη thanks to (8.4), thus we obtain

lim sup
ε→0

Fε(uε) ≤
N∑

j=1

∫
Ω

(f j
hom(Duj) + g̃j(uj)) dx + |Ω|C0 + cη,

and the desired inequality is proved.
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