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## 1. Introduction

The problem of approximating homeomorphisms with diffeomorphisms is well-studied and much is known. In particular, in the last years, it was deeply investigated how to approximate Sobolev or bi-Sobolev homeomorphisms in the plane. It is now known that any $W^{1, p}$ homeomorphism defined on some open set $\Omega \subseteq \mathbb{R}^{2}$ can be approximated in the strong $W^{1, p}$ sense by diffeomorphisms (for a proof see [9,8], but also [3,15]). What remains open is then to consider the case of bi-Sobolev homeomorphisms, that is, Sobolev homeomorphisms whose inverse is also a Sobolev function. Beside its general interest,

[^0]this question is of primary importance in the study of non-linear elasticity. Up to now, it is only known that an approximation in the strong bi- $W^{1, p}$ sense holds if one considers bi-Lipschitz homeomorphisms (see [5]), or for the special case $p=1$ (see [13]).

In this paper, we give an approximation result for the case of BV homeomorphisms, that is, we show that any BV homeomorphism $u$ in the plane can be approximated by a sequence $\left\{u_{j}\right\}$ of diffeomorphisms (or of piecewise affine homeomorphisms, which is known to be equivalent thanks to [12]). It is important to specify in which sense the sequence converges to the original function: indeed, apart from the case when the BV function is actually in $W^{1,1}$, it is of course impossible to obtain a strong BV convergence, so one has to look for a weak one. There are two notions of weak convergence in BV which are normally used, namely, the weak* convergence and the strict one, which is stronger. We will prove our result by using the "area strict" convergence, introduced in the 1990's by Delladio [6] and recently used by Kristensen, Rindler and Shaw in some papers, see $[10,11,16]$; even if this convergence is less used than the other two weak ones, it is extremely reasonable. In particular, since area strict convergence is even stronger than the strict one, the convergence in particular holds also in both the strict and the weak* sense. The formal definition and a thorough discussion about the area strict convergence are in Section 2, but the idea is very simple; namely, the sequence $u_{j}$ area strict converges to $u$ if it converges strictly, and a part of $D u_{j}$ strongly converges in $L^{1}$ to the absolutely continuous part of $D u$.

Before stating our main result, a couple of comments are useful. First of all, it is known that the inverse of a planar BV homeomorphism is also BV ([7], see also [4, Theorem 1.3]). And in fact, in our construction not only the sequence $\left\{u_{j}\right\}$ area strict converges to $u$, but also the sequence $\left\{u_{j}^{-1}\right\}$ area strict converges to $u^{-1}$. Hence, our result is somehow in the framework of the open question for bi-Sobolev homeomorphisms.

Moreover, for simplicity, in our result we only claim the existence of a sequence of piecewise affine homeomorphisms which converges to $u$; as said above, this automatically implies also the existence of a converging sequence of diffeomorphisms, thanks to [12].

Finally, in our result we will say that each function $u_{j}$ "uniformly coincides with $u$ on $\partial \Omega$ " and is "finitely piecewise affine where possible". The formal definitions of these notions are given in Section 1.1, however they are not really needed to understand the result. Roughly speaking, saying that $u_{j}$ uniformly coincides with $u$ on $\partial \Omega$ simply means that the error $\left|u_{j}-u\right|$ goes to 0 arbitrarily fast when approaching the boundary, while saying that $u_{j}$ is finitely piecewise affine where possible means that it is finitely piecewise affine, instead of simply piecewise affine, whenever it makes sense, for instance if $\Omega$ is a polygon and $u$ is piecewise linear on $\partial \Omega$.

We can now state our result.

Theorem A (Area strict approximation in bi-BV). Let $\Omega \subseteq \mathbb{R}^{2}$ be an open set, and let $u: \Omega \rightarrow \Delta$ be a BV homeomorphism. Then, there exists a sequence $\left\{u_{j}\right\}$ of countably piecewise affine BV homeomorphisms between $\Omega$ and $\Delta$, uniformly coinciding with $u$ on $\partial \Omega$ in the sense of Definition 1.1 and finitely piecewise affine where possible in the sense
of Definition 1.2, so that $\left\{u_{j}\right\}$ and $\left\{u_{j}^{-1}\right\}$ converge uniformly and in the area strict sense to $u$ and $u^{-1}$.

The plan of the paper is the following. In Section 1.1 below we list some basic notation that we are going to use; in Section 2 we present and discuss the notion of area strict convergence in BV; in Section 3 we list several results which have been recently proved and that we are going to use; in Section 4 we define the "Lebesgue squares" and we prove their main properties, and finally in Section 5 we present our construction.

### 1.1. Notation

Here we briefly list the main notation we are going to use through the paper.
Whenever $u$ is a $\operatorname{BV}(\Omega)$ function, we will decompose $D u=\nabla u+D^{s} u$, where $\nabla u$ is the absolutely continuous part of $D u$, while $D^{s} u$ is the singular part. We will use the symbol $\nabla u$ also to denote the density of the measure $\nabla u$ with respect to the Lebesgue measure, thus having $\nabla u \in L^{1}(\Omega)$ : this is a slight abuse of notation, but it simplifies the notation and does not lead to misunderstandings through the paper. Note that, since we work only with BV homeomorphisms, then in particular there is no jump part of $D u$, so $D^{s} u$ is entirely of Cantor type. In particular, $D^{s} u(S)=0$ for every segment $S$.

Whenever $c \in \mathbb{R}^{2}$ and $r>0$, we will denote by $Q(c, r)$ the square with side $2 r$, sides parallel to the coordinate axes, and centered at $c$.

A function $u: \Omega \rightarrow \mathbb{R}^{2}$ is said to be piecewise affine if $\Omega$ can be decomposed as a countable but locally finite union of triangles, on each of which $u$ is affine. The function is said finitely piecewise affine if the above decomposition is a finite one (in particular, $\Omega$ must be a polygon). A Jordan curve $\Gamma: \mathbb{S}^{1} \rightarrow \mathbb{R}^{2}$ is said piecewise linear if $\Gamma$ is a finite union of segments, and given such a curve a function $g: \Gamma \rightarrow \mathbb{R}^{2}$ is said piecewise linear if $\Gamma$ is a finite union of segments on each of which $g$ is linear.

The following two definitions are also used in the paper.
Definition 1.1 (Uniform coincidence at the boundary). Let $\Omega$ be an open set, and fix any continuous, strictly increasing function $\delta \mapsto \eta(\delta)$ with $\eta(0)=0$. Given two homeomorphisms $u, v: \Omega \rightarrow \mathbb{R}^{2}$, we say that $u$ and $v$ uniformly coincide at $\partial \Omega$ if, whenever $x \in \Omega$ has distance less than $\delta$ from $\mathbb{R}^{2} \backslash \Omega$, one has $|u(x)-v(x)|<\eta(\delta)$.

Notice that, if both $u$ and $v$ belong to some Sobolev space $W^{1, p}$, the above definition is stronger than saying that $u-v \in W_{0}^{1, p}$; in particular, not only the traces of $u$ and $v$ coincide on $\partial \Omega$ but also, if both the functions are continuous and one of the two is continuous up to the boundary, then so is also the other one (and the values on the boundary coincide).

Definition 1.2 (Finitely piecewise affine where possible). Let $u$ be a given BV homeomorphism between two open sets $\Omega$ and $\Delta$ in $\mathbb{R}^{2}$, and let $v$ be another BV homeomorphism,
which uniformly coincides with $u$ on $\partial \Omega$. We say that $v$ is finitely piecewise affine where possible if the following holds. Assume that $\Gamma$ is a piecewise linear Jordan curve, contained in $\partial \Omega$ and with positive distance to $\partial \Omega \backslash \Gamma$, such that $u$ is continuous up to $\Gamma$ and piecewise linear there. Then, there exists a neighborhood of $\Gamma$ on which $v$ is finitely piecewise affine.

Notice that, if $\Omega$ is a polygon and $u$ is finitely piecewise linear on $\partial \Omega$, then a piecewise affine function $v$, uniformly coinciding with $u$ on $\partial \Omega$ and "finitely piecewise affine where possible" is actually finitely piecewise affine.

## 2. The area strict convergences

In this section we recall the well-known definitions of strong, weak* and strict convergence, and then we present and discuss the notion of the area strict convergence. Let $u \in \operatorname{BV}(\Omega)$ be given, and let $\left\{u_{j}\right\}_{j \in \mathbb{N}} \subseteq \operatorname{BV}(\Omega)$ be a sequence which strongly converges to $u$ in $L^{1}(\Omega)$. We say that $u_{j}$ strongly converges to $u$, or simply $u_{j} \rightarrow u$, if the measures $D u_{j}$ strongly converge to $D u$, that is, $\left|D u_{j}-D u\right|(\Omega) \rightarrow 0$. This is the standard convergence related to the BV norm. We say that $u_{j}$ weakly* converges to $u$, or $u_{j} \xrightarrow{*} u$, if the measures $D u_{j}$ weakly* converge to $D u$ with respect to the duality with the continuous and bounded functions, that is, for every continuous and bounded function $\phi: \Omega \rightarrow \mathbb{R}$ one has $\int_{\Omega} \phi d D u_{j} \rightarrow \int_{\Omega} \phi d D u$. We say that $u_{j}$ strict converges to $u$ if it weakly* converges, and in addition the total variations $\left|D u_{j}\right|(\Omega)$ converge to the total variation $|D u|(\Omega)$.

In order to introduce the area strict convergence, it is useful to keep in mind that it is always important to have density of the smooth functions. However, smooth functions are clearly not strongly dense in $\operatorname{BV}(\Omega)$ : indeed, if $v$ is any smooth function, then for sure $|D v-D u|(\Omega) \geq\left|D^{s} u\right|(\Omega)$, so the density is obviously false unless $u$ is actually $W^{1,1}$. This is one of the main reasons why one uses the weak* or the strict convergence, since in fact smooth functions are dense in BV in the strict sense. However, notice that if $u_{j}$ is a sequence of smooth functions, the norm convergence of $D u_{j}$ to $D u$ is only prevented by the presence of the singular part $D^{s} u$, while $\nabla u$ is an $L^{1}$ function, so it can clearly be an $L^{1}$ limit of smooth functions. This motivates us to give the following definition.

Definition 2.1 (Area strict convergence). Let $\Omega \subseteq \mathbb{R}^{2}$ be an open set, let $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{2}\right)$, and let $\left\{u_{j}\right\} \in \operatorname{BV}\left(\Omega, \mathbb{R}^{2}\right)$ be a sequence converging to $u$ in $L^{1}(\Omega)$. We say that $\left\{u_{j}\right\}$ converges in the area strict sense to $u$, or $u_{j} \xrightarrow{\text { area }} u$, if it is possible to decompose $D u_{j}=\mu_{j}+\nu_{j}$ with $\left|\mu_{j}-\nabla u\right|(\Omega) \rightarrow 0$ and $\left|\nu_{j}\right|(\Omega) \rightarrow\left|D^{s} u\right|(\Omega)$.

It is clear that this convergence is weaker than the strong one, but stronger than the strict one, and simple examples show that it does not coincide with neither of the two. This notion of convergence was introduced by Delladio in [6], and recently used in [10, $11,16]$, who are only concerned with the case of a bounded domain $\Omega$; their definition is
actually quite different, at a first glance: more precisely, for every function $u \in \operatorname{BV}(\Omega)$ and a set $A \subseteq \Omega$ they introduce the functional

$$
\mathcal{F}(u, A):=\int_{A} \sqrt{1+|\nabla u(x)|^{2}} d x+\left|D^{s} u\right|(A)
$$

and they say that $u_{j}$ area strict converges to $u$ if $u_{j}$ strongly converges to $u$ in $L^{1}$ and $\mathcal{F}\left(u_{j}, \Omega\right) \rightarrow \mathcal{F}(u, \Omega)$. Observe that this definition perfectly justifies the use of the word "area". It is clear that this approach is meaningful only if $\Omega$ has finite measure, since otherwise $\mathcal{F}(u, \Omega)$ is constantly $+\infty$; on the other hand, for sets of finite measure our definition is equivalent to their one, as we show in a moment in Lemma 2.3 below. An interesting link between $L^{1}$ convergence and convergence of functionals of the above form is also in the paper [2]. Observe that, since $t \leq \sqrt{1+t^{2}} \leq t+1$ for every $t$, then for any two BV functions $u$ and $v$ on $\Omega$, and for any $A \subseteq \Omega$, we have

$$
|D u|(A) \leq \mathcal{F}(u, A) \leq|D u|(A)+|A|, \quad|D v|(A) \leq \mathcal{F}(v, A) \leq|D v|(A)+|A|
$$

and as a consequence

$$
\begin{equation*}
|\mathcal{F}(u, A)-\mathcal{F}(v, A)| \leq||D u|(A)-|D v|(A)|+|A| \quad \forall A \subseteq \Omega \tag{2.1}
\end{equation*}
$$

A standard property, which we prove just for the sake of completeness, is the following.
Lemma 2.2. Let $\left\{f_{j}\right\} \in L^{1}(\Omega)$ be a sequence of positive functions which weakly* converges to $f \in L^{1}(\Omega)$, with some set $\Omega$ of finite measure. Then

$$
\begin{equation*}
\int_{\Omega} \sqrt{1+f^{2}} \leq \liminf \int_{\Omega} \sqrt{1+f_{j}^{2}} \tag{2.2}
\end{equation*}
$$

and, if $\int_{\Omega} \sqrt{1+f_{j}^{2}} \rightarrow \int_{\Omega} \sqrt{1+f^{2}}$, then $f_{j} \rightarrow f$ strongly in $L^{1}(\Omega)$.
Proof. Since $t \mapsto \sqrt{1+t^{2}}$ is convex, for every $x, y \in \mathbb{R}$ we have

$$
\sqrt{1+(x+y)^{2}} \geq \sqrt{1+x^{2}}+y \frac{x}{\sqrt{1+x^{2}}}+y^{2} \frac{1}{2\left(1+x^{2}\right)^{3 / 2}} \geq \sqrt{1+x^{2}}+y \frac{x}{\sqrt{1+x^{2}}}
$$

As a first consequence, we have

$$
\int_{\Omega} \sqrt{1+f_{j}^{2}} \geq \int_{\Omega} \sqrt{1+f^{2}}+\int_{\Omega}\left(f_{j}-f\right) \frac{f}{\sqrt{1+f^{2}}}
$$

and, since the latter integral converges to 0 because $f_{j}{ }^{*} f$ in $L^{1}$ while $f /\left(1+f^{2}\right)^{1 / 2} \in$ $L^{\infty}$, we deduce (2.2).

Suppose now that $\int_{\Omega} \sqrt{1+f_{j}^{2}} \rightarrow \int_{\Omega} \sqrt{1+f^{2}}$. Let $\varepsilon>0$ be fixed, and let $M \gg 1$ be such that, calling $A_{M}=\{f>M\}$, one has $\|f\|_{L^{1}\left(A_{M}\right)}+\left|A_{M}\right| / 2 M<\varepsilon$. We have then

$$
\int_{\Omega} \sqrt{1+f_{j}^{2}} \geq \int_{\Omega} \sqrt{1+f^{2}}+\int_{\Omega}\left(f_{j}-f\right) \frac{f}{\sqrt{1+f^{2}}}+\int_{\Omega \backslash A_{M}}\left(f_{j}-f\right)^{2} \frac{1}{2\left(1+f^{2}\right)^{3 / 2}},
$$

and the assumption that $\int_{\Omega} \sqrt{1+f_{j}^{2}} \rightarrow \int_{\Omega} \sqrt{1+f^{2}}$, together with the fact that $(1+$ $\left.f^{2}\right)^{-3 / 2}$ is bounded from below in $\Omega \backslash A_{M}$, implies that $f_{j}-f$ strongly converges to 0 in $L^{2}\left(\Omega \backslash A_{M}\right)$, so in particular $f_{j} \rightarrow f$ in $L^{1}\left(\Omega \backslash A_{M}\right)$. On the other hand, we can also estimate

$$
\begin{aligned}
\int_{\Omega} \sqrt{1+f_{j}^{2}} \geq & \int_{\Omega \backslash A_{M}} \sqrt{1+f^{2}}+\int_{\Omega \backslash A_{M}}\left(f_{j}-f\right) \frac{f}{\sqrt{1+f^{2}}}+\left\|f_{j}\right\|_{L^{1}\left(A_{M}\right)} \\
\geq & \int_{\Omega} \sqrt{1+f^{2}}+\int_{\Omega \backslash A_{M}}\left(f_{j}-f\right) \frac{f}{\sqrt{1+f^{2}}}+\left\|f_{j}\right\|_{L^{1}\left(A_{M}\right)}-\|f\|_{L^{1}\left(A_{M}\right)} \\
& -\frac{1}{2 M}\left|A_{M}\right|
\end{aligned}
$$

Since the last integral converges to 0 because the restriction of $f /\left(1+f^{2}\right)^{1 / 2}$ to $\Omega \backslash A_{M}$ is still a $L^{\infty}$ function, we obtain

$$
\lim \sup \left\|f_{j}\right\|_{L^{1}\left(A_{M}\right)} \leq\|f\|_{L^{1}\left(A_{M}\right)}+\frac{1}{2 M}\left|A_{M}\right|<\varepsilon
$$

Together with the fact that $f_{j} \rightarrow f$ strongly in $L^{1}\left(\Omega \backslash A_{M}\right)$, this gives $\lim \sup \| f_{j}-$ $f \|_{L^{1}(\Omega)}<2 \varepsilon$. Since $\varepsilon$ was arbitrary, we have concluded.

Lemma 2.3. Let $\Omega$ be a set of finite measure, and let $u_{j} \in \operatorname{BV}(\Omega)$ be a sequence which converges in the $L^{1}$ sense to $u \in \operatorname{BV}(\Omega)$. Then $\mathcal{F}(u, \Omega) \leq \liminf \mathcal{F}\left(u_{j}, \Omega\right)$, and $u_{j}$ converges in the area strict sense to $u$ if and only if $\mathcal{F}\left(u_{j}, \Omega\right) \rightarrow \mathcal{F}(u, \Omega)$.

Proof. We divide the proof in three short steps.
Step I.The area strict convergence implies the convergence of the functional.
First of all, let us assume that $u_{j} \xrightarrow{\text { area }} u$ and let $\mu_{j}$ and $\nu_{j}$ be as in Definition 2.1. Then, let $\varepsilon>0$ be given, and let $\delta \leq \varepsilon$ be such that $\|\nabla u\|_{L^{1}(B)}<\varepsilon$ for every set $B$ with measure $|B|<\delta$. Let then $A_{\delta}$ be an open set on which $D^{s} u$ is concentrated, with $\left|A_{\delta}\right|<\delta$, so that

$$
\begin{equation*}
\|\nabla u\|_{L^{1}\left(A_{\delta}\right)}<\varepsilon, \quad\left|\mu_{j}\right|\left(A_{\delta}\right)<2 \varepsilon \tag{2.3}
\end{equation*}
$$

where the second inequality holds for every $j \gg 1$, since $\mu_{j} \rightarrow \nabla u$ in the sense of measures. Since $D u_{j}$ is bounded in measure and $u_{j} \xrightarrow{L^{1}} u$, we have that $u_{j}{ }^{*} u$, hence $\nu_{j}{ }^{*} D^{s} u$ in the sense of measures. Thus, being $\Omega \backslash A_{\delta}$ closed, we have

$$
0=\left|D^{s} u\right|\left(\Omega \backslash A_{\delta}\right) \geq \limsup \left|\nu_{j}\right|\left(\Omega \backslash A_{\delta}\right),
$$

from which we obtain

$$
\begin{equation*}
\left|\nu_{j}\right|\left(\Omega \backslash A_{\delta}\right)<\varepsilon \tag{2.4}
\end{equation*}
$$

for $j \gg 1$. Then

$$
\begin{equation*}
\left|D u_{j}-D u\right|\left(\Omega \backslash A_{\delta}\right) \leq\left|\mu_{j}-\nabla u\right|\left(\Omega \backslash A_{\delta}\right)+\left|\nu_{j}\right|\left(\Omega \backslash A_{\delta}\right)<2 \varepsilon \tag{2.5}
\end{equation*}
$$

as soon as $j \gg 1$, again keeping in mind that $\mu_{j} \rightarrow \nabla u$ in the sense of measures. Recalling that $t \mapsto \sqrt{1+t^{2}}$ is 1 -Lipschitz, for $j \gg 1$ and by (2.1), (2.5), (2.3) and (2.4), we can then evaluate

$$
\begin{aligned}
\left|\mathcal{F}(u, \Omega)-\mathcal{F}\left(u_{j}, \Omega\right)\right| & \leq\left|\mathcal{F}\left(u, \Omega \backslash A_{\delta}\right)-\mathcal{F}\left(u_{j}, \Omega \backslash A_{\delta}\right)\right|+\left|\mathcal{F}\left(u, A_{\delta}\right)-\mathcal{F}\left(u_{j}, A_{\delta}\right)\right| \\
& \leq\left|D u_{j}-D u\right|\left(\Omega \backslash A_{\delta}\right)+\left||D u|\left(A_{\delta}\right)-\left|D u_{j}\right|\left(A_{\delta}\right)\right|+\left|A_{\delta}\right| \\
& \leq 3 \varepsilon+\left|\left|D^{s} u\right|(\Omega)-\left|\nu_{j}\right|(\Omega)\right|+\|\nabla u\|_{L^{1}\left(A_{\delta}\right)}+\left|\mu_{j}\right|\left(A_{\delta}\right)+\left|\nu_{j}\right|\left(\Omega \backslash A_{\delta}\right) \\
& \leq 7 \varepsilon+\left|\left|D^{s} u\right|(\Omega)-\left|\nu_{j}\right|(\Omega)\right| \leq 8 \varepsilon,
\end{aligned}
$$

where the last inequality holds for $j \gg 1$ by area strict convergence. Hence, $\mathcal{F}\left(u_{j}, \Omega\right) \rightarrow$ $\mathcal{F}(u, \Omega)$.

Step II. Lower semicontinuity of $\mathcal{F}$.
Let us show that $\mathcal{F}(u, \Omega) \leq \lim \inf \mathcal{F}\left(u_{j}, \Omega\right)$. There is nothing to prove if the liminf is $+\infty$, so we can assume without loss of generality, and up to a subsequence, that $\mathcal{F}\left(u_{j}, \Omega\right)$ is bounded, hence that the measures $D u_{j}$ are bounded. Let for a moment $\varepsilon>0$ be fixed, and let $C \subset \subset \Omega$ be a compact, negligible set such that $\left|D^{s} u\right|(\Omega \backslash C)<\varepsilon$. Let also $\delta=\delta(\varepsilon)<\varepsilon$ be chosen in such a way that the open set $A_{\varepsilon}=\{x \in \Omega: \operatorname{dist}(x, C)<\delta\}$ satisfies

$$
\begin{equation*}
|D u|\left(\partial A_{\varepsilon}\right)=\left|D u_{j}\right|\left(\partial A_{\varepsilon}\right)=0 \quad \forall j \in \mathbb{N}, \quad\left|A_{\varepsilon}\right|<\varepsilon, \quad\|\nabla u\|_{L^{1}\left(A_{\varepsilon}\right)}<\varepsilon \tag{2.6}
\end{equation*}
$$

Let us then call $\mu_{j}^{\varepsilon}=D u_{j}\left\llcorner\left(\Omega \backslash A_{\varepsilon}\right)\right.$ and $\nu_{j}^{\varepsilon}=D u_{j}\left\llcorner A_{\varepsilon}=D u_{j}-\mu_{j}^{\varepsilon}\right.$. Since the sequences $\mu_{j}^{\varepsilon}$ and $\nu_{j}^{\varepsilon}$ are bounded, up to a subsequence we have that $\mu_{j}^{\varepsilon} \xrightarrow{*} \mu^{\varepsilon}$ and $\nu_{j}^{\varepsilon} \xrightarrow{*} \nu^{\varepsilon}$ with $\mu^{\varepsilon}+\nu^{\varepsilon}=D u$. Since $A_{\varepsilon}$ and $\Omega \backslash \overline{A_{\varepsilon}}$ are open sets, one has

$$
\begin{equation*}
\left|\mu^{\varepsilon}\right|\left(A_{\varepsilon}\right) \leq \liminf \left|\mu_{j}^{\varepsilon}\right|\left(A_{\varepsilon}\right)=0, \quad\left|\nu^{\varepsilon}\right|\left(\Omega \backslash \overline{A_{\varepsilon}}\right) \leq \liminf \left|\nu_{j}^{\varepsilon}\right|\left(\Omega \backslash \overline{A_{\varepsilon}}\right)=0 \tag{2.7}
\end{equation*}
$$

Let us now call $H_{\xi}=\{x \in \Omega: \delta-\xi<\operatorname{dist}(x, C)<\delta+\xi\}$. Since $H_{\xi}$ is open, as well as $\Omega \backslash \overline{H_{\xi}}$, we have

$$
\left|\mu^{\varepsilon}\right|(\partial C) \leq\left|\mu^{\varepsilon}\right|\left(H_{\xi}\right) \leq \liminf _{j \rightarrow \infty}\left|D u_{j}\right|\left(H_{\xi} \backslash A_{\varepsilon}\right) \leq \limsup _{j \rightarrow \infty}\left|D u_{j}\right|\left(\overline{H_{\xi}}\right) \leq|D u|\left(\overline{H_{\xi}}\right),
$$

and since the latter goes to 0 for $\xi \searrow 0$ we deduce that $\mu^{\varepsilon}(\partial C)=0$. From (2.7) and (2.6) we derive then

$$
\mu^{\varepsilon}=D u\left\llcorner\left(\Omega \backslash A_{\varepsilon}\right), \quad \nu^{\varepsilon}=D u\left\llcorner A_{\varepsilon}\right.\right.
$$

Notice that, by (2.6) and since $\left|D^{s} u\right|\left(\Omega \backslash A_{\varepsilon}\right)<\varepsilon$, if $\varepsilon \searrow 0$, then $\mu^{\varepsilon}$ and $\nu^{\varepsilon}$ strongly converge to $\nabla u$ and $D^{s} u$ respectively. As a consequence, with a standard triangular argument, we can call $\mu_{j}^{\prime}=\mu_{j}^{\varepsilon_{j}}$ and $\nu_{j}^{\prime}=\nu_{j}^{\varepsilon_{j}}$ for a suitable sequence $\varepsilon_{j}$, going to 0 slowly enough so that

$$
\mu_{j}^{\prime} \stackrel{*}{\rightharpoonup} \nabla u, \quad \nu_{j}^{\prime} \stackrel{*}{\Perp} D^{s} u .
$$

Finally, let us call $\alpha_{j}$ the singular part of $\mu_{j}^{\prime}$ and let

$$
\mu_{j}=\mu_{j}^{\prime}-\alpha_{j}, \quad \nu_{j}=\nu_{j}^{\prime}+\alpha_{j} .
$$

Notice that $\alpha_{j}$ strongly converges to 0 , so also $\mu_{j}$ and $\nu_{j}$ weak* converge to $\nabla u$ and $D^{s} u$. However, $\mu_{j} \in L^{1}(\Omega)$. Observe that

$$
\begin{aligned}
\mathcal{F}\left(u_{j}, \Omega\right) & =\mathcal{F}\left(u_{j}, \Omega \backslash A_{\varepsilon_{j}}\right)+\mathcal{F}\left(u_{j}, A_{\varepsilon_{j}}\right)=\int_{\Omega \backslash A_{\varepsilon_{j}}} \sqrt{1+\left|\mu_{j}\right|^{2}}+\left|\alpha_{j}\right|(\Omega)+\mathcal{F}\left(u_{j}, A_{\varepsilon_{j}}\right) \\
& \geq \int_{\Omega \backslash A_{\varepsilon_{j}}} \sqrt{1+\left|\mu_{j}\right|^{2}}+\left|\alpha_{j}\right|(\Omega)+\left|\nu_{j}^{\prime}\right|(\Omega)=\int_{\Omega} \sqrt{1+\left|\mu_{j}\right|^{2}}+\left|\nu_{j}\right|(\Omega)-\left|A_{\varepsilon_{j}}\right|
\end{aligned}
$$

By Lemma 2.2 we can then evaluate

$$
\begin{align*}
\mathcal{F}(u, \Omega) & =\int_{\Omega} \sqrt{1+|\nabla u|^{2}}+\left|D^{s} u\right|(\Omega) \leq \liminf \int_{\Omega} \sqrt{1+\left|\mu_{j}\right|^{2}}+\liminf \left|\nu_{j}\right|(\Omega) \\
& \leq \liminf \int_{\Omega} \sqrt{1+\left|\mu_{j}\right|^{2}}+\left|\nu_{j}\right|(\Omega) \leq \liminf \mathcal{F}\left(u_{j}, \Omega\right) \tag{2.8}
\end{align*}
$$

The lower semicontinuity of $\mathcal{F}$ is then obtained.
Step III. The convergence of the functional implies the area strict convergence.
To conclude, let us assume that $\mathcal{F}\left(u_{j}, \Omega\right) \rightarrow \mathcal{F}(u, \Omega)$. We define the sequences $\left\{\mu_{j}\right\}$ and $\left\{\nu_{j}\right\}$ as in Step II, so that the inequality (2.8) holds true, and it must actually be an equality. This implies at once that $\left|\nu_{j}\right|(\Omega) \rightarrow\left|D^{s} u\right|(\Omega)$, and that $\int_{\Omega} \sqrt{1+\left|\mu_{j}\right|^{2}} \rightarrow$ $\int_{\Omega} \sqrt{1+|\nabla u|^{2}}$, which in turn gives $\mu_{j} \rightarrow \nabla u$ strongly in $L^{1}(\Omega)$ by Lemma 2.2.

We conclude this section with a known technical result, which represents a link between the directional derivatives of a BV function and the derivatives of the onedimensional sections, and with a final remark.

Lemma 2.4 ([1], Theorem 3.103). Let $Q$ be a square, and let $u \in \operatorname{BV}(Q)$. Then, for almost every $y$ the function $u_{y}(x)=u(x, y)$ is a BV one-dimensional function, and moreover $D_{1} u=D u_{y} d y$, where $D u_{y}$ is the derivative of the BV function $u_{y}$.

Remark 2.5. Let us notice that, in the proof of the Lemma 2.3, we did not really use the fact that the integrand is precisely $\sqrt{1+t^{2}}$, but only that it is a strictly convex function linear at infinity (so, in particular, Lipschitz). Therefore, the very same proof actually shows that the area strict convergence on sets with finite measure is equivalent to the convergence of the functional

$$
\mathcal{F}_{\phi}(v, A):=\int_{A} \phi(|\nabla v(x)|) d x+\phi_{\infty}\left|D^{s} v\right|(A) \quad \forall v \in \mathrm{BV}(\Omega), A \subseteq \Omega
$$

for any positive, strictly convex function $\phi$ with recession $\phi_{\infty}=\lim _{t \rightarrow \infty} \phi(t) / t<\infty$.

## 3. Preliminaries

This section is devoted to present several known results, which have been proved in the last few years, and which we will need later. We start with two geometrical facts taken from [8]: the first one is a simplified version of [8, Proposition 4.18], and the second one is $[8$, Theorem 3.1].

Lemma 3.1. Let $\Gamma=\cup_{j=1}^{P} \mathcal{S}_{j}$ be a finite union of segments in the interior of $\Omega$, and let $\Gamma_{0}$ be a collection of some of these segments. Moreover, let $\xi>0$ be a fixed constant, and $g: \Gamma \rightarrow \mathbb{R}^{2}$ be a given injective function. Then, inside each segment $\mathcal{S}_{j}$ there are finitely many essentially disjoint subsegments $\mathcal{S}_{j}^{i}$, each of which with length at most $\xi$, such that the following holds. Every segment $\mathcal{S}_{j}^{i}$ lies entirely within a distance $\xi$ from $\Gamma_{0}$, so in particular if $\mathcal{S}_{j}$ has distance larger than $\xi$ from $\Gamma_{0}$ there is no segment $\mathcal{S}_{j}^{i}$; on the other hand, if $\mathcal{S}_{j} \in \Gamma_{0}$ then the union of the segments $\mathcal{S}_{j}^{i}$ is the whole $\mathcal{S}_{j}$. Moreover, defining $\varphi: \Gamma \rightarrow \mathbb{R}^{2}$ the function which is linear on each segment $\mathcal{S}_{j}^{i}$, coinciding with $g$ on the two endpoints of $\mathcal{S}_{j}^{i}$, and which coincides with $g$ outside the union of the segments $\mathcal{S}_{i}^{j}$, we have that $\varphi$ is still injective.

Theorem 3.2. There exist two purely geometric positive constants $\bar{\varepsilon}$ and $K$ such that, if $Q$ is a square of side $2 r, \varphi: \partial Q \rightarrow \mathbb{R}^{2}$ is a piecewise linear and injective function, $M$ is a matrix with $\operatorname{det} M=0$, and

$$
|D \varphi-M \cdot \tau|(\partial Q) \leq r\|M\| \bar{\varepsilon}
$$

where $\tau$ denotes the tangent direction on $\partial Q$, then there exists a finitely piecewise affine extension $v: Q \rightarrow \mathbb{R}^{2}$ of $\varphi$ such that

$$
\begin{equation*}
\int_{Q}|D v-M| \leq K r|D \varphi-M \cdot \tau|(\partial Q) \tag{3.1}
\end{equation*}
$$

Let us now recall some useful results about planar homeomorphisms of bounded variations. The first one generalizes to the BV setting the simple identity $\|D u\|_{L^{1}(\Omega)}=$ $\left\|D u^{-1}\right\|_{L^{1}(u(\Omega))}$ that holds for planar bi-Sobolev homeomorphisms, and it was proved in [4, Theorem 1.3].

Theorem 3.3. Let $\Omega, \Delta \subseteq \mathbb{R}^{2}$ be open and suppose that $u: \Omega \rightarrow \Delta$ is a homeomorphism. Then $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{2}\right)$ if and only if $u^{-1} \in \operatorname{BV}\left(\Delta, \mathbb{R}^{2}\right)$. Moreover, for every $A \subseteq \Omega$ one has

$$
|D u|(A)=\left|D u^{-1}\right|(u(A)) .
$$

We present now some results contained in the paper [14], which is appearing contemporarely to this one. Let $\mathcal{R}$ be a rectangle with the sides parallel to the coordinate axes, and let $\partial \mathcal{R}$ be its boundary. For every Jordan curve $\varphi: \partial \mathcal{R} \rightarrow \mathbb{R}^{2}$, we will call $\mathcal{P}=\mathcal{P}(\varphi)$ the internal part of this curve, that is, the closed, bounded, connected component of $\mathbb{R}^{2} \backslash \varphi(\partial \mathcal{R})$; since we will almost always consider piecewise linear maps $\varphi$, the sets $\mathcal{P}$ will usually be polygons. We define the "minimal energy of $\varphi$ " as follows.

Definition 3.4. Let $\mathcal{R}=\left[a^{-}, a^{+}\right] \times\left[b^{-}, b^{+}\right]$be a rectangle, and let $\varphi: \partial \mathcal{R} \rightarrow \mathbb{R}^{2}$ and $\mathcal{P}$ be a Jordan curve and its internal part. For every $x, y \in \mathcal{P}$, we call $d_{\mathcal{P}}(x, y)$ the geodesic distance in $\mathcal{P}$ between $x$ and $y$, that is, the length of the shortest path connecting $x$ and $y$ inside $\mathcal{P}$. The minimal energy of $\varphi$ is the number

$$
\Psi(\varphi)=\int_{a^{-}}^{a^{+}} d_{\mathcal{P}}\left(\varphi\left(t, b^{-}\right), \varphi\left(t, b^{+}\right)\right) d t+\int_{b^{-}}^{b^{+}} d_{\mathcal{P}}\left(\varphi\left(a^{-}, t\right), \varphi\left(a^{+}, t\right)\right) d t
$$

The reason for the name comes from the following simple result (actually much more is true, namely, the "minimal energy" is really the minimal one, without multiplicative constants, as soon as one considers the Manhattan distance instead of the Euclidean one, see [14, Theorem A]).

Lemma 3.5. Let $u: \Omega \rightarrow \Delta$ be a BV homeomorphism, let $\mathcal{R} \subset \subset \Omega$ be a rectangle, and let $\varphi$ be the restriction of $u$ to $\partial \mathcal{R}$. Then $|D u|(\mathcal{R}) \geq \frac{\sqrt{2}}{2} \Psi(\varphi)$.

Proof. For simplicity of notation, we assume that $\mathcal{R}=[0,1]^{2}$ is the unit square. Keep in mind that, if $\mathcal{S} \subseteq \mathbb{R}^{2}$ is a segment and $\psi: \mathcal{S} \rightarrow \mathbb{R}^{2}$ is a continuous BV curve,
then the total variation $|D \psi|(\mathcal{S})$ is greater than or equal to the length of the curve; in particular, by Lemma 2.4, for almost every $0 \leq t \leq 1$, if we call $\mathcal{S}_{t}$ the horizontal segment $\{(s, t), 0 \leq s \leq 1\}$ and $\psi$ the restriction of $u$ to $\mathcal{S}_{t}$, we get

$$
\left|D_{1} u\right|\left(S_{t}\right)=|D \psi|\left(\mathcal{S}_{t}\right) \geq d_{\mathcal{P}}(\varphi(0, t), \varphi(1, t))
$$

where the last inequality is due to the fact that $\psi$ is a curve contained in $\mathcal{P}(\varphi)$ and connecting $\varphi(0, t)$ with $\varphi(1, t)$. Similarly, calling $\mathcal{S}^{t}$ the vertical segment $\{(t, s), 0 \leq$ $s \leq 1\}$, we have

$$
\left|D_{2} u\right|\left(\mathcal{S}^{t}\right) \geq d_{\mathcal{P}}(\varphi(t, 0), \varphi(t, 1))
$$

Finally, just by integrating, directly by Definition 3.4 we get

$$
\sqrt{2}|D u|(\mathcal{R}) \geq\left|D_{1} u\right|(\mathcal{R})+\left|D_{2} u\right|(\mathcal{R})=\int_{t=0}^{1}\left|D_{1} u\right|\left(\mathcal{S}_{t}\right)+\int_{t=0}^{1}\left|D_{2} u\right|\left(\mathcal{S}^{t}\right) \geq \Psi(\varphi)
$$

which concludes the proof.

We now see how the function $\Psi$ varies if we slightly modify the boundary value $\varphi$. More precisely, we will consider the following variations of a boundary value.

Definition 3.6 ( $\eta$-linearization of a Jordan curve). Let $g: \partial \mathcal{R} \rightarrow \mathbb{R}^{2}$ be a given Jordan curve, let $\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots, \mathcal{S}_{P}$ be finitely many essentially disjoint segments in $\partial \mathcal{R}$. We define the continuous curve $\varphi: \partial \mathcal{R} \rightarrow \mathbb{R}^{2}$ as the function which coincides with $g$ on $\partial \mathcal{R} \backslash \bigcup_{i=1}^{P} \mathcal{S}_{i}$, and which is the segment connecting the images under $g$ of the two endpoints with constant speed in each $\mathcal{S}_{i}$. We say that $\varphi$ is an $\eta$-linearization of $g$, for $\eta>0$ much smaller than the diameter of $g(\partial \mathcal{R})$, if $\varphi$ is injective and, for every $1 \leq i \leq P$, the curve $g$ on $\mathcal{S}_{i}$ has length smaller than $\eta$ and intersects $\varphi$ only within the segment $\varphi\left(\mathcal{S}_{i}\right)$ (but not necessarily only at the endpoints of this segment).

The next three results are taken from [14], in particular the first one is [14, Corollary 4.3], the second is an obvious consequence of [14, Theorem A], and the third one is [14, Theorem 1.4 and Remark 4.4]. Notice that, also by Theorem 3.3, the last result is exactly the same as our Theorem A, except that the area strict convergence is replaced by the (weaker) strict convergence.

Lemma 3.7. Let $g: \partial \mathcal{R} \rightarrow \mathbb{R}^{2}$ be a Jordan curve and let $\varphi$ be an $\eta$-linearization. Then

$$
\Psi(\varphi) \leq \Psi(g)+\eta \mathscr{H}^{1}(\partial \mathcal{R})
$$

Proposition 3.8. Let $\mathcal{R}$ be a rectangle, and let $\varphi: \partial \mathcal{R} \rightarrow \mathbb{R}^{2}$ be a continuous injective function. Then, there exists a piecewise affine homeomorphism $v: \mathcal{R} \rightarrow \mathbb{R}^{2}$ such that $v=\varphi$ on $\partial \mathcal{R}$ and

$$
\int_{\mathcal{R}}|D v| \leq \Psi(\varphi) .
$$

Moreover, if $\varphi$ is piecewise linear then the function $v$ can be taken finitely piecewise affine.

Theorem 3.9. Let $\Omega \subseteq \mathbb{R}^{2}$ be an open set, and let $u: \Omega \rightarrow \Delta$ be a BV homeomorphism. Then, there exists a sequence $\left\{u_{j}\right\}$ of countably piecewise affine BV homeomorphisms between $\Omega$ and $\Delta$, uniformly coinciding with $u$ on $\partial \Omega$ in the sense of Definition 1.1 and finitely piecewise affine where possible in the sense of Definition 1.2, such that $\left\{u_{j}\right\}$ and $\left\{u_{j}^{-1}\right\}$ converge uniformly and strictly to $u$ and $u^{-1}$.

## 4. Definition and properties of the Lebesgue squares

This section is devoted to the definition and the study of the "Lebesgue squares", which are, roughly speaking, squares inside the domain where the function is sufficiently close to an affine mapping. The same concept has been already successfully used several times in the last years (see for instance [5,13,8]), but always in the framework of Sobolev or bi-Sobolev functions. As a consequence, we need now to give a more general definition, to cover also the case of BV homeomorphisms.

Definition 4.1 (Lebesgue squares). Let $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{2}\right)$ be a homeomorphism, and let $c \in \Omega$ and $r>0$ be such that $Q(c, 3 r) \subset \subset \Omega$. We say that $Q(c, r)$ is a Lebesgue square corresponding to the matrix $M \in \mathbb{R}^{2 \times 2}$ and to the constant $\delta \leq 1$ if

$$
|D u-M|(Q(c, 3 r))<r^{2} \delta .
$$

The main utility of the Lebesgue squares comes from the following simple fact, which ensures that in such a square the function $u$ is uniformly close to an affine function $\omega$ with $D \omega=M$. The very same result has been already noticed and used several times for Sobolev functions, see for instance [8, Lemma 4.3]; the proof in the more general framework of BV functions is also very similar, one only has to be careful that $D u$ is a measure instead of an $L^{1}$ function.

Lemma 4.2. Let $Q=Q(c, r)$ be a Lebesgue square with matrix $M$ and constant $\delta$. For every $\varepsilon>0$ there exists $\bar{\delta}=\bar{\delta}(\varepsilon,\|M\|) \ll \varepsilon$ such that if $\delta \leq \bar{\delta}$, then

$$
\begin{equation*}
\|u-\omega\|_{L^{\infty}(Q(c, 2 r))} \leq \varepsilon r \tag{4.1}
\end{equation*}
$$

where $\omega: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a suitable affine function satisfying $D \omega=M$. If in addition $\operatorname{det} M>0$, then, provided $\delta \leq \bar{\delta}^{\prime}(\varepsilon,\|M\|$, $\operatorname{det} M)$,

$$
\begin{align*}
\omega(Q(c,(1-\varepsilon) r)) & \subseteq u\left(Q\left(c,\left(1-\frac{2}{3} \varepsilon\right) r\right)\right) \subseteq w\left(Q\left(c,\left(1-\frac{\varepsilon}{3}\right) r\right)\right) \subseteq u(Q)  \tag{4.2}\\
& \subseteq \omega(Q(c,(1+\varepsilon) r))
\end{align*}
$$

Proof. Without loss of generality, we can assume that $Q$ is centered at the origin. By Lemma 2.4 we decompose $D_{1} u=D u_{y} d y$ and $D_{2} u=D u^{x} d x$, where, for almost every $x, y, D u_{y}$ and $D u^{x}$ are the derivatives of the BV functions $u_{y}$ and $u^{x}$, being $u_{y}(t)=$ $u(t, y)$ and $u^{x}(t)=u(x, t)$.

Let then $R$ be a large constant, to be specified later: we define

$$
\begin{aligned}
A & =\left\{x \in(-3 r, 3 r):\left|D u^{x}-M_{2}\right|(-3 r, 3 r) \leq R \delta r\right\} \\
B & =\left\{y \in(-3 r, 3 r):\left|D u_{y}-M_{1}\right|(-3 r, 3 r) \leq R \delta r\right\}
\end{aligned}
$$

where $M_{1}$ and $M_{2}$ are the two rows of the matrix $M$, and we notice that by the definition of Lebesgue square we have

$$
\begin{equation*}
|(-3 r, 3 r) \backslash A|<\frac{r}{R}, \quad|(-3 r, 3 r) \backslash B|<\frac{r}{R} \tag{4.3}
\end{equation*}
$$

Let us now select a point $a=\left(a_{1}, a_{2}\right)$ such that $a_{1} \in A, a_{2} \in B$, and let us define the auxiliary BV functions $\omega(z)=M(z-a)+u(a)$, and $\psi(z)=u(z)-\omega(z)$. For every $x \in A, y \in(-3 r, 3 r)$, then, since $\psi(a)=0$ we have

$$
\begin{align*}
|\psi(x, y)| & \leq\left|\psi(x, y)-\psi\left(x, a_{2}\right)\right|+\left|\psi\left(x, a_{2}\right)-\psi\left(a_{1}, a_{2}\right)\right|  \tag{4.4}\\
& \leq\left|D u^{x}-M_{2}\right|\left(a_{2}, y\right)+\left|D u_{a_{2}}-M_{1}\right|\left(x, a_{1}\right) \leq 2 R \delta r
\end{align*}
$$

and the obvious modification of the argument implies that the estimate holds true also for $x \in(-3 r, 3 r), y \in B$.

Let now ( $x, y$ ) be any point in $Q(c, 2 r)$; thanks to (4.3) we can select $x^{-}<x<x^{+}$ and $y^{-}<y<y^{+}$such that $x^{ \pm} \in A, y^{ \pm} \in B$, and $\left|x^{+}-x^{-}\right|<r / R,\left|y^{+}-y^{-}\right|<r / R$. Let us call for a moment $\mathcal{R}$ the rectangle with vertices $\left(x^{ \pm}, y^{ \pm}\right)$. The curve $\omega(\partial \mathcal{R})$ is a small parallelogram around $\omega(x, y)$, with diameter at most $\sqrt{2} r\|M\| / R$; moreover, (4.4) holds for every point of $\partial \mathcal{R}$, thus $\psi=u-\omega$ is uniformly bounded by $2 R \delta r$ on $\partial \mathcal{R}$; therefore, the curve $u(\partial \mathcal{R})$ is entirely contained within distance $2 R \delta r+\sqrt{2} r\|M\| / R$ from $\omega(x, y)$. Since $u$ is a homeomorphism, $u(x, y)$ is inside this curve, hence we get

$$
|\psi(x, y)|=|u(x, y)-\omega(x, y)| \leq 2 R \delta r+\sqrt{2} \frac{r}{R}\|M\|<\varepsilon r
$$

where the last inequality holds as soon as $R$ has been chosen large enough, depending on $\varepsilon$ and on $\|M\|$, and then $\bar{\delta}$ has been chosen small enough, depending on $\varepsilon$ and $R$, so ultimately on $\varepsilon$ and $\|M\|$. Since $(x, y) \in Q(c, 2 r)$ was an arbitrary point, we obtain (4.1).

To conclude, let us assume that $\operatorname{det} M>0$. Then, observe that the validity of all the inclusions (4.2) holds true as soon as we have the uniform bound

$$
\|u-\omega\|_{L^{\infty}(Q(c, 2 r))}<\nu \varepsilon r
$$

for a geometrical constant $\nu>0$ only depending on $\|M\|$ and on $\operatorname{det} M$. Notice that this estimate has the same form as (4.1); therefore, to get it we can simply modify the definition of $R$ and of $\bar{\delta}$ done before, in fact one has just to choose $R^{\prime}=R / \nu$ and $\bar{\delta}^{\prime} \leq \nu^{2} \bar{\delta}$. As a consequence, the proof is concluded by replacing the constant $\bar{\delta}(\varepsilon,\|M\|)$ with the smaller constant $\bar{\delta}^{\prime}(\varepsilon,\|M\|$, $\operatorname{det} M)$.

From the above calculations on the Lebesgue squares, we can derive the following useful property about the energy.

Corollary 4.3. Let $Q(c, r)$ be a Lebesgue square corresponding to the matrix $M$ and the constant $\delta$. Then, one has

$$
\begin{equation*}
\mathcal{F}(u, Q) \geq\left(4 \sqrt{\|M\|^{2}+1}-\delta\right) r^{2}, \quad \mathcal{F}\left(u^{-1}, u(Q)\right) \geq|D u|(Q), \tag{4.5}
\end{equation*}
$$

and, if $\varepsilon>0$ is given, $\operatorname{det} M \neq 0$, and $\delta \leq \bar{\delta}^{\prime}(\varepsilon,\|M\|$, $\operatorname{det} M)$, it is also

$$
\begin{equation*}
\mathcal{F}\left(u^{-1}, u(Q)\right) \geq|u(Q)|\left(\sqrt{1+\left\|M^{-1}\right\|^{2}}-\alpha\right) \tag{4.6}
\end{equation*}
$$

where $\alpha=\alpha(\varepsilon,\|M\|, \operatorname{det} M)$ is an explicitely computable constant, which converges to 0 if $\varepsilon \searrow 0$ while $\|M\|$ and $1 / \operatorname{det} M$ remain bounded from above.

Proof. Since $Q=Q(c, r)$ is a Lebesgue square, and since the function $t \mapsto \sqrt{1+t^{2}}$ is 1-Lipschitz, then

$$
\left|\mathcal{F}(u, Q)-\int_{Q} \sqrt{\|M\|^{2}+1}\right| \leq|D u-M|(Q)<\delta r^{2}
$$

from which the first estimate in (4.5) holds. Moreover, by Theorem 3.3 and the fact that $\sqrt{1+t^{2}} \geq t$ we have

$$
\mathcal{F}\left(u^{-1}, u(Q)\right) \geq\left|D u^{-1}\right|(u(Q))=|D u|(Q),
$$

hence also the second estimate in (4.5) is established.
Concerning (4.6), let us fix a constant $\varepsilon>0$, and assume that $\operatorname{det} M \neq 0$ and $\delta \leq$ $\bar{\delta}^{\prime}(\varepsilon,\|M\|$, $\operatorname{det} M)$. Let $\omega$ be the affine function given by Lemma 4.2, and consider the parallelogram $T=\omega(Q(c,(1-\varepsilon) r))$, which is contained in $u(Q)$ by (4.2). Since $D \omega=M$, for every $a, b \in \mathbb{R}^{2}$ one has

$$
|\omega(a)-\omega(b)| \geq \frac{\operatorname{det} M}{\|M\|}|a-b|
$$

Hence, for any $z \in T$, calling $\tilde{z}=\omega^{-1}(z)$ and $\hat{z}=u^{-1}(z)$, by (4.1) we have

$$
r \varepsilon \geq|\omega(\hat{z})-u(\hat{z})|=|\omega(\hat{z})-\omega(\tilde{z})| \geq \frac{\operatorname{det} M}{\|M\|}|\hat{z}-\tilde{z}|
$$

which can be rewritten as

$$
\begin{equation*}
\left|u^{-1}(z)-\omega^{-1}(z)\right| \leq \frac{\sqrt{2}}{6} \frac{r \varepsilon\|M\|}{\operatorname{det} M} \tag{4.7}
\end{equation*}
$$

Let then $\mathcal{R} \subseteq T$ be a rectangle, with sides having lengths $\ell_{1}$ and $\ell_{2}$, and directions $\mu, \nu \in \mathbb{S}^{1}$ respectively. If $x$ and $y$ are two points belonging to the two opposite sides of length $\ell_{1}$, with $y-x$ parallel to $\nu$, (4.7) applied to $x$ and $y$ gives

$$
\left|u^{-1}(x)-u^{-1}(y)\right| \geq\left|\omega^{-1}(x)-\omega^{-1}(y)\right|-2 \frac{r \varepsilon\|M\|}{\operatorname{det} M}=\ell_{2} M^{-1}(\nu)-2 \frac{r \varepsilon\|M\|}{\operatorname{det} M}
$$

Arguing in the same way for all such couples $x$ and $y$, by integrating we get

$$
\left|D_{\nu} u^{-1}\right|(\mathcal{R}) \geq \ell_{1} \ell_{2} M^{-1}(\nu)-2 \ell_{1} \frac{r \varepsilon\|M\|}{\operatorname{det} M}=|\mathcal{R}|\left(M^{-1}(\nu)-\frac{2 r \varepsilon\|M\|}{\ell_{2} \operatorname{det} M}\right) .
$$

Arguing in the same way for points on the two opposite sides of length $\ell_{2}$, we obtain

$$
\left|D_{\mu} u^{-1}\right|(\mathcal{R}) \geq|\mathcal{R}|\left(M^{-1}(\mu)-\frac{2 r \varepsilon\|M\|}{\ell_{1} \operatorname{det} M}\right) .
$$

By an easy geometrical argument, there are two perpendicular vectors $\mu, \nu \in \mathbb{S}^{1}$ so that, for every $d \leq r \operatorname{det} M /\|M\|$, there are finitely many essentially disjoint rectangles $\mathcal{R}_{j}$, with sides parallel to $\mu$ and $\nu$, all having sides bigger than $d$, so that the union $S:=\cup_{j} \mathcal{R}_{j} \subseteq T$ satisfies

$$
|T \backslash S| \leq 2\|M\| r d
$$

In particular, we fix $d=r \sqrt{\varepsilon} \operatorname{det} M /\|M\|$, so that also by (4.2)

$$
\begin{equation*}
|S| \geq|T|-2 r^{2} \sqrt{\varepsilon} \operatorname{det} M=\left(4(1-\varepsilon)^{2}-2 \sqrt{\varepsilon}\right) r^{2} \operatorname{det} M \geq \frac{(1-\varepsilon)^{2}-\sqrt{\varepsilon}}{(1+\varepsilon)^{2}}|u(Q)| \tag{4.8}
\end{equation*}
$$

and from the above estimates we obtain

$$
\begin{aligned}
& \left|D_{\nu} u^{-1}\right|(S) \geq|S|\left(M^{-1}(\nu)-\frac{2 \sqrt{\varepsilon}\|M\|^{2}}{(\operatorname{det} M)^{2}}\right) \\
& \left|D_{\mu} u^{-1}\right|(S) \geq|S|\left(M^{-1}(\mu)-\frac{2 \sqrt{\varepsilon}\|M\|^{2}}{(\operatorname{det} M)^{2}}\right)
\end{aligned}
$$

Let us now decompose $D_{\mu} u^{-1}=\nabla_{\mu} u^{-1}+D_{\mu}^{s} u^{-1}$ and $D_{\nu} u^{-1}=\nabla_{\nu} u^{-1}+D_{\nu}^{s} u^{-1}$, with $\nabla_{\mu} u^{-1}$ and $\nabla_{\nu} u^{-1}$ in $L^{1}$ and $D_{\mu}^{s} u^{-1}$ and $D_{\nu}^{s} u^{-1}$ singular measures. Since $u(Q) \supseteq T \supseteq S$, Jensen's inequality, the above estimate and (4.8) give

$$
\begin{aligned}
\mathcal{F}\left(u^{-1}, u(Q)\right) & \geq \mathcal{F}\left(u^{-1}, S\right)=\int_{S} \sqrt{1+\left|\nabla u^{-1}\right|^{2}}+\left|D^{s} u^{-1}\right|(S) \\
& \geq \sqrt{|S|^{2}+\left(\int_{S}\left|\nabla u^{-1}\right|\right)^{2}+\left|D^{s} u^{-1}\right|(S) \geq \sqrt{|S|^{2}+\left|D u^{-1}\right|(S)^{2}}} \\
& \geq \sqrt{|S|^{2}+\left|D_{\nu} u^{-1}\right|(S)^{2}+\left|D_{\mu} u^{-1}\right|(S)^{2}} \geq|S| \sqrt{1+\left\|M^{-1}\right\|^{2}-8 \frac{\sqrt{\varepsilon}\|M\|^{3}}{(\operatorname{det} M)^{3}}} \\
& \geq \frac{(1-\varepsilon)^{2}-\sqrt{\varepsilon}}{(1+\varepsilon)^{2}}|u(Q)| \sqrt{1+\left\|M^{-1}\right\|^{2}-8 \frac{\sqrt{\varepsilon}\|M\|^{3}}{(\operatorname{det} M)^{3}}}
\end{aligned}
$$

from which (4.6) follows. The proof is then concluded.

The following simple result shows that small squares around Lebesgue points for $\nabla u$ are always Lebesgue squares: the same result is well-known for the case of Sobolev mappings, see for instance [13, Lemma 2.2].

Lemma 4.4. Let $x \in \Omega$ be a point of approximate differentiability for $u$, and let $\varepsilon>0$ and $\delta<\bar{\delta}(\varepsilon, \nabla u(x))$ be as in Lemma 4.2. There is then $\bar{r}=\bar{r}(x, \delta)>0$ such that, for every $r<\bar{r}$ and $c \in Q(x, r)$, the square $Q(c, r)$ is a Lebesgue square with matrix $\nabla u(x)$ and constant $\delta$.

Proof. Since $x \in \Omega$ is a point of approximate differentiability for $u$, there exists $\bar{r}=$ $\bar{r}(x, \delta)$ such that for every $r<\bar{r}$ one has $Q(x, 4 r) \subset \subset \Omega$ and

$$
|D u-\nabla u(x)|(Q(x, 4 r))<r^{2} \delta
$$

Hence, for any $c$ in $Q(x, r)$ we have

$$
|D u-\nabla u(x)|(Q(c, 3 r)) \leq|D u-\nabla u(x)|(Q(x, 4 r))<r^{2} \delta
$$

thus the thesis is concluded.

Lemma 4.5. Let $\Omega, \Delta \subseteq \mathbb{R}^{2}$ be two bounded open sets, $u \in \operatorname{BV}(\Omega ; \Delta)$ a homeomorphism, and $\varepsilon \ll 1$ fixed. There exists $H=H(u, \varepsilon)$ such that for every $\delta \ll 1 / H$ there exists $\bar{r}=\bar{r}(\delta, H)$ with the property that, for every $r<\bar{r}$, there are essentially disjoint squares $\left\{Q_{i}\right\}_{i=1, \ldots, N}$, all with side $2 r$, each being a Lebesgue square corresponding to a matrix
$M_{i}$ and the constant $\delta$, and so that $\left|\Omega \backslash \cup_{i=1}^{N} Q_{i}\right|<\varepsilon$ and for every $1 \leq i \leq N$ one has that either $M_{i}=0$ or $1 / H<\left\|M_{i}\right\|<H$, and either $\operatorname{det} M_{i}=0$ or $1 / H<\operatorname{det} M_{i}<H$.

Proof. For each $H>0$ we define the set
$A_{H}:=\{x \in \Omega:\|\nabla u(x)\| \in(0,1 / H) \cup(H,+\infty)$ or $\operatorname{det}(\nabla u(x)) \in(0,1 / H) \cup(H,+\infty)\}$.
Since $A_{H} \subseteq A_{H^{\prime}}$ whenever $H>H^{\prime}$ and $\cap_{H>0} A_{H}=\emptyset$, there is a suitable $H=$ $H(u, \varepsilon) \gg 1$ with $\left|A_{H}\right|<\varepsilon / 3$. Let us now fix any $\delta \ll 1 / H$ : for almost any $x \in \Omega$, we have the constant $\bar{r}(x, \delta)$ from Lemma 4.4; hence, we can find $\bar{r} \ll 1$ such that also the set

$$
B_{H}:=\left\{x \in \Omega \backslash A_{H}: \bar{r}(x, \delta) \leq \bar{r}\right\}
$$

has measure less than $\varepsilon / 3$. Up to decrease the constant $\bar{r}$ if necessary, only depending on $\Omega$, for every $r<\bar{r}$ we can find finitely many essentially disjoint squares $\left\{Q_{j}\right\}_{j=1, \ldots, P}$, all with side $2 r$ and centered at points $c_{j} \in \Omega$, such that every square $Q\left(c_{j}, 3 r\right)$ is compactly contained in $\Omega$ and the measure of $\Omega \backslash \cup_{j=1}^{P} Q_{j}$ is less than $\varepsilon / 3$.

Up to renumbering, we have some $N \leq P$ such that the square $Q_{j}$ contains at least a point $x_{j} \in \Omega \backslash\left(A_{H} \cup B_{H}\right)$ if and only if $j \leq N$. By construction, $\Omega \backslash \cup_{j=1}^{N} Q_{j}$ has at most measure $\varepsilon$; moreover, by Lemma 4.4 each $Q_{j}$ with $1 \leq j \leq N$ is a Lebesgue square with constant $\delta$ and matrix $\nabla u\left(x_{j}\right)$, so by the definition of $A_{H}$ the proof is concluded.

## 5. Proof of the main result

This section is devoted to show our main result, Theorem A. The main step of the construction is the lemma below, showing how to modify a function, slightly in the area strict sense, so to become piecewise affine in a big portion of $\Omega$.

Lemma 5.1. Let $\Omega, \Delta \subseteq \mathbb{R}^{2}$ be two bounded, open sets and $u \in \operatorname{BV}(\Omega ; \Delta)$ be a homeomorphism. For every $\varepsilon>0$ there exists a homeomorphism $v \in \operatorname{BV}(\Omega ; \Delta)$, finitely piecewise affine on a polygon $P \subset \subset \Omega$ with $|\Omega \backslash P|<\varepsilon$, such that $\{v \neq u\} \subset \subset \Omega$, and satisfying

$$
\begin{equation*}
\|v-u\|_{L^{\infty}(\Omega)}+\left\|v^{-1}-u^{-1}\right\|_{L^{\infty}(\Delta)}+\mathcal{F}\left(v^{-1}\right)-\mathcal{F}\left(u^{-1}\right)+|\mathcal{F}(v)-\mathcal{F}(u)|<\varepsilon \tag{5.1}
\end{equation*}
$$

Since the construction is quite involved, we single out the main steps in separate lemmas.

Lemma 5.2. Let $\varepsilon \ll 1$ be given, let $Q=Q(c, r) \subset \subset \Omega$ be a Lebesgue square, corresponding to a matrix $M$ and a constant $\delta \leq \bar{\delta}(\varepsilon,\|M\|)$, with $\delta \leq \bar{\delta}^{\prime}(\varepsilon,\|M\|$, $\operatorname{det} M)$ if $\operatorname{det} M>0$. Then,

$$
\begin{equation*}
|D u|(Q(c, r) \backslash Q(c,(1-\varepsilon) r)) \leq(16\|M\|+10) \varepsilon r^{2} \tag{5.2}
\end{equation*}
$$

Proof. By definition of Lebesgue squares, we have

$$
\begin{equation*}
\left|D_{1} u\right|(Q) \leq\left|D_{1} u-M\left(\mathrm{e}_{1}\right)\right|(Q)+4\left|M\left(\mathrm{e}_{1}\right)\right| r^{2} \leq\left(4\left|M\left(\mathrm{e}_{1}\right)\right|+\delta\right) r^{2} . \tag{5.3}
\end{equation*}
$$

On the other hand, let us take any $-(1-\varepsilon) r<t<(1-\varepsilon) r$, and call $x_{t}=\left(c_{1}-(1-\right.$ $\left.\varepsilon) r, c_{2}+t\right)$ and $y_{t}=\left(c_{1}+(1-\varepsilon) r, c_{2}+t\right)$ two points on the boundary of $Q(c,(1-\varepsilon) r)$. The $L^{\infty}$ estimate (4.1) ensures that

$$
\left|\left|u\left(x_{t}\right)-u\left(y_{t}\right)\right|-2(1-\varepsilon) r\right| M\left(\mathrm{e}_{1}\right) \| \leq 2 r \varepsilon,
$$

hence

$$
\left|D_{1} u\right|\left(x_{t} y_{t}\right) \geq\left|u\left(x_{t}\right)-u\left(y_{t}\right)\right| \geq 2(1-\varepsilon) r\left|M\left(\mathrm{e}_{1}\right)\right|-2 r \varepsilon .
$$

Integrating in $t$, we obtain

$$
\left|D_{1} u\right|(Q(c,(1-\varepsilon) r))=\int_{t=-(1-\varepsilon) r}^{(1-\varepsilon) r}\left|D_{1} u\right|\left(x_{t} y_{t}\right) \geq 4(1-\varepsilon)^{2} r^{2}\left|M\left(\mathrm{e}_{1}\right)\right|-4 r^{2} \varepsilon
$$

which together with (5.3) gives

$$
\left|D_{1} u\right|(Q(c, r) \backslash Q(c,(1-\varepsilon) r)) \leq((8\|M\|+4) \varepsilon+\delta) r^{2} \leq(8\|M\|+5) \varepsilon r^{2}
$$

Since the very same estimate holds clearly with $D_{2} u$ in place of $D_{1} u$, we have obtained (5.2).

Lemma 5.3. Let $\varepsilon, Q=Q(c, r), M$ and $\delta$ be as in Lemma 5.2, and assume that $\operatorname{det} M \neq 0$. Then there exists a piecewise affine homeomorphism $v: Q \rightarrow \mathbb{R}^{2}$, finitely piecewise affine on a polygon $P \subset \subset Q$ with area at least $(4-8 \varepsilon) r^{2}$, with $v=u$ on $\partial Q$ and

$$
\begin{gather*}
|D u-D v|(Q) \leq 42(1+\|M\|) \varepsilon r^{2}  \tag{5.4}\\
\mathcal{F}\left(v^{-1}, u(Q)\right) \leq \mathcal{F}\left(u^{-1}, u(Q)\right)+\alpha|u(Q)|+(23\|M\|+31+16 \operatorname{det} M) \varepsilon r^{2} \tag{5.5}
\end{gather*}
$$

where $\alpha=\alpha(\varepsilon,\|M\|, \operatorname{det} M)$ is the constant given in Corollary 4.3.

Proof. By construction, we can apply Lemma 4.2, hence we have an affine function $\omega: \mathbb{R}^{2} \times \mathbb{R}^{2}$ with $D \omega=M$ such that (4.1) and (4.2) hold. We can then define $v=\omega$ on the square $P=Q(c,(1-\varepsilon) r)$, so $v$ is in fact affine on the polygon $P$, which has area $4(1-\varepsilon)^{2} r^{2} \geq(4-8 \varepsilon) r^{2}$. Notice that for every $x \in \partial Q(c,(1-\varepsilon) r)$ the point $v(x)$ is in the interior of $u(Q)$ by (4.2). Let us now subdivide $\mathcal{C}=Q(c, r) \backslash Q(c,(1-\varepsilon) r)$ in four rectangles $\mathcal{R}_{j}, 1 \leq j \leq 4$, each with two sides of length $\varepsilon r$ and two sides of length
$(2-\varepsilon) r$. We want to define $v$ on $\partial \mathcal{R}_{j}$ for each $j$. Notice that, since $v$ has been already defined on $Q(c,(1-\varepsilon) r)$, and we have to define also $v=u$ on $\partial Q$, it only remains to specify $v$ on four short segments of length $\varepsilon r$. The definition is the following: given any of these short segments, call it $S$, let $S^{\prime} \subseteq S$ be the shortest segment having one endpoint in $\partial Q$, and the other one in $u^{-1}\left(\omega\left(Q\left(c,\left(1-\frac{\varepsilon}{3}\right) r\right)\right)\right)$, which is possible by (4.2). Then, we let $v$ be the function coinciding with $u$ on $S^{\prime}$ and linear on $S \backslash S^{\prime}$. Let us take any rectangle $\mathcal{R}_{j}$, and call $\mathcal{P}$ and $\mathcal{P}^{\prime}$ the internal parts of the Jordan curves $u\left(\partial \mathcal{R}_{j}\right)$ and $v\left(\partial \mathcal{R}_{j}\right)$; let moreover $x$ and $y$ be two points on two opposite sides $\partial \mathcal{R}_{j}$ having one of the two coordinates equal. By construction, thanks to our definition of $v$ on $\partial \mathcal{R}_{j}$ and recalling (4.1), a simple geometric estimate shows that

$$
d_{\mathcal{P}^{\prime}}(x, y) \leq d_{\mathcal{P}}(x, y)+2 \varepsilon r
$$

so that by integration

$$
\Psi\left(v\left\llcorner\partial \mathcal{R}_{j}\right) \leq \Psi\left(u\left\llcorner\partial \mathcal{R}_{j}\right)+4 \varepsilon r^{2}\right.\right.
$$

Hence, by Proposition 3.8 we can extend $v$ to the interior of $\mathcal{R}_{j}$ as a homeomorphism, satisfying

$$
\int_{\mathcal{R}_{j}}|D v| \leq \Psi\left(v\left\llcorner\partial \mathcal{R}_{j}\right) \leq \Psi\left(u\left\llcorner\partial \mathcal{R}_{j}\right)+4 \varepsilon r^{2} \leq \sqrt{2}|D u|\left(\mathcal{R}_{j}\right)+4 \varepsilon r^{2}\right.\right.
$$

where we have also taken Lemma 3.5 in account. Adding this inequality for the four rectangles and keeping in mind Lemma 5.2 we obtain

$$
\begin{equation*}
\int_{\mathcal{C}}|D v| \leq \sqrt{2}|D u|(\mathcal{C})+16 \varepsilon r^{2} \leq(23\|M\|+31) \varepsilon r^{2} \tag{5.6}
\end{equation*}
$$

In the smaller square $P$, instead, we have

$$
|D u-D v|(P)=|D u-M|(P) \leq \delta r^{2}<\varepsilon r^{2}
$$

Putting the last two estimates together we get

$$
|D u-D v|(Q) \leq \varepsilon r^{2}+|D u|(\mathcal{C})+|D v|(\mathcal{C}) \leq(39\|M\|+42) \varepsilon r^{2}
$$

which is stronger than (5.4). We have then now to prove (5.5).
First of all, since $v=\omega$ on $P$, we have

$$
\begin{equation*}
\mathcal{F}\left(v^{-1}, v(P)\right)=\sqrt{1+\left\|M^{-1}\right\|^{2}}|v(P)| \tag{5.7}
\end{equation*}
$$

Moreover, by (4.2) we have

$$
v(P)=\omega(Q(c,(1-\varepsilon) r)), \quad v(Q)=u(Q) \subseteq \omega(Q(c,(1+\varepsilon) r))
$$

so that

$$
|v(Q) \backslash v(P)|=|v(Q)|-|v(P)| \leq 16 \varepsilon r^{2} \operatorname{det} M
$$

As a consequence, since $\sqrt{1+t^{2}} \leq 1+t$ and by Theorem 3.3 and (5.6) we have

$$
\begin{aligned}
\mathcal{F}\left(v^{-1}, v(Q) \backslash v(P)\right) & \leq\left|D v^{-1}\right|(v(Q) \backslash v(P))+|v(Q) \backslash v(P)| \leq|D v|(\mathcal{C})+16 \varepsilon r^{2} \operatorname{det} M \\
& \leq(23\|M\|+31+16 \operatorname{det} M) \varepsilon r^{2}
\end{aligned}
$$

Putting this estimate together with (5.7) and with (4.6) from Corollary 4.3, we get (5.5).

Lemma 5.4. Let $\varepsilon, Q=Q(c, r), M$ and $\delta$ be as in Lemma 5.2, and assume that $M=0$. Then there exists a piecewise affine homeomorphism $v: Q \rightarrow \mathbb{R}^{2}$, finitely piecewise affine on a polygon $P \subset \subset Q$ with area at least $(4-8 \varepsilon) r^{2}$, with $v=u$ on $\partial Q$ and

$$
\begin{gather*}
|D u-D v|(Q) \leq 3 \varepsilon r^{2}  \tag{5.8}\\
\mathcal{F}\left(v^{-1}, u(Q)\right) \leq \mathcal{F}\left(u^{-1}, u(Q)\right)+2 \varepsilon r^{2} \tag{5.9}
\end{gather*}
$$

Proof. Let $0<t<\varepsilon$ be a number, to be specified in a moment. Similarly to the previous lemma, we call $P=Q(c,(1-t) r)$ a square slightly smaller than $Q$, which has of course area larger than $(4-8 \varepsilon) r^{2}$, and we subdivide $\mathcal{C}=Q \backslash P$ in four rectangles $\mathcal{R}_{j}, 1 \leq j \leq 4$. Let us now call $\Gamma$ the union of the boundaries of the square $P$ and of the rectangles $\mathcal{R}_{j}$, and $\Gamma_{0}$ the boundary of $P$. We can assume that the restriction of $u$ to $\Gamma \backslash \partial Q$ belongs to $W^{1,1}$, since this is true for every choice of $t$ outside a negligible subset of the interval $(0, \varepsilon)$. As a consequence, for every $\eta>0$ there exists $\xi<t r$ such that every segment $x y$ contained in $\Gamma \backslash \partial Q$ with length smaller than $\xi$ has image, under $u$, with length less than $\eta$.

Let then $\eta \ll 1$ be a constant, to be chosen in a moment, and let $\xi>0$ be the corresponding constant. Applying Lemma 3.1 with our choice of $\Gamma, \Gamma_{0}$ and $\xi$, and being $g$ the restriction of $u$ to $\Gamma$, we obtain an injective function $\varphi: \Gamma \rightarrow \mathbb{R}^{2}$. Since $\xi<t r$, we have that $\varphi=u$ on $\partial Q$, and on the other hand $\varphi$ is piecewise linear on $\partial P$. By construction, $\varphi$ is a $\eta$-linearization of $g$ on each of the four rectangles $\partial \mathcal{R}_{j}$ as well as on $\partial P$, according to Definition 3.6. As a consequence, by Lemma 3.7 we have

$$
\Psi\left(\varphi\left\llcorner\partial \mathcal{R}_{j}\right) \leq \Psi\left(u\left\llcorner\partial \mathcal{R}_{j}\right)+4 \eta r \quad \forall 1 \leq j \leq 4, \quad \Psi(\varphi\llcorner\partial P) \leq \Psi(u\llcorner\partial P)+8 \eta r\right.\right.
$$

Thanks to Proposition 3.8, we can find a piecewise affine extension $v$ of $\varphi$ on each $\mathcal{R}_{j}$ and on $P$ in such a way that, also by Lemma 3.5,

$$
\begin{aligned}
\int_{Q}|D v| & =\int_{P}|D v|+\sum_{j=1}^{4} \int_{\mathcal{R}_{j}}|D v| \leq \Psi\left(\varphi\llcorner\partial P)+\sum_{j=1}^{4} \Psi\left(\varphi\left\llcorner\partial \mathcal{R}_{j}\right)\right.\right. \\
& \leq \Psi\left(u\llcorner\partial P)+\sum_{j=1}^{4} \Psi\left(u\left\llcorner\partial \mathcal{R}_{j}\right)+24 \eta r \leq \sqrt{2}|D u|(Q)+24 \eta r .\right.\right.
\end{aligned}
$$

Notice that $v=u$ on $\partial Q$, and that $v$ is finitely piecewise affine on $P$ since $\varphi$ is piecewise linear on $\partial P$. Then we have only to take care of (5.8) and (5.9). Since $Q$ is a Lebesgue square corresponding to $M=0$, by definition we have $|D u|(Q)<\delta r^{2}<\varepsilon r^{2}$, hence

$$
|D u-D v|(Q) \leq|D u|(Q)+|D v|(Q) \leq(1+\sqrt{2})|D u|(Q)+24 \eta r \leq 3 \varepsilon r^{2},
$$

where the last inequality is true up to have chosen $\eta$ small enough. We have then proved (5.8).

Recall now that, by (4.1) of Lemma 4.2 and since $M=0$, the set $u(Q)$ has area less than $\pi \varepsilon^{2} r^{2}$. As a consequence, since $\sqrt{1+t^{2}} \leq 1+t$ and by Theorem 3.3 we have

$$
\begin{aligned}
\mathcal{F}\left(v^{-1}, u(Q)\right)-\mathcal{F}\left(u^{-1}, u(Q)\right) & \leq \mathcal{F}\left(v^{-1}, u(Q)\right) \leq\left|D v^{-1}\right|(v(Q))+|u(Q)| \\
& \leq|D v|(Q)+\pi \varepsilon^{2} r^{2} \leq \sqrt{2} \varepsilon r^{2}+24 \eta r+\pi \varepsilon^{2} r^{2}
\end{aligned}
$$

from which also (5.9) follows if $\eta$ is chosen small enough. The proof is then complete.
Lemma 5.5. Let $\varepsilon, Q=Q(c, r), M$ and $\delta$ be as in Lemma 5.2, and assume that $\operatorname{det} M=0$ but $M \neq 0$. Calling $\bar{\varepsilon}$ and $K$ the constants of Theorem 3.2, assume in addition that $\delta<\|M\| \varepsilon \bar{\varepsilon}$. Then there exists a piecewise affine homeomorphism $v: Q \rightarrow \mathbb{R}^{2}$, finitely piecewise affine on a polygon $P \subset \subset Q$ with area at least $(4-8 \varepsilon) r^{2}$, with $v=u$ on $\partial Q$ and

$$
\begin{gather*}
|D u-D v|(Q) \leq 39\left(1+K \frac{\delta}{\varepsilon^{2}}\right)(1+\|M\|) \varepsilon r^{2}  \tag{5.10}\\
\mathcal{F}\left(v^{-1}, u(Q)\right) \leq \mathcal{F}\left(u^{-1}, u(Q)\right)+43\left(1+K \frac{\delta}{\varepsilon^{2}}\right)(1+\|M\|) \varepsilon r^{2} \tag{5.11}
\end{gather*}
$$

Proof. Let $0<t<\varepsilon$ be a number, to be fixed in a moment. We will call again $P=$ $Q(c,(1-t) r)$ the slightly smaller square, and we will again subdivide $\mathcal{C}=Q \backslash P$ in four rectangles $\mathcal{R}_{j}, 1 \leq j \leq 4$. Moreover, we call again $\Gamma_{0}$ the boundary of $P$ and $\Gamma$ the union of the boundaries of $P$ and of the rectangles $\mathcal{R}_{j}$. As already noticed, the restriction of $u$ to $\Gamma \backslash \partial Q$ belongs to $W^{1,1}$ for all $t$ except those contained in a negligible subset of $(0, \varepsilon)$. Moreover, if we call $S_{t}$ the boundary of $P$, by Fubini Theorem we have

$$
\delta r^{2}>|D u-M|(\mathcal{C})=r \int_{t=0}^{\varepsilon}|D u-M|\left(S_{t}\right) d t
$$

hence we can select some $0<t<\varepsilon$ such that not only $u$ belongs to $W^{1,1}(\Gamma \backslash \partial Q)$, but also

$$
\begin{equation*}
|D u-M|(\partial P) \leq \frac{\delta}{\varepsilon} r \tag{5.12}
\end{equation*}
$$

Let again $\eta \ll 1$ be a small constant, to be chosen in a moment, and let $\xi<\operatorname{tr}$ such that every segment $x y$ contained in $\Gamma \backslash \partial Q$ with length smaller than $\xi$ has image, under $u$, with length less than $\eta$. Applying Lemma 3.1, with $g$ being the restriction of $u$ to $\Gamma$, we obtain an injective function $\varphi: \Gamma \rightarrow \mathbb{R}^{2}$, and by construction $\varphi=u$ on $\partial Q$ and $\varphi$ is a $\eta$-linearization of $g$ on the boundary of every $\mathcal{R}_{j}$. As in the previous lemma, then, we have

$$
\Psi\left(\varphi\left\llcorner\partial \mathcal{R}_{j}\right) \leq \Psi\left(u\left\llcorner\partial \mathcal{R}_{j}\right)+4 \eta r \quad \forall 1 \leq j \leq 4\right.\right.
$$

hence Proposition 3.8 provides us with a piecewise affine extension $v$ of $\varphi$ inside each $\mathcal{R}_{j}$ which, by Lemma 3.5, satisfies

$$
\begin{equation*}
|D v|(\mathcal{C}) \leq \sum_{j=1}^{4} \Psi\left(\varphi\left\llcorner\partial \mathcal{R}_{j}\right) \leq \sum_{j=1}^{4} \Psi\left(u\left\llcorner\partial \mathcal{R}_{j}\right)+16 \eta r \leq \sqrt{2}|D u|(\mathcal{C})+16 \eta r\right.\right. \tag{5.13}
\end{equation*}
$$

Concerning the square $P$ we need to argue in a different way: more precisely, $\varphi$ is piecewise linear on $\partial P$, and since $\varphi$ is a linearization of $g$, then by (5.12)

$$
\begin{equation*}
|D \varphi-M \cdot \tau|(\partial P) \leq|D g-M \cdot \tau|(\partial P) \leq|D u-M|(\partial P) \leq \frac{\delta}{\varepsilon} r \tag{5.14}
\end{equation*}
$$

Notice that the first inequality is true because, for each segment $x y \subseteq \partial P$ for which $\varphi$ is linear on $x y$ and coincides with $g$ on $x$ and on $y$, the vector $D \varphi-M$ is constant and coincides with the average of the vector $D g-M$, thus by concavity of the distance we clearly have $|D \varphi-M \cdot \tau|(x y) \leq|D g-M \cdot \tau|(x y)$.

Since $\delta r / \varepsilon<\|M\| \bar{\varepsilon} r$, by (5.14) we can apply Theorem 3.2, which provides us with a finitely piecewise extension $v$ of $\varphi$ on $P$ satisfying

$$
|D v-M|(P) \leq K \frac{\delta}{\varepsilon} r^{2}
$$

The function $v$ on the whole $Q$ is then a BV extension of $u$ on $\partial Q$, which is finitely piecewise affine on the polygon $P$, having area at least $(4-8 \varepsilon) r^{2}$. Moreover, putting together the last estimate and (5.13), also by Lemma 5.2 and the definition of Lebesgue squares we obtain

$$
\begin{aligned}
|D v-D u|(Q) & \leq|D v|(\mathcal{C})+|D u|(\mathcal{C})+|D v-M|(P)+|D u-M|(P) \\
& \leq(39\|M\|+25) \varepsilon r^{2}+16 \eta r+K \frac{\delta}{\varepsilon} r^{2}+\varepsilon r^{2}
\end{aligned}
$$

which is stronger than (5.10) up to have chosen $\eta$ small enough, depending on $\varepsilon$.

To conclude, recall that by Lemma 4.2 there exists an affine function $\omega$ with $D \omega=M$ such that $\|u-\omega\|_{L^{\infty}(Q)} \leq \varepsilon r$. Since $\omega(Q)$ is a segment with length $\|M\| r$, we deduce that $|u(Q)| \leq 4(\|M\|+1) \varepsilon r^{2}$, thus

$$
\begin{aligned}
\mathcal{F}\left(v^{-1}, u(Q)\right)-\mathcal{F}\left(u^{-1}, u(Q)\right) & \leq\left|D v^{-1}\right|(u(Q))+|u(Q)|-\left|D u^{-1}\right|(u(Q)) \\
& \leq|D v|(Q)-|D u|(Q)+4(\|M\|+1) \varepsilon r^{2}
\end{aligned}
$$

hence (5.11) follows from (5.10) and the proof is concluded.
We are now ready to prove Lemma 5.1.
Proof (of Lemma 5.1). First of all, we apply Lemma 4.5 with the constant $\varepsilon_{1}=\varepsilon /(1+$ $2|\Omega|)$, thus finding the constant $H \gg 1$. Then, we define $\varepsilon_{2}=\varepsilon_{2}(u, \varepsilon, H) \ll \varepsilon_{1}$ with the property that

$$
\begin{equation*}
\alpha\left(\varepsilon_{2},\|M\|, \operatorname{det} M\right)<\frac{\varepsilon}{8|\Delta|} \quad \forall M \in \mathbb{R}^{2 \times 2}:(\|M\|, \operatorname{det} M) \in(1 / H, H)^{2} \tag{5.15}
\end{equation*}
$$

and that

$$
\begin{equation*}
22(1+2 H) \varepsilon_{2}|\Omega|<\frac{\varepsilon}{8} \tag{5.16}
\end{equation*}
$$

Moreover, calling $\bar{\varepsilon}$ and $K$ the constants of Theorem 3.2, let $\delta=\delta\left(\varepsilon_{2}, H\right) \ll 1 / H$ be such that

$$
\begin{array}{cl}
\delta<\bar{\delta}\left(\varepsilon_{2},\|M\|\right) & \forall M \in \mathbb{R}^{2 \times 2}:\|M\| \in\{0\} \cup(1 / H, H),  \tag{5.17}\\
\delta<\bar{\delta}^{\prime}\left(\varepsilon_{2},\|M\|, \operatorname{det} M\right) & \forall M \in \mathbb{R}^{2 \times 2}:(\|M\|, \operatorname{det} M) \in(1 / H, H)^{2},
\end{array}
$$

and

$$
\begin{equation*}
\delta<\min \left\{\frac{\varepsilon_{2} \bar{\varepsilon}}{H}, \frac{\varepsilon_{2}^{2}}{K}\right\} . \tag{5.18}
\end{equation*}
$$

We use now our choice of $\delta$ to apply Lemma 4.5, finding the constant $\bar{r}=\bar{r}(\delta, H)=$ $\bar{r}(u, \varepsilon, H)$. Then, we pick some $r<\bar{r}$ such that

$$
\begin{equation*}
|u(x)-u(y)|<\frac{\varepsilon}{4} \quad \forall x, y \in \Omega:|y-x|<2 \sqrt{2} r, \quad r<\frac{\varepsilon}{16} \sqrt{2} \tag{5.19}
\end{equation*}
$$

and we finally use this $r$ in Lemma 4.5 to get the squares $\left\{Q_{i}\right\}_{i=1, \ldots, N}$ and the corresponding matrices $M_{i}$; keep in mind that, by construction,

$$
\begin{equation*}
\left|\Omega \backslash \cup_{i=1}^{N} Q_{i}\right|<\varepsilon_{1}=\frac{\varepsilon}{1+2|\Omega|} \tag{5.20}
\end{equation*}
$$

By (5.17) and (5.18) to every square $Q_{i}$, with constants $\varepsilon_{2}$ and $\delta$ and matrix $M_{i}$, we can apply either Lemma 5.3 , or Lemma 5.4, or Lemma 5.5 , respectively if $\operatorname{det} M_{i} \neq 0$,
or $M_{i}=0$, or $\operatorname{det} M_{i}=0 \neq\left\|M_{i}\right\|$, thus finding the functions $v_{i}: Q_{i} \rightarrow \mathbb{R}^{2}$. We let $v \in \operatorname{BV}(\Omega ; \Delta)$ be the function coinciding with $v_{i}$ on every $Q_{i}$, while $v=u$ outside of the union of the squares.

It is true by construction that $v$ is a homeomorphism and that $\{v \neq u\} \subseteq$ $\cup_{i=1}^{N} Q_{i} \subset \subset \Omega$. Moreover, every square $Q_{i}$ contains a polygon $P_{i}$ with $\left|Q_{i} \backslash P_{i}\right|<2 \varepsilon_{2}\left|Q_{i}\right|$ on which $v_{i}$ is finitely piecewise affine, hence $v$ is finitely piecewise affine on the polygon $P=\cup_{i=1}^{N} P_{i}$, and by (5.20)

$$
|\Omega \backslash P|=\left|\Omega \backslash \cup_{i=1}^{N} Q_{i}\right|+\sum_{i=1}^{N}\left|Q_{i} \backslash P_{i}\right|<\frac{\varepsilon}{1+2|\Omega|}+2 \varepsilon_{2}\left|\cup_{i=1}^{N} Q_{i}\right|<\varepsilon
$$

To conclude, we have then only to show (5.1).
First of all, notice that for every square $Q_{i}$ we have $v=u$ on $\partial Q_{i}$, hence for every $x \in Q_{i}$ it must be $|v(x)-u(x)|<\operatorname{diam}\left(u\left(Q_{i}\right)\right)<\varepsilon / 4$ by the first property in (5.19), so we deduce

$$
\begin{equation*}
\|v-u\|_{L^{\infty}(\Omega)}<\frac{\varepsilon}{4} \tag{5.21}
\end{equation*}
$$

Analogously, for every $1 \leq i \leq N$ and for every $z \in u\left(Q_{i}\right)$, we have that both $u^{-1}(z)$ and $v^{-1}(z)$ belong to $Q_{i}$, hence their distance is at most $2 \sqrt{2} r$, so the second property in (5.19) gives

$$
\begin{equation*}
\left\|v^{-1}-u^{-1}\right\|_{L^{\infty}(\Delta)}<\frac{\varepsilon}{4} \tag{5.22}
\end{equation*}
$$

Concerning $\mathcal{F}\left(v^{-1}\right)-\mathcal{F}\left(u^{-1}\right)$, up to renumbering we can assume that $\operatorname{det} M_{i} \neq 0$ if and only if $i \leq N_{1}$ for some $N_{1} \leq N$. Then, in every square $Q_{i}$ we can use either (5.5), or (5.9), or (5.11), which also keeping in mind (5.15), (5.16) and (5.18) gives

$$
\begin{align*}
& \mathcal{F}\left(v^{-1}\right)- \mathcal{F}\left(u^{-1}\right)=\sum_{i=1}^{N} \mathcal{F}\left(v_{i}^{-1}, u\left(Q_{i}\right)\right)-\mathcal{F}\left(u^{-1}, u\left(Q_{i}\right)\right) \\
& \leq \sum_{i=1}^{N_{1}} \alpha\left(\varepsilon_{2},\left\|M_{i}\right\|, \operatorname{det} M_{i}\right)\left|u\left(Q_{i}\right)\right|+\sum_{i=1}^{N} 43\left(1+\left\|M_{i}\right\|+\operatorname{det} M_{i}\right)\left(1+\frac{K \delta}{\varepsilon_{2}^{2}}\right) \varepsilon_{2} r^{2} \\
& \quad \leq \frac{\varepsilon}{8}+11(1+2 H)\left(1+\frac{K \delta}{\varepsilon_{2}^{2}}\right) \varepsilon_{2}|\Omega|<\frac{\varepsilon}{4} \tag{5.23}
\end{align*}
$$

Finally, concerning $\mathcal{F}(v)-\mathcal{F}(u)$, since $t \mapsto \sqrt{1+t^{2}}$ is 1 -Lipschitz we can use (5.4), (5.8) and (5.10), together with (5.16) and (5.18), to get

$$
|\mathcal{F}(v)-\mathcal{F}(u)|=\sum_{i=1}^{N}\left|\mathcal{F}\left(v_{i}, Q_{i}\right)-\mathcal{F}\left(u, Q_{i}\right)\right| \leq \sum_{i=1}^{N}\left|D v_{i}-D u\right|\left(Q_{i}\right)<\frac{\varepsilon}{4}
$$

This inequality, together with (5.21), (5.22) and (5.23), gives (5.1), thus concluding the proof.

We can now conclude the paper by showing our main result, which can be obtained applying twice Lemma 5.1 if $\Omega$ is bounded, while the general case needs an approximation argument.

Proof (of Theorem A). We divide the proof in two steps.
Step I. The case when $\Omega$ and $\Delta$ are bounded.
Let us first assume that $\Omega$ and $\Delta$ are bounded. In this case, let $j \in \mathbb{N}$ be fixed, and let $\varepsilon=1 / j$. We apply Lemma 5.1 to $u$, finding a polygon $P_{1} \subset \subset \Omega$ and a homeomorphism $\varphi_{1}: \Omega \rightarrow \mathbb{R}^{2}$, finitely piecewise affine on $P_{1}$, such that $\left\{\varphi_{1} \neq u\right\} \subset \subset \Omega,\left|\Omega \backslash P_{1}\right|<\varepsilon$, and (5.1) holds. Let us now apply again Lemma 5.1 to the restriction of $\varphi_{1}^{-1}$ to $\Delta \backslash \varphi_{1}\left(P_{1}\right)$, finding another BV homeomorphism $\varphi_{2}: \Delta \backslash \varphi_{1}\left(P_{1}\right) \rightarrow \mathbb{R}^{2}$, finitely piecewise affine on some polygon $P_{2} \subset \subset \Delta \backslash \varphi_{1}\left(P_{1}\right)$ with $\Delta \backslash\left(\varphi_{1}\left(P_{1}\right) \cup P_{2}\right)<\varepsilon$ and $\left\{\varphi_{2} \neq \varphi_{1}^{-1}\right\} \subset \subset \Delta \backslash$ $\varphi_{1}\left(P_{1}\right)$, and again such that (5.1) holds. Let us now define $\varphi_{3}: \Omega \rightarrow \Delta$ the function which coincides with $\varphi_{2}^{-1}$ on $\Omega \backslash P_{1}$ and with $\varphi_{1}$ on $P_{1}$; by construction, it is a homeomorphism which satisfies

$$
\begin{equation*}
\left\|\varphi_{3}-u\right\|_{L^{\infty}(\Omega)}+\left\|\varphi_{3}^{-1}-u^{-1}\right\|_{L^{\infty}(\Delta)}+\mathcal{F}\left(\varphi_{3}^{-1}\right)-\mathcal{F}\left(u^{-1}\right)+\mathcal{F}\left(\varphi_{3}\right)-\mathcal{F}(u)<2 \varepsilon \tag{5.24}
\end{equation*}
$$

and which is finitely piecewise affine on the polygon $P=P_{1} \cup \varphi_{2}^{-1}\left(P_{2}\right)$. By construction,

$$
\begin{equation*}
|\Omega \backslash P|<\varepsilon, \quad\left|\Delta \backslash \varphi_{3}(P)\right|<\varepsilon \tag{5.25}
\end{equation*}
$$

Keep in mind that $P \subset \subset \Omega$, and that $\varphi_{3}$ is piecewise linear on $\partial P$. Then, calling $\Omega^{-}=\Omega \backslash P$ and $\Delta^{-}=\Delta \backslash \varphi_{3}(P)$ for brevity, we apply Theorem 3.9 to the restriction of $\varphi_{3}$ to $\Omega^{-}$, finding a countably piecewise affine homeomorphism $\varphi_{4}: \Omega^{-} \rightarrow \Delta^{-}$which coincides with $\varphi_{3}$ on $\partial P$ and which is finitely piecewise affine on a neighborhood of $\partial P$, and such that

$$
\begin{array}{rr}
\left\|\varphi_{4}-\varphi_{3}\right\|_{L^{\infty}\left(\Omega^{-}\right)}<\varepsilon, & \left\|\varphi_{4}^{-1}-\varphi_{3}^{-1}\right\|_{L^{\infty}\left(\Delta^{-}\right)}<\varepsilon, \\
\left|\left|D \varphi_{4}\right|\left(\Omega^{-}\right)-\left|D \varphi_{3}\right|\left(\Omega^{-}\right)\right|<\varepsilon, & \left|\left|D \varphi_{4}^{-1}\right|\left(\Delta^{-}\right)-\left|D \varphi_{3}^{-1}\right|\left(\Delta^{-}\right)\right|<\varepsilon \tag{5.26}
\end{array}
$$

Finally, define $v_{j}: \Omega \rightarrow \Delta$ the function which coincides with $\varphi_{3}$ on $P$ and with $\varphi_{4}$ on $\Omega^{-}$. By construction, this is a countably piecewise affine BV homeomorphism, uniformly coinciding with $u$ on $\partial \Omega$ and finitely piecewise affine where possible. Notice that

$$
\begin{equation*}
\left\|v_{j}-u\right\|_{L^{\infty}(\Omega)}<3 \varepsilon, \quad\left\|v_{j}^{-1}-u^{-1}\right\|_{L^{\infty}(\Delta)}<3 \varepsilon \tag{5.27}
\end{equation*}
$$

and moreover by (5.25) and (5.26), also recalling (2.1), we have

$$
\mathcal{F}\left(v_{j}\right)=\mathcal{F}\left(\varphi_{3}, P\right)+\mathcal{F}\left(\varphi_{4}, \Omega^{-}\right)=\mathcal{F}\left(\varphi_{3}, \Omega\right)+\mathcal{F}\left(\varphi_{4}, \Omega^{-}\right)-\mathcal{F}\left(\varphi_{3}, \Omega^{-}\right) \leq \mathcal{F}\left(\varphi_{3}, \Omega\right)+2 \varepsilon
$$

In the very same way,

$$
\mathcal{F}\left(v_{j}^{-1}\right) \leq \mathcal{F}\left(\varphi_{3}^{-1}, \Delta\right)+2 \varepsilon
$$

hence by (5.24) we deduce

$$
\begin{equation*}
\mathcal{F}\left(v_{j}\right)+\mathcal{F}\left(v_{j}^{-1}\right) \leq \mathcal{F}(u)+\mathcal{F}\left(u^{-1}\right)+\frac{6}{j} . \tag{5.28}
\end{equation*}
$$

In particular, $\left\{v_{j}\right\}$ and $\left\{v_{j}^{-1}\right\}$ are bounded in BV, thus by (5.27) they converge weakly* to $u$ and $u^{-1}$ respectively. Since, as noticed with Lemma 2.3, the functional $\mathcal{F}$ is lower semicontinuous with respect to the weak* convergence, (5.28) implies that $\mathcal{F}\left(v_{j}\right)$ and $\mathcal{F}\left(v_{j}^{-1}\right)$ converge to $\mathcal{F}(u)$ and $\mathcal{F}\left(u^{-1}\right)$ respectively, hence they converge in the area strict sense since $\Omega$ and $\Delta$ are bounded. The proof is then concluded in this case.

Step II. The general case.
Let us now give the proof in the general case, when $\Omega$ and $\Delta$ might be unbounded. Let $j \in \mathbb{N}$ be fixed, and let $\Omega_{j} \subset \subset \Omega$ be an open, smooth set such that

$$
\begin{equation*}
|D u|\left(\Omega \backslash \Omega_{j}\right)<\varepsilon \tag{5.29}
\end{equation*}
$$

where again we write for brevity $\varepsilon=1 / j$. Calling $\Delta_{j}=u\left(\Omega_{j}\right)$, we can apply the result of Step I to the function $u$ on the set $\Omega_{j}$, finding a sequence of functions $\left\{\varphi_{j, n}\right\}_{n \in \mathbb{N}} \subseteq$ $\operatorname{BV}\left(\Omega_{j}, \Delta_{j}\right)$, which converge uniformly and in the area strict sense to $u$ and whose inverses converge uniformly and in the area strict sense to $u^{-1}$. By Lemma 2.3, we can find $n=n(j)$ such that, writing $\varphi_{j}=\varphi_{j, n(j)}$, one has

$$
\begin{equation*}
\left\|\varphi_{j}-u\right\|_{L^{1}\left(\Omega_{j}\right)}+\left\|\varphi_{j}-u\right\|_{L^{\infty}\left(\Omega_{j}\right)}+\left\|\varphi_{j}^{-1}-u^{-1}\right\|_{L^{1}\left(\Delta_{j}\right)}+\left\|\varphi_{j}^{-1}-u^{-1}\right\|_{L^{\infty}\left(\Delta_{j}\right)}<\varepsilon \tag{5.30}
\end{equation*}
$$

and moreover one can write $D \varphi_{j}=\mu^{\prime}+\nu^{\prime}$ so that

$$
\begin{equation*}
\left|\mu^{\prime}-\nabla u\right|\left(\Omega_{j}\right)<\varepsilon, \quad| | \nu^{\prime}\left|\left(\Omega_{j}\right)-\left|D^{s} u\right|\left(\Omega_{j}\right)\right|<\varepsilon \tag{5.31}
\end{equation*}
$$

Let now $P \subset \subset \Omega_{j}$ be a polygon such that

$$
\begin{equation*}
|D u|\left(\Omega_{j} \backslash P\right)+\left|D \varphi_{j}\right|\left(\Omega_{j} \backslash P\right)<\varepsilon \tag{5.32}
\end{equation*}
$$

and call $\Omega^{-}=\Omega \backslash P$ and $\Delta^{-}=\Delta \backslash \varphi_{j}(P)$. Let then $v: \Omega^{-} \rightarrow \Delta^{-}$be the function which coincides with $\varphi_{j}$ on $\Omega_{j} \backslash P$, and with $u$ on $\Omega \backslash \Omega_{j}$. By construction, (5.29) and (5.32), this is a BV homeomorphism with

$$
\begin{equation*}
|D v|\left(\Omega^{-}\right)<2 \varepsilon, \tag{5.33}
\end{equation*}
$$

and it is continuous up to $\partial P$, being piecewise linear there. We can then apply Theorem 3.9 to $v$, finding a BV homeomorphism $\tilde{v}: \Omega^{-} \rightarrow \Delta^{-}$such that

$$
\begin{equation*}
\|\tilde{v}-v\|_{L^{1}\left(\Omega^{-}\right)}+\|\tilde{v}-v\|_{L^{\infty}\left(\Omega^{-}\right)}+\left\|\tilde{v}^{-1}-v^{-1}\right\|_{L^{1}\left(\Delta^{-}\right)}+\left\|\tilde{v}^{-1}-v^{-1}\right\|_{L^{\infty}\left(\Delta^{-}\right)}<\varepsilon \tag{5.34}
\end{equation*}
$$

and with

$$
\begin{equation*}
|D \tilde{v}|\left(\Omega^{-}\right) \leq|D v|\left(\Omega^{-}\right)+\varepsilon<3 \varepsilon \tag{5.35}
\end{equation*}
$$

where we have also used (5.33). Let us finally define $v_{j}: \Omega \rightarrow \Delta$ the function which coincides with $\varphi_{j}$ on $P$, and with $\tilde{v}$ on $\Omega^{-}$. By construction, this is a piecewise affine BV homeomorphism, uniformly coinciding with $u$ on $\partial \Omega$ and finitely piecewise affine where possible. By (5.30) and (5.34), we have that $v_{j}$ and $v_{j}^{-1}$ converge uniformly and in $L^{1}$ to $u$ and $u^{-1}$ respectively. Since $\left|D v_{j}\right|\left(\Omega_{j}\right)$ and $\left|D v_{j}\right|\left(\Omega^{-}\right)$are bounded by (5.31) and (5.35), then also by Theorem $3.3 v_{j}$ and $v_{j}^{-1}$ are bounded in BV, so they weak* converge to $u$ and $u^{-1}$. Finally, let us call $\nu_{j}=\nu^{\prime}\left\llcorner P\right.$, and $\mu_{j}=D v_{j}-\nu_{j}$, so we have decomposed $D v_{j}=\mu_{j}+\nu_{j}$. We have

$$
\begin{equation*}
\left|\nu_{j}-\nu^{\prime}\right|(\Omega)=\left|\nu^{\prime}\right|\left(\Omega_{j} \backslash P\right) \leq\left|D \varphi_{j}\right|\left(\Omega_{j} \backslash P\right)<\varepsilon \tag{5.36}
\end{equation*}
$$

by (5.32), hence by (5.29) and (5.31)

$$
\begin{equation*}
\left|\left|\nu_{j}\right|(\Omega)-\left|D^{s} u\right|(\Omega)\right| \leq\left|\left|\nu^{\prime}\right|(\Omega)-\left|D^{s} u\right|(\Omega)\right|+\varepsilon \leq\left|\left|\nu^{\prime}\right|\left(\Omega_{j}\right)-\left|D^{s} u\right|\left(\Omega_{j}\right)\right|+2 \varepsilon<3 \varepsilon \tag{5.37}
\end{equation*}
$$

Moreover, we have

$$
\begin{aligned}
\mu_{j}-\nabla u & =D v_{j}-\nu_{j}-\nabla u=D \varphi_{j}\left\llcorner P+D \tilde{v}-\nu^{\prime}-\left(\nu_{j}-\nu^{\prime}\right)-\nabla u\left\llcorner\Omega_{j}-\nabla u\left\llcorner\left(\Omega \backslash \Omega_{j}\right)\right.\right.\right. \\
& =D \varphi_{j}-D \varphi_{j}\left\llcorner\left(\Omega_{j} \backslash P\right)+D \tilde{v}-\nu^{\prime}-\left(\nu_{j}-\nu^{\prime}\right)-\nabla u\left\llcorner\Omega_{j}-\nabla u\left\llcorner\left(\Omega \backslash \Omega_{j}\right)\right.\right.\right. \\
& =\mu^{\prime}-\nabla u\left\llcorner\Omega_{j}-D \varphi_{j}\left\llcorner\left(\Omega_{j} \backslash P\right)+D \tilde{v}-\left(\nu_{j}-\nu^{\prime}\right)-\nabla u\left\llcorner\left(\Omega \backslash \Omega_{j}\right),\right.\right.\right.
\end{aligned}
$$

so by $(5.31),(5.32),(5.35),(5.36)$ and (5.29) we get

$$
\left|\mu_{j}-\nabla u\right|(\Omega)<7 \varepsilon
$$

This equation, together with (5.37), ensures that $v_{j} \xrightarrow{\text { area }} u$, hence the proof is concluded.
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