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Abstract. — Given a continuous, injective function j defined on the boundary of a planar open

set W, we consider the problem of minimizing the total variation among all the BV homeomorphisms
on W coinciding with j on the boundary. We find the explicit value of this infimum in the model case

when W is a rectangle. We also present two important consequences of this result: first, whatever the
domain W is, the infimum above remains the same also if one restricts himself to consider only W 1; 1

homeomorphisms. Second, any BV homeomorphism can be approximated in the strict BV sense

with piecewise a‰ne homeomorphisms and with di¤eomorphisms.
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1. Introduction

In this paper we consider the problem of minimizing the total variation of BV
homeomorphisms on W extending a given boundary datum on qW. More pre-
cisely, let W � R2 be an open set, let j : qW ! R2 be a continuous, injective func-
tion, and let us denote by ExtðjÞ the set of the homeomorphisms on W which are
continuous up to the boundary and coincide with j there; we are interested in the
minimization of jDujðWÞ among all the BV homeomorphisms u a ExtðjÞ. Our
main result is an explicit expression of the infimum in the case when W is a rect-
angle. To state it, we need the following simple definition.

Definition 1.1. LetR ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, let j : qR ! R2 be
a continuous, injective curve. We denote byP ¼PðjÞ its internal part, that is, the
bounded closed set whose boundary is the image of j. For every x; y a P , we call
dP ðx; yÞ the geodesic distance in P between x and y, that is, the infimum of the
lengths of the paths connecting x and y in the interior ofP . We define CðjÞ a Rþ

as

CðjÞ ¼
Z aþ

a�
dP ðjðt; b�Þ; jðt; bþÞÞ dtþ

Z bþ

b�
dP ðjða�; tÞ; jðaþ; tÞÞ dt:

Through the whole paper, we will denote by k � k the standard Manhattan,
or L1, norm in R2, that is, kðx; yÞk ¼ jxj þ jyj. Accordingly, for a function



u a BVðWÞ we will write kDukðWÞ ¼ jD1ujðWÞ þ jD2ujðWÞ. Our result is then the
following.

Theorem A (Explicit infimum of the total variation). Let R ¼ ½a�; aþ� �
½b�; bþ� be a rectangle, and let j : qR ! R2 be a continuous, injective function.
Then

inffkDukðRÞ : u a BVðRÞBExtðjÞg ¼ CðjÞ:ð1:1Þ

Moreover, for every e > 0 there exists a piecewise a‰ne homeomorphism v a
ExtðjÞ such that

kDvkðRÞ ¼
Z
R

kDvkaCðjÞ þ e:ð1:2Þ

Finally, if j is piecewise linear then the function v above can be taken finitely piece-
wise a‰ne.

In this result, as throughout the paper, by ‘‘piecewise a‰ne function’’ we mean
a function which is piecewise a‰ne on each triangle of a locally finite decomposi-
tion of W; in other words, it is possible to write W as a countable but locally finite
union of triangles, on each of which the function is a‰ne.

Our theorem is not only interesting by itself; in fact, extension results of this
kind are always of primary importance in order to show approximation results.
The reason is simple to explain: assume that u is a homeomorphism in a given
class (for instance, Sobolev or bi-Sobolev homeomorphisms), and that an approx-
imation of u made by ‘‘good’’ homeomorphisms (for instance, piecewise a‰ne
ones, or di¤eomorphisms) is required. Then, a convenient strategy is to subdivide
the domain in small squares, and to look for an approximation inside each one,
keeping the boundary values on the boundaries; at least in some ‘‘bad’’ squares, it
can be convenient simply to take any homeomorphism having the correct bound-
ary value and not too large energy, hence an extension result is needed.

In the last years, the search for this kind of approximation results is extremely
active (see for instance [7, 6, 3, 5, 9, 11, 2]). For the reason just explained, each
of these papers uses some extension result in the spirit of Theorem A. The novelty
of our result is two-fold: on one hand, we are able to deal with BV homeomor-
phisms, while in the past only Sobolev ones were considered (hence the total vari-
ation is replaced by the Lp norm of the di¤erential). And on the other hand,
which is probably more remarkable, we are able to give an explicit expression of
the infimum, while in the past only non-sharp estimates were reached.

We will also present two interesting results which follow from our main theo-
rem. The first one asserts that, whatever the domain W and the boundary datum
j are, the minimal total variation of homeomorphisms extending j is the same
if one consider all the BV homeomorphisms, or just the W 1;1 ones. The second
one, instead, is an approximation result for BV homeomorphisms with piecewise
a‰ne ones, or di¤eomorphisms: as already explained above, extension results are
always a powerful tool to prove approximation results. Since homeomorphisms
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are not necessarily continuous up to the boundary, we give the following defini-
tion which extends the notion of being equal on the boundary.

Definition 1.2 (Uniformly coincidence at the boundary). Let W be an open
set, and fix any continuous, strictly increasing function d 7! hðdÞ with hð0Þ ¼ 0.
Given two homeomorphisms u; v : W ! R2, we say that u and v uniformly co-
incide at qW if, whenever x a W has distance less than d from R2nW, one has
juðxÞ � vðxÞj < hðdÞ.

This definition is extremely demanding: in fact, if both u and v are continuous
up to the boundary, the property is stronger than having u ¼ v on qW. More-
over, if both u and v belong to some W 1;p space, this property is stronger than
u� v a W

1;p
0 ðWÞ, up to choose hðdÞ small enough. Our two consequences of The-

orem A are then the following.

Theorem 1.3. Let W � R2 be an open set, and let j : qW ! R2 be a continuous,
injective function. Then,

inffjDujðWÞ : u a ExtðjÞBBVðWÞg ¼ inf

Z
W

jDuj : u a ExtðjÞBW 1;1ðWÞ
� �

:

Theorem 1.4. Let W be an open set, and let u a BVðW;R2Þ be a homeomor-
phism. Then, there exists a sequence fujg of piecewise a‰ne homeomorphisms, or
of di¤eomorphisms, each one uniformly coinciding with u at qW, that converges to u
uniformly and in the strict sense, while also fu�1

j g converges uniformly to u�1.

A few comments about these two results are in order. Concerning Theorem
1.3, it is known (see [5]) that the infimum of

R
W
jDuj is the same if one considers

homeomorphic extensions of j which are in W 1;1ðWÞ, or which are piecewise
a‰ne, or which are di¤eomorphisms. Hence, Theorem 1.3 says in fact the the in-
fimum in the class of BV homeomorphisms coincides with the infima in the other
three classes. Concerning Theorem 1.4 keep in mind that, as shown in [4], a BV
homeomorphism is always bi-BV (that is, the inverse is also a BV homeomor-
phism); in addition, the two total variations coincide. In particular, in Theorem
1.4 the functions u�1 are also BV, and the sequence fu�1

j g also converges strictly
to u�1. We underline that in the proof of Theorem 1.4 the choice of the function
hðdÞ in Definition 1.2 does not play any role, so basically each element of our
approximating sequence approximates u arbitrarily good around the boundary.
We also mention that, in the paper [10], which is appearing contemporarily to
this one, a stronger, actually sharp, version of Theorem 1.4 is shown, namely,
the strict convergence can be replaced by the area-strict one (which is, roughly
speaking, the strongest possible convergence in BV which is weaker than the
strong one).

The plan of the paper is very simple. In Section 2, which is almost the whole
paper, we prove the particular case of Theorem A when j is piecewise linear.
Then, in Section 3 we deduce the general case, and in Section 4 we prove Theo-
rem 1.3 and Theorem 1.4.
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2. The proof of Theorem A: the case when j is piecewise linear

This section is devoted to show Theorem A in the particular case when the
boundary datum j is piecewise linear. First of all, we can start by observing
that one inequality in (1.1) is more or less trivial.

Lemma 2.1. Let R ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, let u a BVðR;R2ÞB
CðRÞ be a homeomorphism, and let j be the restriction of u to qR. Then
kDukðRÞbCðjÞ.

Proof. First of all recall that, being u a BV function, then for almost every x
the function f ðyÞ ¼ uðx; yÞ is a BV function in ½b�; bþ�, whose distributional
derivative is the measure D2uðx; �Þ: this is a standard property of BV functions,
see for instance [1]. Let us then take any such x; since u is continuous, then so is
f , and the total variation jDf jð½b�; bþ�Þ coincides with the length of the curve f ;
this latter is a curve, contained in uðRÞ ¼PðjÞ, connecting f ðb�Þ ¼ uðx; b�Þ ¼
jðx; b�Þ with f ðbþÞ ¼ uðx; bþÞ ¼ jðx; bþÞ. We derive then

jD2uðx; �Þjð½b�; bþ�Þ ¼ jDf jð½b�; bþ�Þb dP ðjðx; b�Þ; jðx; bþÞÞ:

Since this is true for almost every x a ½a�; aþ�, integrating we get

jD2ujðRÞ ¼
Z aþ

x¼a�
jD2uðx; �Þjð½b�; bþ�Þ dxb

Z aþ

x¼a�
dP ðjðx; b�Þ; jðx; bþÞÞ dx:

The analogous argument, done for the horizontal slicing instead of the vertical
ones, gives

jD1ujðRÞb
Z bþ

y¼b�
dP ðjða�; yÞ; jðaþ; yÞÞ dy:

Adding the last two estimates, by Definition 1.1 we get

kDukðRÞ ¼ jD1ujðRÞ þ jD2ujðRÞbCðjÞ;

which concludes the proof. r

Thanks to this lemma, in order to get Theorem A it is enough to build a piece-
wise a‰ne homeomorphism v a ExtðjÞ satisfying (1.2). In particular, in this sec-
tion we assume that j is piecewise linear, thus we need the function v to be finitely
piecewise a‰ne. In other words, the validity of Theorem A in the case of j piece-
wise linear is an obvious consequence of the above Lemma 2.1 and of the follow-
ing result.

Proposition 2.2. LetR ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, and let j : qR !
R2 be a piecewise linear and injective function. For every e > 0 there exists a
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finitely piecewise a‰ne homeomorphism v :R ! R2 such that v ¼ j on qR andZ
R

kDvkaCðjÞ þ e:

The remaining of this section is devoted to present the proof of Proposition
2.2, which is quite involved. For the sake of clarity, we will divide our construc-
tion into four subsections.

2.1. Some geometrical definitions and facts

In this section, we prepare our construction with some technical geometrical def-
initions and some simple facts. Here, and in the following, we will call ‘‘poly-
gons’’ only the connected and simply connected ones. Then, for every polygon
P � R2 there exists some rectangleR ¼ ½a�; aþ� � ½b�; bþ� and some continuous,
injective and piecewise linear function j : qR ! R2 such that P ¼PðjÞ, in the
sense of Definition 1.1. Through the paper, when some points P1;P2; . . . ;PH

are given, we denote by P1P2 . . .PH the piecewise linear path obtained by joining
the points Pi with i ranging from 1 to H.

Definition 2.3 (Geodesics and modified geodesics). LetP � R2 be a polygon,
and let A and B be any two distinct points inP . We define gAB the unique geode-
sic (i.e., curve of minimal length) connecting them inP : notice that gAB is a piece-
wise linear curve, having as vertices only A, B and vertices of qP corresponding
to internal angles of width at least p. Assume now that A;B a qP , and let
W1;W2; . . . ;WK be all the vertices of P met by gAB, so that gAB ¼ AW1W2 . . .
WKB. Fix now any d > 0: for every 1a iaK , let eWWi AWi be some arbitrary
point in the internal bisector of the angle at Wi having distance from Wi smaller
than d. The piecewise linear curve ~ggAB ¼ A eWW1

eWW2 . . . eWWKB is then called a
d-modification of gAB. Notice that there exists a constant dðPÞ, depending on P
but not on A and B, such that the interior of ~ggAB is contained in the interior of
P if da dðPÞ, unless the segment AB is contained in qP , in which case K ¼ 0
and then ~ggAB ¼ gAB � qP . Finally, assume that A and B are not vertices of P ,

and let eAA and eBB be two points in qP in the same sides as A and B, and with
distance smaller than d from A and B. Then, the piecewise linear curve ~ggAB ¼eAA eWW1

eWW2 . . . eWWK
eBB is called a d-modification of gAB with variable endpoints.

Lemma 2.4. Let A, B, C and D be four distinct points in a polygonP . Then the
intersection gAB B gCD is either empty or connected. Assume now also that the
points belong to qP , which is then divided in two connected parts by C and D: if
A and B belong to two di¤erent parts, then the intersection between gAB and gCD
is surely not empty; if they belong to the same part and the intersection is not
empty, then the first and last point of this intersection must be vertices ofP , unless
they coincide with one of the points A, B, C and D.

Proof. The connectedness of the intersection between two geodesics is an im-
mediate consequence of the uniqueness of the geodesics. For the second part,
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assume first that A and B belong to the two di¤erent connected components of
qP divided by C and D: since any curve in P connecting C and D divides P in
two or more connected components, and A and B surely belong to two di¤erent
ones, we can say more in general that any curve inP between A and B must in-
tersect any curve inP connecting C and D. Suppose now that A and B belong to
the same connected component of qP : in this case, the two geodesics gAB and
gCD may also not intersect. But, if they do, the first intersection point P must be
a vertex ofP , unless it coincides with one of the points A, B, C and D: otherwise,
P would be internal to both the geodesics, and they would be both linear for a
while before and after P. This would imply that in a small neighborhood of P
there are no other intersection points, and since the intersection must be con-
nected this contradicts the fact that B is on the same side of qP as A. The analo-
gous argument works for the last intersection point. r

Lemma 2.5. Let P be a polygon, let A;B a qP be two points such that the seg-
ment AB is not contained in qP , let d < dðPÞ and let ~ggAB be a modified geodesic in
the sense of Definition 2.3. Let also P1 and P2 be the two polygons in which P is
divided by ~ggAB, and let e > 0 be a given constant. If d is small enough, depending
only on e andP , then the following is true:

(i) For any two points C ;D a P l , being l a f1; 2g, one has

dP l
ðC ;DÞ < dP ðC ;DÞ þ e:ð2:1Þ

(ii) If C a P1, D aP2, and E a qP1B qP2 is any point with distance at most d
from gCD,

dP1
ðC ;EÞ þ dP2

ðE;DÞ < dP ðC ;DÞ þ e:ð2:2Þ

Proof. Let us begin by observing that, for any two points P;Q a ~ggAB, the length
of ~ggAB between P and Q is at most the geodesic distance dP ðP;QÞ plus an error
of order d (more precisely, the error can be bounded by d times the number of
vertices of P ). Up to take df e, then, we have that the length of ~ggAB between
any two its points P and Q is at most dP ðP;QÞ þ e=3.

Take now two points C and D in P l , for l a f1; 2g: if gCD does not intersect
~ggAB, then it is entirely contained in P l , so we have dP l

ðC ;DÞ ¼ dP ðC ;DÞ, which
is even more than (2.1). Otherwise, let P and Q be the first and the last point of
this intersection. Then, let us call g 0 the curve gCD with the piece between P and
Q replaced by the part of ~ggAB between P and Q. Since g 0 is by definition entirely
contained inP l , by the above consideration we get

dP l
ðC ;DÞaH1ðg 0Þ < H1ðgCDÞ þ

e

3
¼ dP ðC ;DÞ þ e

3
;ð2:3Þ

which is stronger than (2.1).
Let us now take C aP1 and D aP2, and let E a ~ggAB ¼ qP1B qP2 be a point

with distance at most d from gCD, so in particular there is some point F a gCD
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with jF � Ej < d. Applying estimate (2.3) first to C and E, which are both inP1,
and then to E and D, which are both in P 2, and keeping in mind that df e, we
get then

dP1
ðC ;EÞ þ dP2

ðE;DÞa dP ðC ;EÞ þ dP ðE;DÞ þ 2

3
e

a dP ðC ;FÞ þ dP ðF;DÞ þ 2

3
eþ 2d

¼ dP ðC ;DÞ þ 2

3
eþ 2d < dP ðC ;DÞ þ e;

that is, (2.2). r

Definition 2.6. Let P be a polygon. For every A;B a qP , there is a unique
ordered set X ðA;BÞ ¼ fX1;X2; . . . ;XNg such that the geodesic in P between
A and B is the piecewise linear curve AX1 . . .XNB, and the points X j are all
the vertices of P met by the geodesic gAB (except A and B themselves, in
case they are vertices). The set X ðA;BÞ will be called the set of the vertices of
gAB.

The following is a simple but useful geometric property of the geodesics.

Lemma 2.7. Let P be a polygon. For every xf 1, there exists a positive af x
such that, whenever A and B are two points in qP , and g is any curve in P con-
necting A and B with length less than H1ðgABÞ þ a, then the Hausdor¤ distance
between gAB and g is less than x. In addition, suppose that g is a piecewise linear
curve AX 0

1X
0
2 . . .X

0
N 0B, being all the X 0

j vertices ofP , and let gAB ¼ AX1 . . .XNB,
being the points X j as in Definition 2.6. If gA gAB , then there are three consecutive
points, either in the set fA;X 0

1;X
0
2; . . . ;X

0
N 0 ;Bg or in fA;X1; . . . ;XN ;Bg, which

are aligned up to an error x.

Proof. The first property is an immediate consequence of the uniqueness of the
geodesics, the continuity of the length, and the compactness of qP , so we only
have to deal with the second property.

For simplicity of notations, we will write X0 ¼ X 0
0 ¼ A and XNþ1 ¼ X 0

N 0þ1 ¼
B. Notice that, without loss of generality, we can assume that the distance be-
tween A and X1 is more than x, because otherwise the three points A, X1 and
X2 are obviously aligned up to an error x, and similarly we can assume that the
distances between A and X 0

1, XN and B, and X 0
N 0 and B are more than x. Since

gA gAB, there must be a ‘‘first di¤erence’’ at some kb 1, that is, X j ¼ X 0
j for

every j < k, but Xk AX 0
k. Let us assume that H1ðXk�1XkÞaH1ðXk�1X

0
kÞ: we

can do this without loss of generality, since otherwise the very same argument
exchanging the two curves applies. If Xk ¼ B, then X 0

k must be at a distance at
most af x from B, and actually all the points X 0

j with jb k are within a range a
from B; in particular, X 0

k�1, X
0
k and X 0

kþ1 are aligned up to an error x. Therefore,
we can assume that Xk AB. Now, the point Xk has distance smaller than x from
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the segment Xk�1X
0
k, and this implies that the three points Xk�1, Xk and X 0

k are
aligned up to an error x. Moreover, also X 0

k has distance less than x from gAB; as
a consequence, either X 0

k is very close to the segment XkXkþ1, or Xkþ1 is very
close to the segment Xk�1X

0
k: in both cases, the three points Xk�1, Xk and Xkþ1

are aligned up to an error x. r

Definition 2.8. Let R ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, and let j : qR !
R2 be a piecewise linear and injective map. For any b� a ta bþ we will call
At ¼ ða�; tÞ, Bt ¼ ðaþ; tÞ, At ¼ jðAtÞ and Bt ¼ jðBtÞ, and we will denote by
X ðtÞ ¼ X ðAt;BtÞ the set of vertices of gAtBt

according to Definition 2.6. For
any maximal interval I � qR on which j is linear, we will call generalised vertex
of P the image of each of the two endpoints of I ; moreover, whenever At is
a generalised vertex of P , we call generalised vertex also Bt, and we do the
same if Bt, or jðt; b�Þ, or jðt; bþÞ is a generalised vertex. Moreover, we call
generalised side of P any interval between two consecutive generalised vertices:
notice that every side of P is a finite union of generalised sides, and each vertex
is also a generalised vertex, as well as the image of each of the four vertices
ofR.

Definition 2.9. LetR ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, let j : qR ! R2 be
a piecewise linear and injective function, and letP be the associated polygon. We
say that the map j is not aligned if every three generalised vertices which are not
on a same side ofP are not aligned and moreover, for every b� a ta bþ, calling
X ðtÞ ¼ fX1;X2; . . . ;XNg, if At is aligned with X1 and X2, then Bt is not aligned
with XN�1 and XN .

Definition 2.10. LetR, j andP be as in Definition 2.9, and let d > 0 be much
smaller than the length of any side of P . Assume that j is linear on fa�g �
½b�; bþ� and on faþg � ½b�; bþ�, and that there are points X1;X2; . . . ;XN a qP
such that for every t a ðb�; bþÞ one has X ðtÞ ¼ fX1;X2; . . . ;XNg. We will say
that P is an upper d-tube with number N if it is possible to write jð½a�; aþ� �
fbþgÞ ¼ AbþY1Y2 . . .YNBbþ , where for any 1a jaN the point Y j lies on the
internal bisector of the angle at X j and 0a jY j � X jj < d: notice that it is admis-
sible to choose Y1 ¼ Abþ , as well as YN ¼ Bbþ . The polygon P will be said a
lower d-tube with number N if the analolgous property, with points Z j instead of
Y j, holds for jð½a�; aþ� � fb�gÞ. IfP is both an upper and a lower d-tube, we will
say that it is a d-tube.

Figure 1 depicts the situation of an upper d-tube and of a d-tube. Notice
that, if P is a d-tube, then for every 1a jaN it must be either X j ¼ Y j, or
X j ¼ Z j .

2.2. The proof of Lemma 2.11

This subsection is devoted to show the main brick of our construction. Basically,
we are going to take a polygon and subdivide it in several subregions: the top one
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will be a lower d-tube, the bottom one will be an upper d-tube, and all the internal
ones will be d-tubes.

Lemma 2.11. Let R ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, let j : qR ! R2 be a
piecewise linear, injective and not aligned function, and letP ¼PðjÞ be the associ-
ated polygon. Then, for every h > 0 there exist finitely many ordinates b� ¼ y0 <
y1 < � � � < yM�1 < yM ¼ bþ, such that yiþ1 < yi þ h for every 0a i < M, and
there exists also a piecewise linear and injective function ~jj :

SM�1
i¼0 qRi ! R2,

whereRi ¼ ½a�; aþ� � ½yi; yiþ1�, so that ~jj ¼ j on qR and

XM�1

i¼0

CðjiÞ < CðjÞ þ hðbþ � b�Þ;ð2:4Þ

being ji the restriction of ~jj to qRi. Moreover, for each 0a iaM � 1 there is a
finitely piecewise a‰ne bijection Fi : R

2 ! R2, with bi-Lipschitz constant smaller
than 1þ h, and there is di f h=M much smaller than the length of any side of
PðjiÞ, such thatPðFi � jiÞ is an upper di-tube with number Ni if i < M � 1, and a
lower di-tube with number Ni if i > 0, and Ni aT, being T the number of vertices
ofPðjÞ.

Proof. We can assume that every two consecutive generalised vertices in P
have distance smaller than h. This is of course admissible: up to an arbitrarily
small reparameterization of j we can add generalised vertices to P , in partic-
ular we can add a finite number of generalised vertices, so that the distance
between any two consecutive ones becomes smaller than h, while j remains

Figure 1. An upper d-tube and a d-tube.
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piecewise linear, injective and not aligned. We divide our construction in a few
steps.

Step I. Definition of the ordinates ti, 0a iaM.
Assume that, for some t < t 0, the points At and At 0 given by Definition 2.8

belong to a same side of P , and the same happens to Bt and Bt 0 , and moreover
X ðtÞ ¼ X ðt 0Þ: then, by Lemma 2.4 one immediately gets that X ðt 00Þ ¼ X ðtÞ ¼
X ðt 0Þ for any t < t 00 < t 0. An immediate consequence of this fact, together with
the fact that the generalised sides ofP are finitely many, and so are also the pos-
sible values of X ðtÞ, is the following. There exists finitely many ordinates b� ¼
t0 < t1 < � � � < tM�1 < tM ¼ bþ, and corresponding ordered sets X i for 0a i <
M such that, for each 0a i < M, the points At with ti < t < tiþ1 belong all to a
same generalised side of P , the same happens to the points Bt, and the ordered
sets X ðtÞ all equal X i. In particular, we choose the ‘‘minimal’’ such sequence
ftig, in the sense that, for every 1a i < M � 1, either Ati and Bti are generalised
vertices of P , or X i AX i�1. Of course, whenever At and Bt are generalised ver-
tices, then t is one of the coordinates ti. Suppose, on the other hand, that for
some 1a i < M the points Ati and Bti are not generalised vertices, so necessarily
X i AX i�1; by continuity of the length, if we call X i�1 ¼ fX1;X2; . . . ;XNg and
X i ¼ fX 0

1;X
0
2; . . . ;X

0
N 0g, then both the paths AtiX1 . . .XNBti and AtiX

0
1 . . .X

0
N 0Bti

are geodesics in P between Ati and Bti , so by uniqueness they coincide. Since
X i�1AX i, and since Ati and Bti are not generalised vertices, the only possibility
is that Ati is aligned with the first two vertices of X i�1 or of X i, or Bti is aligned
with the last two vertices of X i�1 or of X i (and only one of these things can hap-
pen, since j is not aligned). Observe also that tiþ1 � ti < h for every i, since the
maximal distance between two consecutive generalised vertices is less than h. Fi-
nally, notice that the set of coordinates ftig depends on the polygonP and on the
parameterization of j on the two vertical sides fa�g � ½b�; bþ� and
faþg � ½b�; bþ�, but not on the parameterization of j on the two horizontal sides.
The number M is already the one of the claim, and each ordinate yi will be very
close to the corresponding ti.

Step II. Definition of y1 and of ~gg1 ¼ ~jjð½a�; aþ� � fy1gÞ.
The goal of this step is to define the ordinate y1 and the curve ~gg1, internal to

P , which will be the image of the segment ½a�; aþ� � fy1g under ~jj. The precise
parameterization of ~jj on ½a�; aþ� � fy1g will be presented in the next step, where
we will also take care of (2.4): in this step, we only aim to define the curve
~gg1 � R2.

Before doing that, we observe that the curve ~gg1 will divide the polygon P in
two polygons, namely, a polygonP 0 which contains the image of ½a�; aþ� � fb�g
under j, and the remaining partPþ; in particular,Pþ will be the polygon corre-
sponding to the function ~jj on the boundary of ½a�; aþ� � ½y1; bþ�. As a conse-
quence, as soon as ~gg1 is defined, it will be possible to repeat the definition of
the coordinates ti for the polygon Pþ: indeed, as noticed above, this construc-
tion does not depend on the precise parameterization of ~jj on the horizontal side
½a�; aþ� � fy1g, which will be presented in the next step. Hence, we will find co-
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ordinates y1 ¼ t 00 < t 01 < � � � < t 0M 0�1 < t 0M 0 ¼ bþ. Our definition of y1 and of ~gg1
will be done in such a way that

M 0 ¼ M � 1;ð2:5Þ

and actually every t 0i will be very close to tiþ1. The basic idea of the construction
is the following: one would like to set y1 ¼ t1, and to let ~gg1 be a modification,
in the sense of Definition 2.3, of the geodesic between Ay1 and By1 . This is not
always possible, because it could generate a map on the boundary of the rectangle
½a�; aþ� � ½y1; bþ� which fails to be not aligned, while we want to have a not
aligned map, so to be able to argue by recursion.

Let us now recall that the map j is not aligned: as a consequence, there is
some constant x > 0 such that no three generalised vertices of j are aligned up
to an error 2x; we can also assume that x is much smaller than the length of any
of the segments AtiAtiþ1

and BtiBtiþ1
. We let a be the number corresponding to the

constant x and the polygonP in Lemma 2.7.
We divide our construction of y1 and ~gg1 in two cases.

Step IIa. The case when At1 and Bt1 are generalised vertices.
First of all, let us suppose that At1 and Bt1 are generalised vertices. In this case,

we let y1 ¼ t1 and we call g1 ¼ gAy1
By1

the geodesic inP between Ay1 and By1 . Let

us write X 0 ¼ fX1;X2; . . . ;XNg, and let us notice that the vertices of g1 which
are not endpoints are all the points X j, except X1 if Ay1 ¼ X1, and except XN if
By1 ¼ XN . Let now ~gg1 be a d-modification of g1 in the sense of Definition 2.3,
where df h=M will be precised later: we can write ~gg1 ¼ Ay1Y1Y2 . . .YNBy1

with jY j � X jj < d for every 1a jaN, and with Y1 ¼ X1 if Ay1 ¼ X1, and
YN ¼ XN if By1 ¼ XN . Figure 2 depicts this situation.

In order to check that this curve satisfies our requirements, in particular that
(2.5) holds, we need to study the shape of the geodesics between At and Bt inP0

for every b� a ta y1, and inPþ for y1 a ta bþ. We start now with the case of
tb y1, the other case (which is analogous, yet much simpler) will be done later.
Let us then consider the geodesic gþ between At and Bt inP

þ, and call X 0ðtÞ its
set of vertices. A first guess could be that X 0ðtÞ ¼ X ðtÞ, but this is false, and what
one really needs is actually something a bit di¤erent.

We need to be more precise here. Let us write X ðtÞ ¼ fV1;V2; . . . ;VKg, and
notice that the points Vl are all vertices of P , and above g1 by Lemma 2.4. Let
us now concentrate for a moment on a given point Vl . If this point does not equal

Figure 2. The situation in Step IIa: the coloured region isP 0.
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any of the points X i, then it is also a vertex of qPþ, and a reasonable guess, that
we will investigate later, is that it is also an element of X 0ðtÞ.

Suppose instead that Vl coincides with some point X j. In this case, Vl could be
a point of qPþ, as X2 and X5 in Figure 2, or a point not in qPþ, as X1, X3 and
X4. If Vl ¼ X j does not belong to qPþ, then of course it cannot be an element
of X 0ðtÞ, and this shows that trying to prove the equality X ðtÞ ¼ X 0ðtÞ would be
pointless. However, in this case the reasonable guess (to be investigated later) is
that X 0ðtÞ contains the corresponding point Y j, which is in fact in qPþ. Finally,
if Vl ¼ X j belongs to qPþ, then both the points X j and Y j are in fact in qPþ.
Nevertheless, the point Y j is surely not in X 0ðtÞ, since it corresponds to an angle
smaller than p, and this time the obvious guess is again that X 0ðtÞ should contain
X j.

Summarizing, it seems reasonable to believe that, for each 1a laK , the
set X 0ðtÞ contains the point Vl whenever it belongs to qPþ, and the point Y j

whenever Vl B qPþ, where the index j is uniquely identified by the equality
Vl ¼ X j. As a consequence, for every Vl a X ðtÞ, we set eVVl ¼ Vl whenever
Vl a qPþ, while otherwise, if Vl ¼ X j B qPþ, we set eVVl ¼ Y j. We will write
X ðtÞQX 0ðtÞ whenever X 0ðtÞ ¼ f eVV1; eVV2; . . . ; eVVKg.

With this notation in mind, we apply Lemma 2.5 to get that, if d is small
enough depending on P and on a, then H1ðgþÞ < H1ðgÞ þ a=2, denoting for
brevity by g ¼ gAtBt

the geodesic between At and Bt inP . Keep in mind that every
vertex of gþ is a vertex ofPþ, so it is either a vertex ofP or a vertex of ~gg1; let us
then define g 0 the modification of gþ made by keeping all its vertices which are on
qP , while substituting every vertex Y j in ~gg1 with the corresponding vertex X j in
qP . By construction, g 0 is a piecewise linear curve inP between At and Bt, whose
vertices all belong to qP , and its length is extremely close to that of gþ, in partic-
ular H1ðg 0Þ < H1ðgÞ þ a. By Lemma 2.7, we deduce that either g 0 ¼ g, or there
are three vertices of g or of g 0 which are aligned up to an error x. Notice that the
equality g 0 ¼ g is equivalent to say that X ðtÞQX 0ðtÞ.

Let us consider the possibility that g 0A g, so there are three consecutive ver-
tices of g or of g 0 which are aligned up to an error x. By construction, this never
happens with three vertices ofP , and since all the vertices of g and of g 0 are ver-
tices ofP except possibly At and Bt, we obtain that the only possibility, in order
to have X ðtÞTX 0ðtÞ, is that At is aligned, up to an error x, with the first two
points of g, or of g 0, or Bt is aligned, up to an error x, with the last two points
of g or of g 0: in particular, this can happen only if At and Bt have at least dis-
tance x from every generalised vertex ofP . Therefore, the equality X ðtÞQX 0ðtÞ is
surely true around every generalised vertex (which is also by definition one of the
points ti). We want to show that the equality is also true if t is not very close to
some of the points ti.

To do so, let us assume that X ðtÞTX 0ðtÞ: as already pointed out, this can
happen only if At is aligned, up to an error x, with the first two points of g (or
of g 0), or the analogous property holds for Bt. Let us say that At is aligned up to
an error x with P and Q, the first two vertices of one of the paths g and g 0: then,
At belongs to the interior of some generalised side of P , which also contains a
point At̂t aligned with P and Q. We want to show that there is some ti between
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t and t̂t (included): indeed, if there is no ti in the open interval between t and
t̂t, then by continuity the geodesic gAt̂tB t̂t

passes through both P and Q. And in
turn, this implies that X changes at t̂t, so t̂t itself is one of the points ti. In other
words, every t 0i must be very close to some tj.

To conclude that M 0 ¼ M � 1 and that for every 1a iaM one has t 0i�1Q ti,
which is even stronger than (2.5), we have to show that around every ti with ib 1
there is exactly one t 0j . Since we have already noticed that X ðtÞ ¼ X 0ðtÞ whenever
t is close to a generalised vertex, and on the other hand every generalised vertex
must correspond to one of the ti (as well as one of the t

0
i ), we immediately obtain

what we wanted around every ti corresponding to a generalised vertex of P
(hence, also ofPþ); so, in particular there is no problem around t1. To conclude,
let us restrict our attention to a small neighborhood of some ti corresponding to
points Ati and Bti which are not generalised vertices, so in particular X i�1AX i.
As we have already noticed, this implies that either Ati is aligned with the
first two vertices of the geodesic gAti

Bti
, or Bti with the last two; by symmetry, let

us assume that Ati is aligned with the first two points, call them P and Q. The
points P and Q need not necessarily to be also vertices ofPþ, but we call againePP (resp., eQQ) the vertex of qPþ which coincides with P (resp., Q) or is very close to
it: recall that the distance between them is smaller than d, which is by construc-
tion much smaller than x. The point Ati need not to be aligned with ePP and eQQ;
nevertheless, since Ati is not close to a generalised vertex of P , on the same side
of qP to which Ati belongs, there is for sure exactly one point, say At̂t, which is
aligned with ePP and eQQ. We deduce that t̂t is one of the coordinates t 0j , and actually
the only one near ti. Then, we have obtained (2.5).

We can now pass to consider the case of ta y1: the situation is completely
analogous to the one with tb y1, yet much simpler because there is no tj be-
tween t0 and t1 ¼ y1, and because Ay0 can not be aligned with X1 and X2 be-
cause j is not aligned. Then, the very same argument as for tb y1 implies
that the equality X ðtÞQX 0ðtÞ holds for every t0 < t < y1. In particular, X 0ðtÞ ¼
f eXX1; eXX2; . . . ; eXXNg, where for every 1a jaN one has eXXj ¼ X j if X j a qP0, and

otherwise eXXj ¼ Y j: for instance, in the situation of Figure 2, one has eXXj ¼ X j for
j ¼ 1; 3 and 4, while eXXj ¼ Y j for j ¼ 2 and 5. Thus, we obtain thatP0 is an upper
d-tube in the sense of Definition 2.10: notice that, in this case, F0 is the identity
map.

Since we will argue by recursion, we will need to be sure that the map ~jj is
not aligned on the boundary of the rectangle ½a�; aþ� � ½y1; bþ�. At this moment,
we cannot check the validity of this property, because we still didn’t give the pre-
cise parameterization of ~jj on the segment ½a�; aþ� � fy1g, we only decided that
its image is the curve ~gg1. Nevertheless, we can already check almost everything:
more precisely, since j is not aligned, we know that, for every y1 a ta bþ, if At

is aligned with the first two vertices of X ðtÞ, then Bt is not aligned with the last
two. Since this alignment can only happen at ordinates t coinciding with some tj,
by the above construction we have the same property also in the polygonPþ with
the sets of vertices X 0ðtÞ, as soon as d is small enough. Then, to obtain that ~jj is
not aligned on ½a�; aþ� � ½y1; bþ�, we need to check that every three generalised
vertices of ~jj on Pþ are not aligned. Again, this is a property that we already
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know for j on P ; thus, again up to take d small enough, the non-alignment is
surely true for every three points taken in the set of the generalised vertices ofP ,
plus the vertices ofPþ, since every vertex ofPþ has distance at most d from some
vertex of P . To conclude, we will only need to take care also of the points of ~gg1
which will be generalised vertices but not vertices ofPþ. We cannot do this now,
because the generalised vertices ofPþ depend on the parameterisation of ~jj, which
will be done in the next step.

Step IIb. The case when At1 and Bt1 are not generalised vertices (hence X 0AX 1).
Let us now consider the second possible case for t1, namely, that the points

At1 and Bt1 are not generalised vertices. As already pointed out, this means that
either At1 is aligned with the first two vertices of X ðt1Þ, or Bt1 with the last two,
and the two things cannot happen contemporarily because j is not aligned. Let us
assume without loss of generality that At1 is aligned with the first two vertices of
X ðtÞ, the case for Bt1 is of course identical.

What we will do, is again to define g1 the geodesic inP between At1 and Bt1 .
This time, we cannot choose y1 ¼ t1, in fact y1 will be very close to t1 but dif-
ferent from it. As a consequence, while in Step IIa the curve ~gg1 was a generic
d-modification of g1, this time ~gg1 will be a suitable d-modification of g1 with vari-
able endpoints, in the sense of Definition 2.3. In particular, ~gg1 must connect Ay1

with By1 .
This definition has to be made in such a way that (2.5) is still valid; moreover,

as in Step IIa, we have to check that the polygonP0 is an upper d-tube, up to a
finitely piecewise a‰ne bijection close to the identity, and that there is no obstruc-
tion to the property of ~jj of being not aligned on ½a�; aþ� � ½y1; bþ�. Most of the
proof in this step will coincide with the analogous parts in Step IIa, we will only
need a few modifications.

Let us be more precise: once y1 and the curve ~gg1 are defined, we can repeat
verbatim everything that we have done in Step IIa, except the parts in which we
used that Ay1 and By1 were generalised vertices, which is no more true in this case.
In particular, in Step IIa we checked first that the equality X ðtÞQX 0ðtÞ holds
for every t not close to some ti, and then that it also holds around every ti corre-
sponding to a generalised vertex: the very same arguments work also in this case.
Then, we showed that around every ti not corresponding to a generalised vertex
there was exactly one t 0j . More precisely, we did the following: we took ti not cor-
responding to a generalised vertex, so with Ati aligned with the first two vertices
P and Q of X ðtiÞ (or Bti with the last two); then we observed that, in the same
generalised side containing Ati , there was surely exactly one point, say At̂t, aligned
with ePP and eQQ (the points in qPþ corresponding to P and Q); and finally, we de-
duced that t̂t was one of the coordinates t 0j , and in fact the only one near ti. The
very same argument can be done now, except around t1. Indeed, the generalised
side containing At1 is not completely inPþ, it has a part inPþ and a part inP0,
so the existence of the coordinate t̂t does not work as for the case i > 1. Moreover,
since by construction we already have t 00 ¼ t1, we do not want to find any new
coordinate t 0j near t1: such a new coordinate bigger than y1, so in Pþ, would let

(2.5) fail, while smaller than y1, so in P0, would let the property of P0 of being
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an upper d-tube fail. In other words, there must be no special coordinate near t1.
It is important to observe that we did not have such a problem in Step IIa, be-
cause in that case t1 was corresponding to a generalised vertex, so X ðtÞQX 0ðtÞ
was ensured around t1. This is the reason why we need now to select a particular
modification of g1, not simply taking a generic one as in the previous step.

Instead, the last part of Step IIa can be again repeated also in this case. More
precisely, we considered the property of ~jj of being not aligned. First we observed
that, for every tb y1, if At is aligned with the first two vertices of X 0ðtÞ, then Bt

is not aligned with the last two, as soon as d is small enough; and the very same
argument works perfectly also in this case. Then, we noticed that there are no
three aligned points among the generalised vertices of P and the vertices of ~gg1:
this was an obvious consequence, again for d small enough, of the fact that every
vertex of ~gg1 was very close to a vertex ofP . We have to slightly modify the argu-
ment now, since it is no more true that vertices of ~gg1 are close to vertices ofP , in
particular this fails for Ay1 and By1 (we did not have this problem before because
it was y1 ¼ t1 there, and At1 and Bt1 were generalised vertices). However, as soon
as y1 is very close to t1 and not equal to it, we have that Ay1 and By1 are not
aligned to any two generalised vertices ofP . In other words, also in this case we
have no obstruction to the property of ~jj of being not aligned, and again we will
have only to take care of the non alignment for the generalised vertices of Pþ.
And in turn, this is something we can only do in next step, having defined the
precise parameterisation of ~jj.

Summarizing, what we have to do in this step is only to select some y1, close
to t1 but di¤erent from it, and to define a d-modification ~gg1 of g1 with variable
endpoints, connecting Ay1 with By1 , in such a way thatP0 is an upper d-tube, up
to a finitely piecewise a‰ne bijection close to the identity, and that there are no
coordinates t 0j close to t1 ¼ t 00 inP

þ or inP0 (this means that X 0ðtÞ is constant in
an upper neighborhood of y1, as well as in a lower neighborhood of it).

To do so, we have to further distinguish this case into four possible subcases;
let us describe how. As we said, the point At1 is aligned with P and Q, which are
the first two points of X ðtÞ. Then, there are two points P ¼ ðp1; p2Þ and Q ¼
ðq1; q2Þ in qR such that jðPÞ ¼ P and jðQÞ ¼ Q. Notice that p2A t1 and q2A t1:
indeed, the only points in qR with t1 as second coordinate are At1 and Bt1 , and
on the other hand P and Q are surely di¤erent from At1 and Bt1 . Hence, we
have that either p2 < t1, or p2 > t1: this means that the point P is respectively
below or above the geodesic g1, by Lemma 2.4; similarly, also Q can be either
above or below g1, depending whether q2 is bigger or smaller than t1. There are
then in general four possible subcases to consider; the first two are depicted in
Figure 3.

Subcase 1. If P and Q are both below g1.
In this case, we select y1 < t1, with t1 � y1 f d, for some d extremely small. Then,
we let ~gg1 be a d-modification of g1 with variable endpoints. This can be any
d-modification satisfying the following two requirements: first of all, ~gg1 must con-
nect Ay1 with By1 ; and second, the points ePP and eQQ corresponding to P and Q
must be aligned with Ay1 , as in Figure 3 left.
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Let us check that X 0ðtÞ is constant for all t < y1 near y1, as well as for
all t > y1 near y1. Let us write X ðt1Þ ¼ fX1;X2; . . . ;XNg, with X1 ¼ P and

X2 ¼ Q. As in Step I, for every 1a jaN let us call eXXj ¼ X j if X j a qP0, while
otherwise eXXj is the point of ~gg1 very close to X j . It is clear by continuity that, if d
is small enough, then for every t < y1 close to y1 the geodesic in P0 connecting
At and Bt surely has to pass through eXXj for every jb 2, so for instance through
Q ¼ X2 ¼ eXX2, and it cannot pass through other vertices, except possibly P ¼
X1 ¼ eXX1. What is not obvious, is for which t < y1 it also has to pass through P:
we have to show that this happens for every t < y1, so we will get that X 0ðtÞ is
constant in ½y0; y1�. In fact, since P and Q are aligned with At1 and Ay1 is below
At1 , so also At is below At1 , the segment connecting At with Q is not entirely con-
tained inP , so the geodesic, in order to start at At and to reach Q, must necessar-
ily pass through P. Similarly, for t > y1 and t close to y1, the geodesic inP

þ con-
necting At and Bt must necessarily pass through eQQ, and the question is whether
it also passes through ePP: we have to show that this does not happen. And in fact,
it is surely so, because geodesics in a polygon only touch the boundary of the
polygon at vertices corresponding to angles strictly larger than p, while ePP is not
a vertex of qPþ.

Finally, the fact thatP0 is an upper d-tube, again with map F0 coinciding with
the identity, is again obvious: indeed, for any y0 < t < y1 the geodesic inP0 be-
tween At and Bt is At

eXX1 . . . eXXNBt, and jð½a�; aþ� � fy1gÞ ¼ ~gg1 is a d-modification
of g1 with variable endpoints connecting Ay1 and By1 .

Subcase 2. If P is above g1 and Q is below.

In this case, we select a point eQQ on the internal bisector at Q inP , with distance
from Q much smaller than some small d. Then, as in Figure 3 right, we call At̂t the
point in the side ofP containing At1 such that the points At̂t, P and eQQ are aligned.
Notice that t̂t < t1, and t1 � t̂tf d. We fix now y1 a ðt̂t; t1Þ, with y1 � t̂tf t1 � y1,
and finally we take ePP on the internal bisector at P inP , with jePP � Pjf jAy1 � At̂tj.
Then, we let ~gg1 be a d-modification of g1 with variable endpoints, connecting Ay1

with By1 and passing through ePP and eQQ.
We have again to check that X 0ðtÞ is constant for all t < y1 near y1, and for all

t > y1 near y1. This means that, for t < y1 close to y1, we have to check that the
geodesic inP0 between At and Bt passes through Q and not through ePP; instead,
for t > y1 close to y1, we have to check that the geodesic inPþ between At and
Bt passes through P and eQQ. Concerning the case t < y1, the fact that the geo-

Figure 3. The situation in Step IIb, subcase 1 and subcase 2.
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desic passes through Q is obvious, while the fact that it does not pass through ePP
is true because by construction the line connecting Ay1 and

ePP is above Q, hence
the segment AtQ is contained inP0 and then the geodesic does not pass throughePP. Instead, if t > y1 is close to y1, it is again obvious that the geodesic passes

through eQQ; and, again by construction, the line passing through Ay1 and P is
below eQQ, so the segment At

eQQ is not contained inPþ and then the geodesic must
pass also through P.

Finally, this time P0 is not an upper d-tube, because of ePP. In fact, if we call
X 0 ¼ fX1;X2; . . . ;XNg, so in particular X1 ¼ P and X2 ¼ Q, then for any y0 <
t < y1 the set of vertices between At and Bt in P0 is XP0

ðtÞ ¼ f eXX2; eXX3; . . . ; eXXNg
(notice that there is no eXX1), with every eXXj with distance smaller than d from the

corresponding X j, and in particular eXX2 ¼ Q. Instead, jð½a�; aþ� � fy1gÞ ¼ ~gg1 is

a piecewise linear curve having one vertex near each eXXj for jb 2, and also the
vertex ePP which has no point of XP0

ðtÞ around. Nevertheless, it is clear that there
is a finitely piecewise a‰ne bijection F0 : R

2 ! R2, with bi-Lipschitz constant of
order 1þ d, thus smaller than 1þ h, that leaves all the sides of qP0 unchanged
except Ay1

ePP and ePP eQQ, while these two sides become on a same line: roughly speak-
ing, F0 moves ePP upward until it becomes aligned with Ay1 and eQQ. Obviuously,
the bijection F0 transforms P0 into an upper d-tube, so also in this subcase we
are done.

Subcases 3 and 4. If P and Q are both above g1, or if P is below g1 and Q is
above.
Let us now briefly consider the third and fourth possible subcases: we will ob-
serve that they are almost identical to the first or the second one. More precisely,
let us first assume that P and Q are both above g1: then, to define ~gg1 we can argue
as in Subcase 1, in a specular way, in particular y1 must be slightly larger than
t1, and Ay1 will remain aligned with ePP and eQQ; so, the situation is still the one de-
picted in Figure 3 left, the only di¤erence being the orientation of the segments,
in particular P0 is now above the curve ~gg1, in the picture. Checking that every-
thing works, in particular that P0 is an upper d-tube, can be done exactly as
before.

Finally, the case when P is below g1 and Q is above, is again very similar to
Subcase 2, so also this time we can do the same construction in a specular way,
and the situation is again as in Figure 3 right, with reversed orientation. To check
that X 0ðtÞ is constant for all t < y1 near y1, and for all t > y1 near y1, one can
again argue exactly as before. The only di¤erence is when one has to check that
P0 is an upper d-tube: indeed, in Subcase 2 the point P was missing in X 0, so due
to the presence of ePP the setP0 was not an upper d-tube, without the bijection F0.
Instead, in the present case P is missing from X 1 but present in X 0, thus in this
case the set P0 is already an upper d-tube, without any need of the bijection F0

(that is, we can take again F0 as the identity).

Step III. Definition of ~jj on qR0 and (2.6).
This step is devoted to defining ~jj on ½a�; aþ� � fy1g: this must be a piece-

wise linear and injective function, having as image the piecewise linear curve ~gg1,

527on the planar minimal bv extension problem



already defined in Step II. Extending ~jj ¼ j on qR, we will have then a piecewise
linear and injective function ~jj : qR0 A qRþ ! R2, whereR0 ¼ ½a�; aþ� � ½b�; y1�
andRþ ¼ ½a�; aþ� � ½y1; bþ�, and then qR0 A qRþ ¼ qRA ½a�; aþ� � fy1g. Our
definition must satisfy two requirements: first of all, since in the end we want the
validity of the estimate (2.4), we aim to get

Cðj0Þ þCðjþÞ < CðjÞ þ hðy1 � b�Þ;ð2:6Þ

where j0 and jþ are the restrictions of ~jj toR0 andRþ respectively. Moreover,
we have to check that jþ on the rectangleRþ is not aligned, which will allow us
in the next step to perform a recursion. Keep in mind that, as underlined in Step
II, to obtain that jþ is not aligned it only remains to check that every three gen-
eralised vertices ofPþ, not on a same side, are not aligned; and in turn, we have
already checked this, except for the points in ~gg1 � qPþ which are generalised ver-
tices but not vertices ofPþ.

We show now that it is enough to satisfy the first requirement, namely, the va-
lidity of (2.6). Indeed, assume that we have found a piecewise linear and injective
function ~jj such that (2.6) holds true. Then, there are finitely many generalised
vertices V1;V2; . . . ;VK on ~gg1; so, there are points V1;V2; . . . ;VK in ½a�; aþ� �
fy1g such that ~jjðVjÞ ¼ Vj and ~jj is linear on every VjVjþ1. We claim that it is pos-
sible to slightly move the generalised vertices Vj which are not vertices, in such
a way that the map jþ becomes not aligned. This means that, for every j, we
set Wj ¼ Vj if Vj is a vertex of ~gg1; otherwise, if Vj is a generalised vertex but not
a vertex, we let Wj a ~gg1 be a point extremely close to Vj to be specified in a mo-
ment. We modify then the function ~jj by leaving it linear on each segment VjVjþ1,
and setting ~jjðVjÞ ¼ Wj instead of ~jjðVjÞ ¼ Vj: notice that, as soon as every Wj is
close enough to Vj, the estimate (2.6) remains valid. Let us now see how we define
the points Wj. If every three generalised vertices of Pþ, not on a same side, are
not aligned, then there is nothing to do, and we can simply set Wj ¼ Vj for every
j. Suppose, instead, that there are three generalised vertices of Pþ which are
aligned; as already observed, at least one of the three must be some point Vj, in
particular a generalised vertex which is not a vertex. In other words, Vj belongs to
a line l which contains two other given generalised vertices ofPþ; since we have
already checked the non alignment of points taken among the generalised vertices
ofP and the vertices of ~gg1, the line l does not contain the side ofPþ containing
Vj. As a consequence, we can take Wj AVj arbitrarily close to Vj, and it does not
lie on the line l; since there are finitely many generalised vertices in Pþ, we can
do this in such a way that Wj is not aligned with any other two generalised ver-
tices. By repeating this argument for all the aligned triples, so finitely many times,
we end up with the required slight modification of ~jj.

Summarizing, to conclude this step we only have to find a piecewise linear and
injective parameterisation ~jj of ~gg1 such that (2.6) is satisfied. We can furhter re-
duce ourselves to simply looking for a parameterization ~jj satisfying (2.6): indeed,
once such a function is found, we can uniformly approximate it with a piecewise
linear one, then the validity of (2.6) is preserved. Hence, we look now for a bijec-
tion ~jj : ½a�; aþ� � fy1g ! ~gg1 satisfying (2.6).
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To do so, for every a� a ta aþ we consider the geodesic g t in P between
C t ¼ jðt; b�Þ and Dt ¼ jðt; bþÞ: since the curve ~gg1 divides P into two connected
components, and C t and Dt are not in the same one, then gt must intersect ~gg1. Let
us call PðtÞ the last point (with respect to the order given by the curve ~gg1) in this
intersection. By construction and applying Lemma 2.4 to two geodesics gs and g t,
we see that the function t 7! PðtÞ is nondecreasing, that is, if s > t then PðsÞ is in
the closed part of ~gg1 between PðtÞ and By1 . This function is in general not con-
tinuous, nor injective, nor surjective; nevertheless, there is of course a bijection
~jj : ½a�; aþ� � fy1g ! ~gg1 such that ~jjðt; y1Þ has distance less than d from PðtÞ for
all t a ½a�; aþ� except those contained in a subset G of ½a�; aþ� of measure less
than d.

Since ~gg1 is a d-modification of g1, with variable endpoints, we can apply
Lemma 2.5 with some e to be specified later. Up to decrease d, then, we find
that for every t a ½a�; aþ�nG

dP0
ðC t; ~jjðt; y1ÞÞ þ dP þð~jjðt; y1Þ;DtÞ < dP ðC t;DtÞ þ e:

However, for each t, so in particular for those contain in G, we trivially get

dP0
ðC t; ~jjðt; y1ÞÞ þ dP þð~jjðt; y1Þ;DtÞ < H1ðqPÞ þH1ð~gg1Þa 3H1ðqPÞ:

Therefore, we deriveZ aþ

t¼a�
dP0

ðC t; ~jjðt; y1ÞÞ þ dP þð~jjðt; y1Þ;DtÞ dtð2:7Þ

a 3dH1ðqPÞ þ
Z aþ

t¼a�
dP ðC t;DtÞ þ e dt:

On the other hand, still by Lemma 2.5 we have for every b� a ta y1 that

dP0
ðAt;BtÞ < dP ðAt;BtÞ þ e;

while for every y1 a ta bþ it is

dP þðAt;BtÞ < dP ðAt;BtÞ þ e:

Thus, Z y1

t¼b�
dP0

ðAt;BtÞ dtþ
Z bþ

t¼y1

dP þðAt;BtÞ dt <
Z bþ

t¼b�
dP ðAt;BtÞ þ e dt:ð2:8Þ

Keeping in mind Definition 1.1, from (2.7) and (2.8) we obtain

Cðj0Þ þCðjþÞaCðjÞ þ 3dH1ðqPÞ þ eðaþ � a� þ bþ � b�Þ;

from which the validity of (2.6) follows, up to choose e and d small enough.
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Step IV. Recursion and conclusion.
In this last step, we want to conclude our construction. Applying Steps II and

III, we have already divided our rectangle R into a rectangle R0 ¼ ½a�; aþ� �
½b�; y1� and the remaining partRþ, and we have defined ~jj on qR0 A qR in such
a way that (2.6) holds; in addition, the polygonPðF0 � j0Þ (keep in mind Defini-
tion 1.1) is an upper d-tube with a finitely piecewise a‰ne bijection F0 : R

2 ! R2

with bi-Lipschitz constant smaller than 1þ h, and in addition ~jj is also a not
aligned function and the coordinates t 0j in the rectangleRþ with the function ~jj
are exactly M � 1 thanks to (2.5).

We can then remain satisfied with the work done on R0, and argue on Rþ:
with an obvious recursion, in the end we will have subdivided R into M rect-
anglesRi, 0a iaM � 1, and we will have defined a piecewise linear and injec-
tive function ~jj :

SM�1
i¼0 qRi ! R2, with ~jj ¼ j on qR, together with constants di

and finitely piecewise a‰ne bijections Fi as before. Since (2.4) follows simply
adding the inequalities (2.6), we have obtained everything, except the fact that
the polygons PðjiÞ with 1a iaM � 1 are also lower d-tubes, up to suitable
finitely piecewise a‰ne bijections Fi.

Again arguing by recursion, it is enough to check thatPðj1Þ is a lower d-tube:
this is quite simple, one has only to consider three possible cases; we call again
X 0 ¼ fX1;X2; . . . ;XNg.

Subcase 1. If X 1 ¼ X 0.
Let us consider first the case when X 1 ¼ X 0, depicted in Figure 4 left. This means
that the points Ay1 and By1 are necessarily generalised vertices of P , hence the
curve ~jjð½a�; aþ� � fy1gÞ ¼ ~gg1 has been defined in Step IIa. In particular, ~gg1 ¼
Ay1

eXX1 . . . eXXNBy1 , where each eXXj has distance at most d0 from the corresponding
X j. For y1 < t < y2, by Step II we know that X 0ðtÞQX ðtÞ: this means that the
geodesic in Pþ between At and Bt is AtY1 . . .YNBt, where for each 1a jaN
we have Y j ¼ X j if the latter belongs to qPþ, and otherwise Y j ¼ eXXj. If M ¼ 2,
thenPðj1Þ ¼Pþ and we have already the fact thatPðj1Þ is a lower d0-tube, again
F1 being the identity. Instead, if Mb 3, then there is also a curve ~gg2, which
equals ~jjð½a�; aþ� � fy2gÞ, and for y1 < t < y2 we have again by Step II that
X 0ðtÞQX 00ðtÞ, where X 0ðtÞ and X 00ðtÞ are the sets of vertices of the geodesic be-
tween At and Bt in Pþ and in Pðj1Þ respectively. This means that the geodesic
in Pðj1Þ between At and Bt is the curve AtZ1 . . .ZNBt, where Z j equals Y j if

Figure 4. The situation in Step IV, subcase 1 and subcase 2.
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the latter belongs to qPðj1Þ, while otherwise Z j is the point of ~gg2 which is very
close to Y j , in particular jY j � Z jj < d1. Then, every Z j is very close to the corre-

sponding eXXj, so we have thatPðj1Þ is a lower ðd0 þ d1Þ-tube.

Subcase 2. If Ay1 and By1 are generalised vertices and X 0AX 1.
Now, let us consider the case when Ay1 and By1 are generalised vertices of P ,
but X 0AX 1. Since immediate geometrical considerations ensure that X 0DX 1 �
fAy1 ;By1g, the only possibility is that at least one between Ay1 and By1 is also a
vertex ofP , not only a generalised one, and that it belongs to exactly one between
X 0 and X 1 (this can also happen contemporarily to both Ay1 and By1 ). We are
going to describe what happens if Ay1 a X 1nX 0, so X 1 is the set fAy1 ;X1; . . . ;
XNg: the situation when Ay1 a X 0nX 1 is completely similar, so as the analogous
cases with By1 in place of Ay1 . The situation is depicted in Figure 4 right.

Since, as showed in Step II, for y1 < t < y2 one has X ðtÞQX 0ðtÞ, being X 0ðtÞ
the set of vertices of the geodesic between At and Bt in Pþ, we have X 0ðtÞ ¼
fAy1 ;Y1; . . . ;YNg, where each Y j coincides with X j if X j a qPþ, while otherwise
Y j is the point of ~gg1 very close to X j. As before, if M ¼ 2 we already have that
Pðj1Þ ¼Pþ is a lower d0-tube, since we can write ~gg1 ¼ Ay1Ay1

eXX1 . . . eXXNBy1 (no-
tice that Ay1 appears twice, according with Definition 2.10). And again, if
M > 2 then the set of vertices X 00ðtÞ in Pðj1Þ corresponding to y1 < t < y2 will
be simply X 00ðtÞ ¼ fAy1 ;Z1; . . . ;ZNg, again with either Z j ¼ Y j, or jZ j � Y jj <
d1. Thus, also for M > 2 we have proved thatPðj1Þ is a lower ðd0 þ d1Þ-tube, still
with F0 being the identity.

Subcase 3. If Ay1 and By1 are not generalised vertices.
The last case to consider is when Ay1 and By1 are not generalised vertices, so nec-
essarily X 0AX 1 and the curve ~gg1 has been defined in Step IIb. Remember that, in
this case, the point At1 AAy1 was aligned with two points P and Q in qP , and the
only di¤erence between X 0 and X 1 was that only one of them contained P. Keep
in mind that the definition of ~gg1 was split into four subcases, depending if P and
Q were below, or above g1.

Suppose first that P and Q are both below g1, as in Figure 3 left. The situa-
tion now is then the one depicted in Figure 5 left: it is evident how, repeating
the very same arguments as above, the fact thatPðj1Þ is a lower d-tube follows,
once again F1 being the identity. The case when both P and Q are above g1 is
identical.

Figure 5. The situation in Step IV, subcase 3.
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Let us now consider what happens if P is above g1 and Q below, as in Figure 3
right, or if P is below and Q above: the situation now is shown respectively in
Figure 5 center and in Figure 5 right. Observe that the point P is contained in
X 1 in the first case, while in the second case the first vertex of X 1 is Q. Then,
once again the same arguments as before show that Pðj1Þ is a lower d-tube in
the first case, because ePP is a vertex of ~gg1 and P belongs to X 1, so we get once more
the thesis with F1 being the identity. Instead, in the second case Pðj1Þ is not a
lower d-tube, because the set of vertices X 1 starts with Q, while ~gg1 contains the
vertex ePP. Nevertheless, exactly as already did in Step II, we can easily notice
that the set PðF1 � j1Þ is a lower d-tube, where F1 is a finitely piecewise a‰ne
bijection which does not move any side of Pðj1Þ except the sides Ay1

ePP and ePP eQQ,
and these two sides become on a same line (that is, Ay1 ,

ePP and eQQ are transformed
into three aligned points). Notice that the bi-Lipschitz constant of F1 is of order
1þ d, so much smaller than 1þ h; hence, also this final case is concluded.

In order to conclude the proof, we need just the following simple observation.
Strictly speaking, for every 1a i < M � 1 we have found two finitely piecewise
a‰ne bijections, and we have called both them Fi: one of them, call it Fþ

i , was
needed to makePðjiÞ an upper d-tube, and the other one, call it F�

i , to make it a
lower d-tube. This if of course not admissible, we need a single bijection. But in
fact, as we observed during the proof, the bijection Fþ

i can fail to be the identity
only in an arbitrarily small neighborhood of the curve ~ggiþ1, while F�

i can fail to
be the identity only in an arbitrarily small neighborhood of ~ggi. As a consequence,
it is enough to define Fi the finitely piecewise a‰ne bijection which coincides with
Fþ

i and F�
i near ~ggiþ1 and ~ggi respectively, and which is the identity otherwise: by

construction, this bijection satisfies our requirements. r

2.3. The extension in the d-tubes and in the upper or lower d-tubes

Thanks to Lemma 2.11, in order to build the extension v required by Proposi-
tion 2.2 we can consider separately each of the rectanglesRi. And in turn, there
are two kinds of rectangles to consider: the ‘‘internal’’ ones, corresponding to
0 < i < M � 1, which are related to d-tubes, and the two ‘‘external’’ ones, cor-
responding to i ¼ 0 and i ¼ M � 1, which are related to polygons which are
only upper or lower d-tubes. We present immediately the result that we will use
to deal with the d-tubes, while for the upper or lower d-tubes we will use Lemma
2.15.

Lemma 2.12. LetR ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, and let j : qR ! R2 be
a piecewise linear and injective function such that the associated polygonP ¼PðjÞ
is a d-tube with number N. Then, there exists an injective, finitely piecewise a‰ne
function v :R ! R2 such that v ¼ j on qR andZ

R

kDvkaCðjÞ þ ðaþ � a� þ bþ � b�ÞðN þ 2Þd:ð2:9Þ

To show this lemma, we need some simple preliminary observations.
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Lemma 2.13. Let 2aK a N, and let Ai and Bi, for 1a iaK, be points in
RN. For every 0a ta 1, let PiðtÞ ¼ ð1� tÞAi þ tBi, and let gðtÞ be the piecewise

linear curve P1ðtÞP2ðtÞ . . .PKðtÞ. Then, one has H1ðgðtÞÞa ð1� tÞH1ðgð0ÞÞ þ
tH1ðgð1ÞÞ.

Proof. This is very simple: by obvious recursion, it is su‰cient to consider the
case K ¼ 2, which is in turn equivalent to show that, given two vectors v;w a RN ,
the function t 7! jvþ twj is convex. And this latter fact is obvious. r

Corollary 2.14. LetR ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, and let j : qR !
R2 be an injective function which is linear on each of the four sides of R. Then,

there exists an injective, finitely piecewise a‰ne function v :R ! R2 such that
v ¼ j on qR and for every 0a ta 1 one has

H1ðgtÞa ð1� tÞH1ðg0Þ þ tH1ðg1Þ;
H1ðgtÞa ð1� tÞH1ðg0Þ þ tH1ðg1Þ;

ð2:10Þ

where for each 0a ta 1 we denote by gt : ½b�; bþ� ! R2 and g t : ½a�; aþ� ! R2

the curves

gtðsÞ ¼ vðð1� tÞa� þ taþ; sÞ; g tðsÞ ¼ vðs; ð1� tÞb� þ tbþÞ:

In particular, one hasZ
R

kDvka ðaþ � a�ÞH
1ðg0Þ þH1ðg1Þ

2
þ ðbþ � b�ÞH

1ðg0Þ þH1ðg1Þ
2

:ð2:11Þ

Proof. The image of j is the boundary of a non self-intersecting quadrilateral
P � R2, whose vertices are

C ¼ jða�; b�Þ; D ¼ jðaþ; b�Þ; E ¼ jðaþ; bþÞ; F ¼ jða�; bþÞ:

At least one of the two diagonals ofP is necessarily contained inP itself, without
loss of generality we assume that the segment CE is contained in P . Hence, we
define v as the function onR which coincides with j on qR, and which is a‰ne
on the two triangles CDE and CEF .

Notice that, if we choose K ¼ 3 and we set the pairs ðA1;B1Þ ¼ ðC ;DÞ,
ðA2;B2Þ ¼ ðC ;EÞ, ðA3;B3Þ ¼ ðF ;EÞ, then our curves gt coincide with the curves
gðtÞ of Lemma 2.13. Thus, the first estimate in (2.10) directly follows from
Lemma 2.13; the second estimate is completely symmetric.

Obtaining (2.11) is then immediate: for every 0a ta 1, by (2.10) one hasZ bþ

b�
jD2vðð1� tÞa� þ taþ; sÞj ds ¼ H1ðgtÞa ð1� tÞH1ðg0Þ þ tH1ðg1Þ;
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thus Z
R

jD2vj ¼
Z aþ

x¼a�

Z bþ

s¼b�
jD2vðx; sÞj ds dx

¼ ðaþ � a�Þ
Z 1

t¼0

Z bþ

s¼b�
jD2vðð1� tÞa� þ taþ; sÞj ds dt

a ðaþ � a�ÞH
1ðg0Þ þH1ðg1Þ

2
;

and similarly Z
R

jD1vja ðbþ � b�ÞH
1ðg0Þ þH1ðg1Þ

2
;

hence (2.11) directly follows. r

While the above corollary is needed for the proof of Lemma 2.12, hence in
turn with the situation of the ‘‘internal’’ rectanglesRi in the proof of Proposition
2.2, to deal with the two ‘‘external’’ ones we will need the following other conse-
quence of Lemma 2.13.

Lemma 2.15. LetR ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, and let j : qR ! R2 be
an injective and piecewise linear function. Assume that j is linear on the segments
½a�; aþ� � fb�g, fa�g � ½b�; bþ� and faþg � ½b�; bþ�, and that PðjÞ is an upper
d-tube for some d much smaller than the length of any side of PðjÞ. Then, there
exists an injective, finitely piecewise a‰ne function v :R ! R2 such that v ¼ j on
qR and Z

R

kDvka 3

2
ðaþ � a� þ bþ � b�ÞH1ðqPðjÞÞ:ð2:12Þ

Proof. For brevity, let us call

A ¼ ða�; b�Þ; B ¼ ðaþ; b�Þ; C ¼ ðaþ; bþÞ; D ¼ ða�; bþÞ;
A ¼ jðAÞ; B ¼ jðBÞ; C ¼ jðCÞ; D ¼ jðDÞ:

Then, the image of the segments AB, BC and AD through j are the segments AB,
BC and AD, while the image of the segment CD is some piecewise linear curve
between C and D. By definition of upper d-tubes, there is some X ¼ fX1;X2; . . . ;
XNg such that X ðtÞ ¼ X for every b� < t < bþ. In particular, the geodesic in
P ¼PðjÞ between A and B is AX1X2 . . .XNB; on the other hand, of course the
geodesic inP between A and B is the segment AB itself, since it is contained inP
by construction. As a consequence, the only points that X could contain are A
and B: in other words, either X ¼ j, or X contains exactly one between A and
B, or X ¼ fA;Bg. Let us consider separately the three possibilities.
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If X ¼ j, keeping in mind thatP is an upper d-tube we get that the image of
CD under j is the segment CD itself, soPðjÞ is the quadrilateral ABCD. More-
over, we have that the quadrilateral is convex, because otherwise there would
be some t for which X ðtÞA j. As a consequence, we can easily reduce ourselves
to the case when j is linear on the four sides ofR. More precisely, there exists
finitely many coordinates a� ¼ x0 < x1 < � � � < xM�1 < xM ¼ aþ such that j is
linear on each segment QiQiþ1, writing Qi ¼ ðxi; bþÞ a qR. We can then call
Pi ¼ ðxi; b�Þ the corresponding points in the bottom side ofR, and extend j lin-
early to each segment PiQi: by convexity ofPðjÞ, the extension j is still piecewise
linear and injective. The rectangleR has then been subdivided in the rectangles
Ri ¼ ½xi; xiþ1� � ½b�; bþ�, and the function j is linear on the boundary of each of
these rectangles. We can then define the function v :R ! R2 by using Corollary
2.14 on eachRi: we will get a finitely piecewise a‰ne and injective function, and
(2.11) on eachRi gives

Z
R

kDvka
XM�1

i¼0

ðxiþ1 � xiÞ
H1ðPiQiÞ þH1ðPiþ1Qiþ1Þ

2
ð2:13Þ

þ
XM�1

i¼0

ðbþ � b�ÞH
1ðPiPiþ1Þ þH1ðQiQiþ1Þ

2

a
aþ � a�

2
maxfH1ðADÞ;H1ðBCÞg

þ bþ � b�

2
ðH1ðABÞ þH1ðCDÞÞ

a
aþ � a� þ bþ � b�

2
H1ðqPðjÞÞ;

thus (2.12) is established.
Let us now consider the case when X consists of exactly one element, with-

out loss of generality let us think that X ¼ fBg. Then, since PðjÞ is an upper
d-tube we know that the image of DC through j is the piecewise linear curve
DQC for some point Q on the internal bisector to the angle in B, with distance
from B less than d: Figure 6 (left) depicts the situation in this case. As in the
figure, we call Q ¼ j�1ðQÞ a qR, and we let P a qR be the point in the bottom
side with the same abscissa xQ a ða�; aþÞ as Q. Then, P ¼ jðPÞ is some point
in the segment AB. We extend now the function j as a linear function on the
segment PQ, as well as on the segment BQ, and we define v separately on the
rectangle APQD and on the triangles PBQ and BCQ. First of all, the restric-
tion of j to the rectangle APQD is still injective and piecewise linear, and also
linear on the left, right, and bottom side, and moreover the corresponding poly-
gon is the convex quadrilateral APQD, so it is again a d-cube corresponding
to X ¼ j. Since we have already considered this case, proving in particular the
estimate (2.13), we get a finitely piecewise a‰ne function v on the rectangle
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APQD satisfyingZ
APQD

kDvka xQ � a� þ bþ � b�

2
H1ðqAPQDÞð2:14Þ

a
xQ � a� þ bþ � b�

2
H1ðqPðjÞÞ:

On the triangle PBQ, we let v be then the a‰ne function extending j, which
makes sense since j is linear on each side of the triangle. Then, we readily
get Z

PBQ

kDvk ¼
Z
PBQ

jD1vj þ
Z
PBQ

jD2vj

¼ bþ � b�

2
H1ðPBÞ þ aþ � xQ

2
H1ðPQÞ:

Then, concerning the triangle BQC, we keep in mind that j is linear on the sides
BC and BQ, and piecewise linear on the side QC, and that the image under j
of the segment QC is the segment QC . Thus, we can define v on the triangle
BQC the finitely piecewise a‰ne function which is a‰ne on each triangle RSB,
being R and S any two points on QC such that j is linear on RS. The result-
ing function v :R ! R2 is finitely piecewise a‰ne and injective, and we get the
estimateZ

BQC

kDvk ¼
Z
BQC

jD1vj þ
Z
BQC

jD2vj

a
bþ � b�

2
H1ðQCÞ þ aþ � xQ

2
ðH1ðBCÞ þH1ðQCÞÞ;

Figure 6. The situation when X ¼ fBg and when X ¼ fA;Bg in Lemma 2.15.
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which added to the previous one gives, for the rectangle PBCQ,Z
PBCQ

kDvka bþ � b� þ aþ � xQ

2
H1ðqPðjÞÞ:ð2:15Þ

Together with the estimate (2.14) for the rectangle APQD, we get then the valid-
ity of (2.12) also in this case.

To conclude, let us consider the situation when X ¼ fA;Bg, depicted in Fig-
ure 6 (right). In this case, the fact that PðjÞ is an upper d-tube implies that the
image of DC through j is the piecewise linear curve DQ1Q2C , with Q1 and Q2

very close to A and B respectively, and on the two related bisectors. Let us now
call again Q1 ¼ j�1ðQ1Þ, Q2 ¼ j�1ðQ2Þ, and let P1 and P2 be the points on qR
below Q1 and Q2 as before, with abscissae x1 and x2. We extend now the function
j as the linear function on the segments P1Q1 and P2Q2: j remains then piecewise
linear and injective because the two segments P1Q1 and P2Q2 are in the interior
ofPðjÞ. Moreover,R has been subdivided in three rectangles; in the central rect-
angle P1P2Q2Q1 the function j corresponds to a d-tube with X ¼ j, so the first
considered case provides us with an extension v inside this rectangle, satisfying
(2.13), which now reads asZ

P1P2Q2Q1

kDvka x2 � x1 þ bþ � b�

2
H1ðqPðjÞÞ;

where we have also used the fact that the perimeter of the polygon P1P2Q2Q1 is
less than H1ðqPðjÞÞ. Instead, the situation in the right rectangle P2BCQ2 is ex-
actly the same as in the previous case for the rectangle PBCQ, hence the same
argument as before gives us an extension v inside this rectangle satisfying (2.15),
which this time reads asZ

P2BCQ2

kDvka bþ � b� þ aþ � x2

2
H1ðqPðjÞÞ:

In the very same way, in the left rectangle AP1Q1B we have an extension v withZ
AP1Q1B

kDvka bþ � b� þ x1 � a�

2
H1ðqPðjÞÞ:

Adding the last three estimates, we finally find the validity of (2.12) also in this
last case. r

We are now in position to show Lemma 2.12.

Proof (of Lemma 2.12). We divide the proof in few steps.

Step I. Definition of the points C i, Di, Pj , Qj and V a
j .

SincePðjÞ is a d-tube, we can call

P0 ¼ jða�; b�Þ; Q0 ¼ jða�; bþÞ; PNþ1 ¼ jðaþ; b�Þ; QNþ1 ¼ jðaþ; bþÞ;
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and there are points Pj and Qj , for 1a jaN, such that the curve t 7! jðt; b�Þ is
the piecewise linear curve P0P1 . . .PNPNþ1, while t 7! jðt; bþÞ coincides with
Q0Q1 . . .QNQNþ1. Notice that qP only consists of the points Pj and Qj, hence
for each 1a jaN the point X j in the Definition 2.10 of the d-tubes coincides
either with Pj or with Qj, and in particular jPj �Qjj < d (this is in general false

for j ¼ 0 and j ¼ N þ 1!). Recall that the points P0 and P1 are not necessarily
di¤erent, as well as PN and PNþ1, Q0 and Q1, and QN and QNþ1. However, this
does not make any substantial di¤erence in the present proof.

We select several numbers a� ¼ s0 < s1 < � � � < sK < sKþ1 ¼ aþ, in such a
way that, calling Ci ¼ ðsi; b�Þ and Di ¼ ðsi; bþÞ, j is linear on each segment
CiCiþ1 and DiDiþ1; moreover, for each 1a iaK we define C i ¼ jðCiÞ and
Di ¼ jðDiÞ. By continuity of the length, we can take points in such a way that,
for each 0a iaK and for each 0a ta 1, one has

jdP ðð1� tÞC i þ tC iþ1; ð1� tÞDi þ tDiþ1Þ � dP ðC i;DiÞj < d:ð2:16Þ

For any 1a jaN, let us now divide the segment PjQj in K þN equal parts,
calling V a

j , for 0a aaK þN, the corresponding points, in particular V 0
j ¼ Qj

while V KþN
j ¼ Pj . We do the same also for j ¼ 0 and j ¼ N þ 1, calling Aa and

Ba (instead of V a
0 and V a

Nþ1) the corresponding points. Similarly, we divide in
K þN parts the segments fa�g � ½b�; bþ� and faþg � ½b�; bþ�, defining the
points Aa and Ba for 0a aaK þN. Notice that jðAaÞ ¼ Aa and jðBaÞ ¼ Ba

since j is linear on the vertical sides of R. Again by continuity of the length,
and again adding new coordinates si if necessary, we can assume that for every
0a aaN þ K � 1 and every 0a ta 1 one has

jdP ðð1� tÞAa þ tAaþ1; ð1� tÞBa þ tBaþ1Þ � dP ðAa;BaÞj < d:ð2:17Þ

Step II. Definition of the curves gi and ga.
Our next aim is to define suitable piecewise linear curves ga and gi in P , for

1a aaK þN � 1 and 1a iaK . Each curve ga will connect Aa with Ba, and
it will be eventually the image of the segment AaBa under v; similarly, each curve
gi will connect C i with Di, and it will be eventually the image of the segment CiDi

under v.
The curves ga are easy to define; namely, for each 1a aaK þN � 1 we let

ga be the piecewise linear curve AaV a
1V

a
2 . . .V

a
NB

a: each curve ga is entirely con-
tained in the interior ofP , except its two endpoints Aa and Ba, and each two such
curves have empty intersection. Notice that, by definition of d-tubes, the geodesic
in P between any Aa and the corresponding Ba is the curve AaX1X2 . . .XNB

a;
then, since for every 1a iaN one has jV a

i � X ij < d, we immediately derive

H1ðgaÞ < dP ðAa;BaÞ þNd:ð2:18Þ

In order to define the curves gi, we first need to consider a generic segment
PjQj, with 1a jaN: since j is linear on the segments CiCiþ1 and DiDiþ1,
Pj must necessarily be one of the points C i, and Qj one of the points Di. So,
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we have i1ð jÞ and i2ð jÞ in f1; 2; . . . ;Kg with the property that C i1ð jÞ ¼ Pj and
C i2ð jÞ ¼ Qj. If i1ð jÞ > i2ð jÞ, we will say that geodesics are arriving from left at

PjQj , while if i1ð jÞ < i2ð jÞ we say that geodesics are arriving from right at PjQj.
The reason for the name is clear: if we assume that i1ð jÞ > i2ð jÞ, then the geodesic
between C i and Di inP crosses the segment PjQj if and only if i2ð jÞ < i < iið jÞ:
in this case, C i is ‘‘on the left’’ of the segment PjQj (that is, Ci a qR is on the left
of the segment j�1ðPjÞj�1ðQjÞ ¼ Ci1ð jÞDi2ð jÞ), while Di is on the right. Notice
that, at every segment PjQj , either geodesics are arriving from left, or they are
arriving from right, or i1ð jÞ ¼ i2ð jÞ.

Let us now fix 1a iaK . Any curve in P between C i and Di must intersect
the closed segment PjQj for every j such that

minfi1ð jÞ; i2ð jÞga iamaxfi1ð jÞ; i2ð jÞg:ð2:19Þ

Assume that this inequality is false for every 1a jaN: then, there must exist
some j such that C i is in the interior of the segment PjPjþ1, while Di is in the
interior of QjQjþ1. By construction, the open segment C iDi is entirely contained
inP , and we define gi ¼ C iDi.

Assume, instead, that there are some 1a jaN such that the inequality (2.19)
holds, and let jmin and jmax the minimal and the maximal j for which this
happens (of course they depend on i). It is immediate to notice that (2.19) holds
true for all jmina ja jmax. If i1ð jminÞ ¼ i2ð jminÞ, then of course jmax ¼ jmin and
the points C i and Di coincide with Pjmin

and Qjmin
respectively: also in this case

we set gi ¼ C iDi.
Otherwise, either i1ð jminÞ < i2ð jminÞ or i1ð jminÞ > i2ð jminÞ, so geodesics arrive

either from right or from left at Pjmin
Qjmin

. It readily follows from the definition

that in the first case geodesics arrive from right at every PjQj with jmin a ja

jmax, while in the second case they all arrive from left. So, we define the curve gi
as

gi ¼ T�
i V

aði; jminÞ
jmin

V
aði; jminþ1Þ
jminþ1 . . .V

aði; jmaxÞ
jmax

Tþ
i ;ð2:20Þ

where T�
i ¼ C i and Tþ

i ¼ Di if geodesics arrive from left at PjQj, while other-
wise T�

i ¼ Di and Tþ
i ¼ C i, and where for every 1a iaK and 1a jaN the

number aði; jÞ is defined as

aði; jÞ ¼
i þN � j if geodesics arrive from left at PjQj;

j þ K � i if geodesics arrive from right at PjQj:

�
ð2:21Þ

Notice that we are defining aði; jÞ for every i and j, except if j is so that
i1ð jÞ ¼ i2ð jÞ. However, in this case the definition of gi does not require the defi-
nition of aði; jÞ: indeed, if iA i1ð jÞ, then j does not belong to the interval
½ jmin; jmax�, so the value of aði; jÞ is not needed in (2.20); instead, if i ¼ i1ð jÞ ¼
i2ð jÞ, then gi is not defined through (2.20), it is simply the segment PjQj, and so
also in this case the definition of aði; jÞ is not used.
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An immediate consequence of our definition is that all the curves gi lie in the
interior of P , except their two endpoints, and two di¤erent such curves are dis-
joint: notice that the disjointness is true because of the di¤erent definitions of
aði; jÞ given in the two possible cases in (2.21).

To conclude this step, we claim that

H1ðgiÞ < dP ðC i;DiÞ þNd:ð2:22Þ

In fact, depending on the position of the points we have defined gi either as the
segment between C i and Di, or through (2.20). In the first case, gi is of course the
geodesic between C i and Di inP , so in fact H1ðgiÞ ¼ dP ðC i;DiÞ and then (2.22)
clearly holds. Suppose, instead, that gi has been defined through (2.20); then, gi is
a piecewise linear path between C i and Di, and its vertices are C i, Di, and one
single point in every segment PjQj such that j satisfies (2.19). Let us instead con-
sider the geodesic inP between C i and Di: as noticed above, it must also intersect
the segments PjQj for all the j satisfying (2.19). Since the total number of seg-
ments PjQj is N and each one has length smaller than d by construction, the
validity of (2.22) simply comes by triangular inequality.

Step III. Uniqueness of the intersection gi B ga.
Let us now fix any 1a iaK , and any 1a aaN þ K � 1. We aim to show

that the intersecion gi B ga consists of exactly one point; notice that this intersec-
tion is surely not empty, because Aa and Ba are on the two di¤erent parts in
which qR is divided by the points Ci and Di, so we only have to exclude multiple
intersections.

Recall that the construction of gi has been done, in Step II, in three di¤erent
cases: we will consider them separately. The first possibility was when (2.19) was
false for every 1a jaN: in this case, there exists some 0a jaN such that C i

is in the open segment PjPjþ1 and Di in the open segment QjQjþ1, and gi was
simply defined as the segment C iDi. Since the whole segment gi lies in the interior
of the quadrilateral PjPjþ1Qjþ1Qj , and in this quadrilateral also ga is a segment,
then the intersection consists of exactly a point, so the step is concluded in this
first case.

The second case was if (2.19) holds true for some j, then in particular for
all jmin a ja jmax, and i1ð jminÞ ¼ i2ð jminÞ: in this case, we had noticed that
C i ¼ Pjmin

and Di ¼ Qjmin
, and defined gi as the segment Pjmin

Qjmin
; the unique

intersection of gi with ga is then again obvious.
Let us finally consider the third and last possible case studied in Step II,

namely, (2.19) holds true for all jmin a jmax and i1ð jminÞA i2ð jminÞ. In this case,
gi has been defined through (2.20), and we have also noticed that geodesics are
arriving from left at PjQj for every jmina ja jmax, or they are arriving from
right for every jmina ja jmax. Let us suppose that they arrive all from left, the
other case is completely similar. Then, the numbers aði; jÞ defined in (2.21) are all
given by aði; jÞ ¼ i þN � j, so they range from i þN � jmax to i þN � jmin.

Suppose first that a > i þN � jmin: in this case, the point V
aði; jminÞ
jmin

a gi is above
the point V a

jmin
a ga, on the segment Pjmin

Qjmin
, and more in general the point
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V
aði; jÞ
j a gi is above V

a
j a ga for every jmin a ja jmax. So, there is no intersection

between gi and ga after the segment Pjmin
Qjmin

. On the other hand, in the closed
quadrilateral Pjmin�1Pjmin

Qjmin
Qjmin�1 both the curves gi and ga are segments, so

they have at most one point of intersection; and, since of course there is no inter-
section before Pjmin�1Qjmin�1 and the intersection cannot be empty, then gi B ga

consist of exactly a point. So, we have proved the claim under the assumption
that a > i þN � jmin. If, on the contrary, a < i þN � jmax, then a completely
symmetric argument shows that gi B ga consists of exactly a point, lying in the
quadrilateral Pjmax

Pjmaxþ1Qjmaxþ1Qjmax
. Finally, if i þN � jmax a aa i þN � jmin,

then there exists exactly one jmin a ja jmax such that aði; j Þ ¼ a. And then, the
intersection between gi and ga consists of the sole point V a

j
.

Step IV. The curves gi and ga are segments between two consecutive intersections.
Thanks to Step III, for each 1a iaK and 1a aaN þ K � 1 there is

exactly one point of intersection between gi and ga, call it S a
i . We can extend the

definition of the points S a
i also to i ¼ 0 or i ¼ K þ 1, as well as to a ¼ 0 or

a ¼ K þN, of course setting

S 0
i ¼ C i; SKþN

i ¼ Di; S a
0 ¼ Aa; S a

Kþ1 ¼ Ba:

The aim of this step is to show that gi is a segment between any two consecutive
points S a

i , and the same happens to ga. Since all the curves gi and ga are piecewise
linear, the claim is equivalent to say that every vertex of each curve gi is the inter-
section point with some ga, and analogously every vertex of each curve ga is the
intersection point with some gi. Since, by construction, every vertex of any curve
gi or g

a is necessarily one of the points V a
j , then it is enough to show that, for

every 1a jaN and 1a aaN þ K � 1, the point V a
j
belongs to some curve

gi, as well as to some curve ga. Moreover, since of course V a
j
belongs to the curve

ga, we only have to show that it belongs to some curve gi.
Let us then consider the segment PjQj , and keep in mind that either geodesics

are arriving there from left, or from right, or none of the two, the last possibility
being true if and only if i1ð j Þ ¼ i2ð j Þ. In this last case, the curve gi1ð j Þ coincides

by definition with the whole segment PjQj , hence in particular it contains V a
j
. Let

us then suppose that geodesics are arriving at PjQj from left, if they are arriving
from right the completely symmetric argument can be done. Then, the geodesic gi
has some intersection with PjQj if and only if i2ð j Þa ia i1ð j Þ. In particular,

keeping in mind (2.21), we know that for any such i the geodesic gi passes
through the point V iþN� j

j
. If i2ð j Þ þN � ja aa i1ð j Þ þN � j, then we are

clearly done. Suppose, instead, that a > i1ð j Þ þN � j, again a completely sym-
metric argument would work if a < i2ð j Þ þN � j. Let us then set i ¼ i1ð j Þ: no-
tice that by definition C i ¼ C i1ð j Þ ¼ Pj , and jminði Þ ¼ j. Hence, keeping in mind

(2.20), we know that the first two points of the curve gi are Pj and V
i1ð j ÞþN� j

j
. We

conclude simply by observing that, since a > i1ð j Þ þN � j, then the point V a
j
is

contained in the open segment PjV
i1ð j ÞþN� j

j
, which is a part of gi, hence V a

j
a gi

and the step is thus concluded.
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Step V. Conclusion.
We are now ready to conclude the construction. In fact, for every 0a ia

K þ 1 and every 0a aaN þ K we define the point S a
i ¼ ðsi; yaÞ aR, where

ya ¼ bþ � a

N þ K
ðbþ � b�Þ:

Then, we let vðS a
i Þ ¼ S a

i , and we extend v linearly in every segment S a
i S

a
iþ1 and

in every segment S a
i S

aþ1
i . Notice that v is now defined on the one-dimensional

grid inR made by all the points whose first coordinate is one of the si, or whose
second coordinate is one of the ya; notice also that v coincides with j on qR.
By Steps III and IV we obtain that v is injective on the grid and that its image
is done by the union of the curves gi and of the curves ga. In particular, for
each rectangleRa

i ¼ ½si; siþ1� � ½ya; yaþ1�, the function v is injective on qRa
i , and

linear on each of its four sides: therefore, we can apply Corollary 2.14 to each
rectangle.

More precisely, let us fix any 0a iaK and 0a aaN þ K � 1, and let us
apply Corollary 2.14 to the rectangle Ra

i , finding a finitely piecewise a‰ne and
injective function vai :Ra

i ! R2, which extends the function v already defined on
qRa

i and for which the estimates (2.10) are valid. In particular, for every 0a ta

1 let us define gði; aÞt : ½ya; yaþ1� ! R2 and gði; aÞ t : ½si; siþ1� ! R2 the curves de-
fined by

gði; aÞtðsÞ ¼ vai ðð1� tÞsi þ tsiþ1; sÞ; gði; aÞ tðsÞ ¼ vai ðs; ð1� tÞya þ tyaþ1Þ;

hence, (2.10) reads as

H1ðgði; aÞtÞa ð1� tÞH1ðgði; aÞ0Þ þ tH1ðgði; aÞ1Þ;
H1ðgði; aÞ tÞa ð1� tÞH1ðgði; aÞ0Þ þ tH1ðgði; aÞ1Þ:

ð2:23Þ

Let us finally define v :R ! R2 as the function which coincides with vai on each
rectangle Ra

i : by construction, we know that v is an injective, finitely piecewise
a‰ne function which coincides with j on qR. To conclude, we need then to prove
the validity of (2.9).

To do so, let us take any b� a ya bþ; then, there exist an index 0a aa
N þ K � 1 and a number 0a ta 1 such that y ¼ ð1� tÞya þ tyaþ1. Observe
now that the curve ½a�; aþ� C s 7! vðs; yÞ is simply the union of the curves
½si; siþ1� C s 7! gði; aÞ tðsÞ, with i ranging from 0 to K . Therefore, by (2.23), (2.18)
and (2.17) we getZ aþ

a�
jD1vðs; yÞj ds ¼

XK
i¼0

H1ðgði; aÞ tÞa
XK
i¼0

ð1� tÞH1ðgði; aÞ0Þ þ tH1ðgði; aÞ1Þ

¼ ð1� tÞH1ðgaÞ þ tH1ðgaþ1Þ
a ð1� tÞdP ðAa;BaÞ þ tdP ðAaþ1;Baþ1Þ þNd
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a dP ðð1� tÞAa þ tAaþ1; ð1� tÞBa þ tBaþ1Þ þ ðN þ 2Þd
¼ dP ðjða�; yÞ; jðaþ; yÞÞ þ ðN þ 2Þd:

It is then enough to integrate in the variable y a ½b�; bþ� to getZ
R

jD1vj ¼
Z bþ

y¼b�

Z aþ

s¼a�
jD1vðs; yÞj ds dy

a

Z bþ

y¼b�
dP ðjða�; yÞ; jðaþ; yÞÞ dyþ ðbþ � b�ÞðN þ 2Þd:

The very same argument, done for the ‘‘vertical’’ curves y 7! vðs; yÞ for any
a� a sa aþ, and using then (2.22) and (2.16) in place of (2.18) and (2.17), yields
that Z

R

jD2vja
Z aþ

s¼a�
dP ðjðs; b�Þ; jðs; bþÞÞ dyþ ðaþ � a�ÞðN þ 2Þd:

Then, adding the last two estimates and recalling Definition 1.1 one obtains (2.9),
thus concluding the proof. r

2.4. The proof of Proposition 2.2

In this last subsection we can give the proof of Proposition 2.2; thanks to the
results of the previous subsections, this is now rather simple.

Proof (of Proposition 2.2). First of all we notice that, given any piecewise
linear and injective map g : qR ! R2 and any sf 1, there exists a finitely piece-
wise a‰ne bijection F : R2 ! R2, bi-Lipschitz with constant at most 1þ s, such
that F � g, which is of course still piecewise linear and injective, is also not
aligned. As a consequence, we can assume without loss of generality that the
map j is not aligned.

Let then hf 1 be a small constant, depending onR, on j and on e and to be
specified later. We apply Lemma 2.11 to j, thus getting the ordinates fyigM

i¼0, the

piecewise linear and injective extension ~jj :
SM�1

i¼0 qRi ! R2 of j, the constants di
and the bijections Fi as in the claim. In particular, ~jj satisfies (2.4).

For every 1a i < M � 1, the polygon PðjiÞ is a di-tube, up to apply the fi-
nitely piecewise a‰ne bijection Fi, of bi-Lipschitz constant at most 1þ h; hence,
we can apply Lemma 2.12 to get a finitely piecewise a‰ne and injective function

vi :Ri ! R2 such that vi ¼ ji on qRi and

1

ð1þ hÞ2
Z
Ri

kDvikaCðjiÞ þ ðaþ � a� þ yiþ1 � yiÞðNi þ 2Þdi:

Let us now callRint ¼
SM�2

i¼1 Ri, and let v :Rint ! R2 be the function coinciding
with vi on every Ri; by construction, it is finitely piecewise a‰ne and injective,
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and it coincides with ~jj on qRint. Since, by Lemma 2.11, for every i the number Ni

is smaller than the total number T of vertices of PðjÞ, while di f h=M, adding
the above inequality for all 1a i < M � 1 we get

1

ð1þ hÞ2
Z
R int

kDvka
XM�2

i¼1

CðjiÞ þ ðaþ � a� þ bþ � b�ÞTh:ð2:24Þ

To conclude the definition of v, we need to give it on the two stripsR0 andRM�1:
we will concentrate onR0, the case ofRM�1 will then be identical.

Consider the rectangleR0, and the function j0: by construction, j0 is piece-
wise linear and injective, and moreover j0 is linear on the two (very short) verti-
cal sides ofR0. As before, we can assume without loss of generality that j0 is also
not aligned. Then, we can apply once again Lemma 2.11, this time to j0 andR0;
more precisely, we apply the ‘‘rotated’’ version of Lemma 2.11, where the hori-
zontal side ½a�; aþ�, instead of the vertical one, is subdivided. Thus, we get some
abscissae a� ¼ x0 < x1 < � � � < xP�1 < xP ¼ aþ, and a piecewise linear and in-
jective function ĵj :

SP�1
j¼0 qR

j
0 ! R2, being R

j
0 ¼ ½xj; xjþ1� � ½y0; y1�, with ĵj ¼ ~jj

on qR0 and

XP�1

j¼0

Cðj j
0Þ < Cðj0Þ þ hðaþ � a�Þ;ð2:25Þ

where j
j
0 is the restriction of ĵj to qR

j
0. Moreover, for every 1a jaP� 2 the

polygon Pðj j
0Þ is a (rotated) d

j
0-tube for some d

j
0 f h=P, up to a ð1þ hÞ-

biLipschitz finitely piecewise a‰ne bijection. Thus, we can apply Lemma 2.12 to

each rectangleR j
0 with 1a jaP� 2 to find an extension v

j
0 of ĵj inside the rect-

angle; exactly as before, let us call v the function which coincides with v
j
0 on each

rectangleR j
0, hence in place of (2.24) we find

1

ð1þ hÞ2
Z
R0; int

kDvka
XP�2

j¼1

Cðj j
0Þ þ ðaþ � a� þ y1 � y0ÞTh;ð2:26Þ

whereR0; int ¼
SP�2

j¼1 R
j
0 (notice that the total number of vertices ofPðj0Þ is not

greater than T by construction). Notice that, up to now, the function v has been
defined onRint AR0; int, it is by construction injective and finitely piecewise a‰ne,
and in addition it coincides with j on qRB qðRint AR0; intÞ, as well as with ~jj on
qRint and with ĵj on qR0; int.

To conclude the definition of v on the whole R0 we have then only to take
care of the two rectangles R0

0 and RP�1
0 ; notice that both the rectangles have

both the lengths smaller than h. Let us first consider R0
0: by construction, the

function ĵj is linear on its left side, as well as on both its horizontal sides; in addi-
tion, by Lemma 2.11Pðj0

0Þ is an upper d-tube (actually, since we have applied the
‘‘rotated’’ version of Lemma 2.11, it would be consistent to speak about a ‘‘right
d-tube’’, instead of an upper one). Then, we are allowed to apply (the rotated ver-
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sion of ) Lemma 2.15, finding an extension v of j0
0 on the whole rectangle R0

0

which satisfies Z
R0

0

kDvka 3hH1ðqPðj0
0ÞÞa h:

Notice that the last inequality is true as soon as the perimeter of the polygon
Pðj0

0Þ is less than 1=3; but in fact, this is true up to take h small enough, because
the continuity of j immediately implies thatPðj0

0Þ can be taken arbitrarily small,
up to take hf 1. Since the very same can be done on the rectangleRP�1

0 , we end
up with a piecewise linear and injective function v on the whole bottom rectangle
R0, which by (2.26) and (2.25) satisfiesZ

R0

kDvka ð1þ hÞ2
�XP�2

j¼1

Cðj j
0Þ þ ðaþ � a� þ y1 � y0ÞTh

�
þ 2hð2:27Þ

a ð1þ hÞ2ðCðj0Þ þ ðaþ � a� þ bþ � b�ÞðT þ 1Þhþ 2hÞ:

Of course, the very same construction done for the bottom rectangleR0 can be
done also for the top rectangleRM�1, so we find a last extension of v on the top
rectangle such thatZ

RM�1

kDvka ð1þ hÞ2ðCðjM�1Þ þ ðaþ � a� þ bþ � b�ÞðT þ 1Þhþ 2hÞ:ð2:28Þ

Altogether, our final function v :R ! R2 is fintely piecewise a‰ne and injective
by construction, it coincides with j on qR, and putting together (2.24), (2.27),
(2.28) and (2.4) we obtainZ

R

kDvk ¼
Z
R int

kDvk þ
Z
R0

kDvk þ
Z
RM�1

kDvk

a ð1þ hÞ2
�XM�1

i¼0

CðjiÞ þ ðaþ � a� þ bþ � b�Þð3T þ 2Þhþ 4h
�

a ð1þ hÞ2ðCðjÞ þ ðaþ � a� þ bþ � b�Þð3T þ 3Þhþ 4hÞaCðjÞ þ e;

where the last inequality is clearly true up to choose h small enough, depending
only onR and on j. The proof is then concluded. r

3. The proof of Theorem A: the general case

This section is devoted to show the general case of Theorem A. Since we have
already proved the result in the special case of piecewise linear boundary data,
the idea is simply to reduce ourselves to that case, decomposing the rectangle as
a countable but locally finite union of rectangles, on each of which the piecewise
linear case can be applied.
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Proof (of Theoerm A). We start by observing, once again, that it is enough
to find a piecewise a‰ne homeomorphism v a ExtðjÞ such that (1.2) holds true,
because then (1.1) follows directly from Lemma 2.1.

For every a� < t < aþ and for every b� < s < bþ, we call

As ¼ ða�; sÞ; Bs ¼ ðaþ; sÞ; Ct ¼ ðt; b�Þ; Dt ¼ ðt; bþÞ;
As ¼ jðAsÞ; Bs ¼ jðBsÞ; C t ¼ jðCtÞ; Dt ¼ jðDtÞ:

Let us now fix an arbitrary a� < t < aþ, and let us callR1 andR2 the two rect-
angles in whichR is divided by the segment CtDt, beingR1 the left one. We want
to extend j to CtDt in such a way that, calling j1 and j2 the restrictions of this
extension to qR1 and to qR2, one has

Cðj1Þ þCðj2Þ < CðjÞ þ e

4
:ð3:1Þ

To do so, we will argue in a way very similar to what already done in Step III
of the proof of Lemma 2.11. More precisely, let us call d ¼ dðR; eÞ a small con-
stant, to be specified later, and let g be a curve, contained in the interior ofPðjÞ,
which connects C t with Dt, and such that H1ðgÞa dP ðC t;DtÞ þ d: this curve will
eventually be the image of CtDt under the extension of j. Notice that, for every
two points P and Q in g, the length of g between P and Q is smaller than
dP ðP;QÞ þ d. As an immediate consequence, if we callP1 andP2 the two sets in
which P is divided by g, being P1 the one containing C t for every t < t, we get
that

dPi
ðC t;DtÞa dP ðC t;DtÞ þ dð3:2Þ

for every a� < t < bþ, where i ¼ 1 if ta t and i ¼ 2 if tb t.
Notice now that each point As belongs to P1, while Bs belongs to P2; there-

fore, the geodesic inP between each As and the corresponding Bs must intersect
the curve g at least once, and we call Es the last point of this intersection (that is,
the one closest to Bs on the curve). Notice that, by construction,

dP1
ðAs;EsÞ þ dP2

ðEs;BsÞa dP ðAs;BsÞ þ d:

Moreover, by uniqueness of the geodesics we readily obtain that, whenever s > s,
the point Es is ‘‘above’’ Es, that is, Es belongs to the part of g connecting Es and
Dt. The function s 7! Es is then an increasing map from ðb�; bþÞ to g: this func-
tion is in general neither continuous, now injective, nor surjective, but exactly as
in Step III of the proof of Lemma 2.11 we can easily modify it to get a continuous
bijection g : ½b�; bþ� ! g so thatZ bþ

s¼b�
dP1

ðAs; gðsÞÞ þ dP2
ðgðsÞ;BsÞ dsa

Z bþ

s¼b�
dP ðAs;BsÞ dsþ 2dðbþ � b�Þ:
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Putting together this estimate and (3.2), and extending of course j on CtDt as
jðt; sÞ ¼ gðsÞ, we immediately get the validity of (3.1), up to choose d small
enough.

Notice that the only requirement for g was to be a curve, contained in the in-
terior ofPðjÞ, connecting C t and Dt and with length smaller than dP ðC t;DtÞ þ d;
as a consequence, without loss of generality we can assume j to be locally piece-
wise linear on CtDt: that is, for every hf 1 the function j is piecewise linear on
the segment connecting ðt; a� þ hÞ with ðt; aþ � hÞ. Notice also that, of course, an
identical argument allows to divide the rectangle R with a horizontal segment,
instead of a vertical one.

Repeating the above ‘‘cutting argument’’ countably many times in the obvious
way, we can writeR as the countable but locally finite union of essentially dis-
joint rectangles Ri ��R, extending also the function j to the union of all the
boundaries of the rectangles, so thatX

i AN

CðjiÞ < CðjÞ þ e

2
;

where ji is the restriction to qRi of the extended function j.
Notice now that, by construction, each function ji is piecewise linear on the

boundary ofRi, because each rectangleRi is a positive distance apart from qR.
Hence, we can apply Proposition 2.2 on each rectangle to get a finitely piecewise
a‰ne function vi :Ri ! R2 with vi ¼ ji on qRi and such thatZ

Ri

kDvikaCðjiÞ þ
e

2 iþ1
:

And finally, putting together all these functions vi, we obtain a piecewise a‰ne
function v :R ! R2, coinciding with j on qR, and satisfying (1.2). r

Remark 3.1. From our construction, it is clear which are the optimal functions
in (1.1). In fact, a function u realizes the minimum if and only if its restriction to
any horizontal and vertical segment inR is a geodesic inPðjÞ between the end-
points. And in turn, this is possible if and only if j is a convex quadrilateral and
its four sides are the image of the four sides ofR. In all the other cases, the infi-
mum in (1.1) is not a minimum. However, it is still clear which are the minimiz-
ing sequences: more precisely, a sequence fujg a BVðRÞBExtðjÞ is a minimizing
sequence for (1.1) if and only if the images of almost every horizontal and vertical
segment inR have lengths which converge to the geodesic distance between the
endpoints.

4. The proof of Theorem 1.3 and Theorem 1.4

This section is devoted to prove Theorem 1.3 and Theorem 1.4; the first one will
be a very simple consequence of the latter. In order to present the proof, we first
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need to check that the geodesic distances decrease, if we linearize the Jordan
curves. Let us be more precise.

Definition 4.1 (e-linearization of a Jordan curve). Let t be a Jordan curve
with finite length, and let e > 0 be much smaller than the diameter of PðtÞ. Let_
A1B1;

_
A2B2; . . . ;

_
ANBN be finitely many essentially disjoint arcs contained in t.

Let j be the closed curve obtained from t by replacing each arc
_
AiBi with the

segment AiBi. We will say that j is an e-linearization of t if j is injective and

every arc
_
AiBi has length at most e and intersects j only on the segment AiBi (but

not necessarily only at Ai and Bi). The e-linearization is said complete if the union

of the arcs
_
AiBi is the whole t, hence j is piecewise linear.

Lemma 4.2. Let j be an e-linearization of some Jordan curve t of finite length.
Then, for every i; j a f1; 2; . . . ;Ng one has dPðjÞðAi;BjÞa dPðtÞðAi;BjÞ.

Proof. If a point D belongs to tnPðjÞ, then it must be contained in some arc_
AiBi. Let then

_
PQ be the shortest arc of t containing D and such that P and Q

belong to the segment AiBi. The curve
_
PQ APQ is then a Jordan curve, whose

internal part we denote by Z . Since by construction qZ intersect j only in the seg-
ment PQ, then the whole jnPQ is entirely contained either outside Z or inside Z ,
and the second possibility is excluded by the fact that PðtÞ has diameter much
larger than e.

Let now Z and Z 0 be two di¤erent zones, corresponding to the points P and

Q, and P 0 and Q 0 respectively. Since by construction the open arcs
_
PQ and

_
P 0Q 0

are disjoint, and they are both outside PðjÞ, then the zones Z and Z 0 are either
disjoint or contained one into the other. As a consequence, the union of the zones
(which are at most countably many, by construction) can be written as a disjoint
union of zones Z a, a a N, each one corresponding to the points Pa and Qa, re-
moving those zones which are contained in some bigger one.

Let us now take any point S aPðtÞnPðjÞ. By construction, there exists some
point D a tnPðjÞ such that the open segment SD does not intersect neither t nor
j; as a consequence, S is contained in the closure of the zone corresponding to
the point D, hence we deduce that

PðtÞnPðjÞ �
[
a AN

Z a:ð4:1Þ

Let us now take a geodesic g : ½0; 1� ! R2 between Ai and Bj inside PðtÞ. If
g�1ðZ 1Þ is not empty, let sa and ta be respectively its infimum and supremum,
and let g1 : ½0; 1� ! R2 be the continuous curve, linear in ½sa; ta� and coinciding
with g outside of ðsa; taÞ. If g�1ðZ 1Þ ¼ j, we simply set g1 ¼ g. Of course g1 is
shorter than g, and by construction its image is contained in PðjÞA ðPðtÞnZ 1Þ.
In the very same way, starting from g1 we build a shorter curve g2 contained in
PðjÞA ðPðtÞnðZ 1 AZ 2ÞÞ. Continuing with the obvious recursion, we end up with
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a curve ~gg, shorter than g, and contained in PðjÞA ðPðtÞnð
S

a AN Z aÞÞ �PðjÞ by
(4.1). Therefore,

dPðjÞðAi;BjÞaH1ð~ggÞaH1ðgÞ ¼ dPðtÞðAi;BjÞ;

concluding the proof. r

The following corollary is trivial.

Corollary 4.3. Let R ¼ ½a�; aþ� � ½b�; bþ� be a rectangle, let t : qR ! R2

be a parametrized Jordan curve with finite length, and let j : qR ! R2 be an
e-linearization of t such that jðAiÞ ¼ jðt�1ðAiÞÞ ¼ Ai and jðBiÞ ¼ jðt�1ðBiÞÞ ¼
Bi for every 1a iaN. Then, for every S;T a qR one has

dPðjÞðjðSÞ; jðTÞÞa dPðtÞðtðSÞ; tðTÞÞ þ 2e:

We are now ready to prove Theorem 1.4.

Proof (of Theorem 1.4). By the result of [8] we can limit ourselves to look for
piecewise a‰ne homeomorphisms. Let us then fix any function d 7! hðdÞ as in

Definition 1.2, and any homeomorphism u a BVðW;R2Þ. We divide the proof in
two steps; first, we consider the strict convergence with respect to the Manhattan
norm k � k in R2, and then with respect to the standard norm.

Step I. Strict convergence with respect to the Manhattan norm.
Let j a N be any number. We can write W as a countable, but locally finite,

union of rectanglesRi, i a N, all with diameter smaller than 1=j, in such a way
that the restriction of u to any side of any rectangle has finite total variation.
Since u is continuous, up to take the rectangles small enough we can assume
that

diamðuðRiÞÞ < Ki :¼ min hðdistðRi;R
2nWÞÞ; 1

jmaxf1þ jxj3; x aRig

( )
ð4:2Þ

for every i a N. Let us call G the union of the boundaries of the rectangles Ri,
and let t : G ! R2 be the restriction of u to the grid G . It is possible to define an
injective function j : G ! R2 such that, for every rectangleRi, the restriction ji
of j to qRi is a complete ei-linearization of the restriction ti of t to qRi, where
ei < Ki � diamðuðRiÞÞ is an arbitrary number much smaller than the diameter of
uðRiÞ: a proof of an even more general fact can be found for instance in [5, Prop-
osition 4.17]. In particular, we can choose

ei <
1

j2 iþ1H1ðqRiÞ
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such that also

EQ a uðRiÞ; EP a uðWÞ; jP�Qj < ei ) ju�1ðPÞ � u�1ðQÞj < 1

j
:ð4:3Þ

By Definition 1.1 and Corollary 4.3, we get then

CðjiÞ < CðtiÞ þ eiH
1ðqRiÞ < CðtiÞ þ

1

j2 iþ1
:

Since the function ji is injective and piecewise linear, Proposition 2.2 provides us
with some finitely piecewise a‰ne extension vi :Ri ! R2 such thatZ

Ri

kDvikaCðjiÞ þ
1

j2 iþ1
aCðtiÞ þ

1

j2 i
:ð4:4Þ

Let us now call uj : W ! R2 the function coinciding with vi on eachRi. By con-
struction, uj is a piecewise a‰ne function on W and for every i a N one has
kuj � ukLlðRiÞ a diamðuðRiÞÞ þ ei < Ki. Hence, by (4.2) we immediately get on
one hand that uj uniformly coincides with u at qW, and on the other hand that
ku� ujkL1ðWÞ < 4p=j. In addition, by (4.4) and Lemma 2.1 we getZ
W

kDujk ¼
X
i AN

Z
Ri

kDvika
1

j
þ
X
i AN

CðtiÞa
1

j
þ
X
i AN

kDukðRiÞ ¼ kDukðWÞ þ 1

j
:

Repeating this construction for every j a N, we get a sequence fujg of piecewise
a‰ne functions, each one uniformly coinciding with u at qW, which is converging
to u in L1ðWÞ, and such that lim supkDujkðWÞa kDukðWÞ. Then, the sequence
fujg is converging to u in the strict BV sense, with respect to the Manhattan
norm k � k.

Notice that, since on each Ri one has kuj � ukLlðRiÞ < Ki < 1=j, then
kuj � ukLlðWÞ < 1=j, so uj is converging to u also uniformly. Moreover, take any
point P a uðWÞ: there exists some i a N such that P a ujðRiÞ, hence by construc-
tion there is some Q a uðRiÞ such that jQ� Pj < ei. As a consequence, since the
diameter ofRi is less than 1=j, by (4.3) we have

ju�1ðPÞ � u�1
j ðPÞja ju�1ðQÞ � u�1

j ðPÞj þ ju�1ðQÞ � u�1ðPÞj < 2

j
;

hence also the uniform convergence of u�1
j to u�1.

Step II. Strict convergence with respect to the standard norm.
We now consider the strict convergence with respect to the standard norm.

In fact, notice that the Manhattan norm is equivalent to the standard norm, but
the corresponding strict convergences are not equivalent (while so are the corre-
sponding strong convergences, as well as the corresponding weak* convergences).
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Let us decompose Du ¼ njDuj, the function n : W ! S1 being defined jDuj-
a.e., and let us fix an integer j a N. Then, for every 1a aa j we define the
set

Wa ¼ x a W : nðxÞ a ða� 1Þ 2p
j
; a

2p

j

� �� �
;

with the usual identification of S1 with ½0; 2pÞ. Notice that the sets Wa are dis-
joint, and they cover W up to jDuj-negligible sets. Let then Ka � Wa be compact
sets satisfying

jDujðWanKaÞa
jDujðWaÞ

j
:ð4:5Þ

Since these are finitely many disjoint compact sets, there exists some e > 0 such
that the distance between any two of these sets, and between any of these sets
and R2nW, is much larger than e.

Let us now concentrate ourselves on a given a, and let us consider rectangles
with two sides parallel to the direction ða� 1Þ 2p

j
, which we will call ‘‘a-rotated

rectangles’’; notice that, up to now, we have always only considered rectangles
with two horizontal and two vertical sides, which corresponds to the case a ¼ 1.
We can clearly cover the compact set Ka with finitely many essentially disjoint
a-rotated rectangles Ra

i , 1a iaNðaÞ, having sides smaller than e, in such a
way that the restriction of u to any side of any rectangle has finite total variation;
up to take these rectangles small enough, we can assume also that

jDuj
�[NðaÞ

i¼1

Ra
i nWa

�
a

jDujðWaÞ
j2

:ð4:6Þ

Up to renumbering, we can find 0aN�ðaÞaNðaÞ such that

jDujðRa
i nWaÞa

jDujðRa
i Þ

j
, iaN�ðaÞ:ð4:7Þ

As a consequence, by (4.6) we get

jDujðWaÞb j2jDuj
�[NðaÞ

i¼1

Ra
i nWa

�
b j2jDuj

� [
i>N�ðaÞ

Ra
i nWa

�
¼ j2

X
i>N�ðaÞ

jDujðRa
i nWaÞ

b j
X

i>N�ðaÞ
jDujðRa

i Þ ¼ jjDuj
� [
i>N�ðaÞ

Ra
i

�
;
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thus from the fact that all theRa
i cover Ka and (4.5) we deduce

jDuj
� [
iaN�ðaÞ

Ra
i

�
b jDujðKaÞ � jDuj

� [
i>N�ðaÞ

Ra
i

�
b

�
1� 2

j

�
jDujðWaÞ:

Let us then call V �� W the union of all the rectanglesRa
i with 1a iaN�ðaÞ

and 1a aa j, so that adding over 1a aa j the last estimate gives

jDujðVÞb
�
1� 2

j

�
jDujðWÞ:ð4:8Þ

Notice now that V is done by finitely many essentially disjoint rectangles, in fact
eachRa

i and eachR
b
l with bA a have strictly positive distance by construction.

We can cover WnV with countably many essentially disjoint quadrilaterals eRRm,

m a N, in such a way that each eRRm can be transformed into a rectangle with a
ð1þ 1=jÞ-biLipschitz finitely piecesise a‰ne homeomorphism, and also in such a

way that the quadrilaterals eRRm are locally finitely many in W; this means that for
every d > 0 there are only finitely many of these rectangles which have distance
from R2nW larger than d; in particular, only finitely many of these rectangles are
close to the rectanglesRa

i in V . The existence of this covering comes through a
simple geometrical argument; in particular, the sides of the quadrilaterals eRRm are
generally much smaller than those of the rectanglesRa

i in V .
Let us now call G the grid made by the union of all the sides of the quad-

rilaterals eRRm and of the rectangles Ra
i with 1a aa j, iaN�ðaÞ. As in Step

I, we let t : G ! R2 be the restriction of u to G , and we find an injective
function j : G ! R2 which is a complete eai -linearization (resp., a complete

em-linearization) of the restriction of t to qRa
i (resp., to qeRRm) for every

1a aa j, 1a iaN�ðaÞ (resp., for every m a N). We will now consider sepa-
rately each rectangle or quadrilateral.

Let us start with a quadrilateral eRRm: by construction, up to the ð1þ 1=jÞ-
biLipschitz finitely piecewise a‰ne homeomorphism Fm this corresponds to a
rectangle, call it Rm ¼ FmðeRRmÞ, and jm ¼ j �F�1

m : qRm ! R2 is injective and
piecewise linear. We can of course assume that Rm has horizontal and vertical
sides, hence we can directly apply Proposition 2.2 toRm to find a finitely piece-
wise a‰ne homeomorphism vm :Rm ! R2, coinciding with jm on qRm, and sat-
isfying, also thanks to Lemma 2.1, to Corollary 4.3, and up to have chosen em
small enough,Z

Rm

kDvmkaCðjmÞ þ
1

2mþ2j
aCðt �F�1

mjqRm
Þ þ 1

2mþ1j

a kDðu �F�1
m ÞkðRmÞ þ

1

2mþ1j
:

Now, keep in mind that the Manhattan norm is not invariant for rotations, hence
we cannot say that kDukðeRRmÞ is close to kDðu �F�1

m ÞkðRmÞ, even if the bi-

552 a. pratelli and e. radici



Lipschitz constant of Fm is very close to 1. Nevertheless, since jnja knka
ffiffiffi
2

p
jnj

for every n a R2, calling ~vvm ¼ vm �Fm we haveZ
eRm

jD~vvmja
�
1þ 1

j

�Z
Rm

jDvmja
�
1þ 1

j

�Z
Rm

kDvmkð4:9Þ

a

�
1þ 1

j

��
kDðu �F�1

m ÞkðRmÞ þ
1

2mþ1j

�
a

�
1þ 1

j

�� ffiffiffi
2

p
jDðu �F�1

m ÞjðRmÞ þ
1

2mþ1j

�
a

�
1þ 1

j

�� ffiffiffi
2

p j þ 1

j
jDujðeRRmÞ þ

1

2mþ1j

�
a 6jDujðeRRmÞ þ

1

2mj
:

Let us now consider a rectangleRa
i , with 1a iaN�ðaÞ. We denote by k � ka the

Manhattan norm rotated of an angle ða� 1Þ 2p
j
, so the usual Manhattan norm is

k � k ¼ k � k1. Notice that knk ¼ jnj holds true if n ¼ ða� 1Þ 2p
j
a S1, and more in

general by definition of Wa we have that

knðxÞka a
�
1þ 2p

j

�
jnðxÞj Ex a Wa:ð4:10Þ

We can then apply the ‘‘a-rotated version’’ of Proposition 2.2 to the restriction of
j to the a-rotated rectangleRa

i : keeping in mind Corollary 4.3, and up to have
chosen a su‰ciently small constant eai , we find then a finitely piecewise a‰ne
function vai :Ra

i ! R2, coinciding with j on the boundary and such thatZ
Ra

i

jDvai ja
Z
Ra

i

kDvai ka a kDukaðRa
i Þ þ

1

j22 i
:ð4:11Þ

Now, keeping in mind (4.10) and (4.7), we can evaluate

kDukaðRa
i Þ ¼ kDukaðRa

i BWaÞ þ kDukaðRa
i nWaÞ

a

�
1þ 2p

j

�
jDujðRa

i BWaÞ þ
ffiffiffi
2

p
jDujðRa

i nWaÞ

a

�
1þ 2pþ

ffiffiffi
2

p

j

�
jDujðRa

i Þ;

hence from (4.11) we obtainZ
Ra

i

jDvai ja
�
1þ 2pþ

ffiffiffi
2

p

j

�
jDujðRa

i Þ þ
1

j22 i
:ð4:12Þ

We can finally define the function uj : W ! R2, as the function which coincides
with vai on every rectangleRa

i , and with ~vvm on every quadrilateral eRRm. It is obvi-
ous by construction that uj is a piecewise a‰ne function on W, and arguing
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exactly as in Step I we also have that, up to have chosen su‰ciently small rectan-
gles, uj uniformly coincides with u on qW and the sequence fujg converges to u in
L1ðWÞ. We have then only to check the strict BV convergence of uj to u. Adding
the estimates (4.12) over 1a ia a we getZ

SN�ðaÞ
i¼1

Ra
i

jDujja
�
1þ 2pþ

ffiffiffi
2

p

j

�
jDuj

� [N�ðaÞ

i¼1

Ra
i

�
þ 1

j2
;

and adding over 1a aa j we haveZ
V

jDujja
�
1þ 2pþ

ffiffiffi
2

p

j

�
jDujðVÞ þ 1

j
a

�
1þ 2pþ

ffiffiffi
2

p

j

�
jDujðWÞ þ 1

j
:

Instead, adding (4.9) over all m a N, and recalling (4.8), we obtainZ
WnV

jDujja 6jDujðWnVÞ þ 1

j
a

12

j
jDujðWÞ þ 1

j
;

so altogether we haveZ
W

jDujja
�
1þ 2pþ

ffiffiffi
2

p
þ 12

j

�
jDujðWÞ þ 2

j
;

and the strict convergence of uj to u is then proved. r

Theorem 1.3 now immediately follows.

Proof (of Theorem 1.3). Let u a BVðWÞBExtðjÞ be any homeomorphism.
By Theorem 1.4, for every e > 0 we get a piecewise linear homeomorphisms (or
a di¤eomorphism) v a ExtðjÞ such that

R
W jDvj < jDujðWÞ þ e and kv� ukL1ðWÞ <

e. In particular, v a W 1;1ðWÞ, so we deduce the thesis. r

Remark 4.4. It is standard to strengthen the claim of Theorem 1.4 as follows.
Assume that there exists a piecewise linear Jordan curve G � qW with positive
distance from the set qWnP, such that u is continuous up to G and piecewise linear
there. Then, the sequence fujg can be taken in such a way that every uj is finitely
piecewise a‰ne in a neighborhood of G. In particular, if W is a polygon and u is
piecewise linear on qW, then each function uj is finitely piecewise a‰ne. Analo-
gously, in Theorem 1.3, if j is piecewise linear on some piecewise linear Jordan
curve G � qW with positive distance from qWnG, then the infimum of the energy
remains the same also if one considers only piecewise a‰ne functions u a ExtðjÞ
which are finitely piecewise a‰ne on a neighborhood of G. To prove the stronger
claim of Theorem 1.4 (from which the stronger claim of Theorem 1.3 trivially
follows as above), only a slight modification of our proof is needed. Namely, at
the beginning of Step I, instead of decomposing W as a countable but locally finite
union of rectanglesRi, we have to make a covering with a countable but locally
finite union of quadrilaterals Ri, in such a way that those which are not rect-
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angles are only finitely many, they are all uniformly bi-Lipschitz copies of rect-
angles, they all have exactly one side on G, on which u is linear, and these sides
cover the whole G. The very same modification has to be done with the quad-
rilaterals eRRm covering WnV in Step II.
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