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Abstract

In the Landau–de Gennes theory of liquid crystals, the propensities for alignments of molecules are
represented at each point of the fluid by an element Q of the vector space S0 of 3 × 3 real symmetric
traceless matrices, or Q-tensors. According to Longa and Trebin [25], a biaxial nematic system is called
soft biaxial if the tensor order parameter Q satisfies the constraint tr(Q2) = const. After the introduction
of a Q-tensor model for soft biaxial nematic systems and the description of its geometric structure, we
address the question of coercivity for the most common four-elastic-constant form of the Landau–de
Gennes elastic free-energy [4, 20, 35, 38] in this model. For a soft biaxial nematic system, the tensor
field Q takes values in a four-dimensional sphere S4

ρ of radius ρ ≤
√

2/3 in the five-dimensional space S0
with inner product 〈Q,P〉 = tr(QP). The rotation group SO(3) acts orthogonally on S0 by conjugation
and hence induces an action on S4

ρ ⊂ S0. This action has generic orbits of codimension one that are
diffeomorphic to an eightfold quotient S3/H of the unit three-sphere S3, where H = {±1,±i,±j,±k} is
the quaternion group, and has two degenerate orbits of codimension two that are diffeomorphic to the
projective plane RP 2. Each generic orbit can be interpreted as the order parameter space of a constrained
biaxial nematic system and each singular orbit as the order parameter space of a constrained uniaxial
nematic system [37, 38]. It turns out that S4

ρ is a cohomogeneity one manifold, i.e., a manifold with a
group action whose orbit space is one-dimensional [1, 19, 34]. Another important geometric feature of
the model is that the set Σρ of diagonal Q-tensors of fixed norm ρ is a (geodesic) great circle in S4

ρ which
meets every orbit of S4

ρ orthogonally and is then a section for S4
ρ in the sense of the general theory of

canonical forms [42, 43]. We compute necessary and sufficient coercivity conditions for the elastic energy
by exploiting the SO(3)-invariance of the elastic energy (frame-indifference), the existence of the section
Σρ for S4

ρ, and the geometry of the model, which allow us to reduce to a suitable invariant problem on
(an arc of) Σρ. Our approach can ultimately be seen as an application of the general method of reduction
of variables, or cohomogeneity method [18, 19].
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symmetry breaking
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1 Introduction

In the Landau–de Gennes theory of nematic liquid crystals [11, 17, 35], the propensities for alignments of
molecules are represented, at each point x of the region Ω occupied by the fluid, by an element Q = Q(x)
of the five-dimensional vector space

S0 := {Q ∈M3×3 | QT = Q , tr(Q) = 0}

of all 3 × 3 real symmetric traceless matrices, the so-called Q-tensors, with matrix norm |Q| :=
√

tr(Q2).
The tensor field Q, known as the order parameter tensor field, contains information about the degree of
order and the deviation from isotropy of the liquid crystal at a point in Ω. More specifically, the eigenvectors
of Q give the directions of preferred orientation of the molecules, while the eigenvalues give the degree of
order about these directions [9, 35]. An equilibrium state of a nematic liquid crystal is called a phase. In
terms of the order parameter tensor field Q, a phase is said to be (1) isotropic (I) when Q has three equal
eigenvalues (and hence, zero), i.e., when Q vanishes identically, (2) uniaxial (NU) when Q has two nonzero
equal eigenvalues, and (3) biaxial (NB) when Q has three distinct eigenvalues. Transitions from isotropic to
uniaxial or biaxial nematic phases are usually connected with the breaking of the SO(3) rotational symmetry
of the system [21, 32].
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In a general biaxial phase, the tensor order parameter Q can be written as

Q = S1

(
n⊗ n− 1

3
I
)

+ S2

(
m⊗m− 1

3
I
)
, (1.1)

where S1, S2 : Ω → R are scalar order parameters and (n , m , ` = n × m) is a field of orthonormal
eigenvectors of Q corresponding, respectively, to the eigenvalues

λ1 =
2S1 − S2

3
, λ2 =

2S2 − S1

3
, λ3 = −S1 + S2

3
. (1.2)

Here I denotes the identity matrix and for a column vector n the tensor product n ⊗ n stands for the
matrix nnT . Equivalently, Q = λ1n ⊗ n + λ2m ⊗m + λ3` ⊗ ` . (Notice that a different numbering of
the eigenvalues would lead to different S1 and S2.) According to the above decomposition, a tensor order
parameter Q has five degrees of freedom, two of them specify the degree of order, while the remaining three
are needed to specify the principal directions. In the isotropic phase, clearly S1 = S2 = 0. In the uniaxial
phase, either S1 = 0 , S2 6= 0, or S1 6= 0 , S2 = 0, or S1 = S2, so that Q takes the form

Q = s
(
r⊗ r− 1

3
I
)
, s : Ω→ R, r : Ω→ S2. (1.3)

For a general biaxial phase, (tr(Q2))3 ≥ 6(tr(Q3))2 and equality holds in the uniaxial case only [16, 28].
The eigenvalues of physical Q-tensors are subject to the constraints −1/3 ≤ λi ≤ 2/3, i = 1, 2, 3, though
from a physical point of view the limiting values λi = −1/3 or λi = 2/3 represent unrealistic configurations
(cf. [4, 28] for a discussion of the physical meaning of these constraints). This implies in particular that the
matrix norm of physical Q-tensors is bounded (cf. also Section 2.2).

The Landau–de Gennes free-energy functional is a nonlinear integral functional (cf. [3, 5, 11, 35])

F [Q] :=

∫
Ω

ψ(Q,∇Q) dx

of the components of Q and of its gradient ∇Q , subject to the appropriate physical symmetries. In
general, the density ψ = ψ(Q,∇Q) is required to be independent of the reference frame which amounts to
the frame-indifference condition

ψ(Q,∇Q) = ψ(MQMT ,D∗), ∀M = (M i
j) ∈ SO(3) , (1.4)

where D∗ denotes a third order tensor such that D∗ijk = M i
lM

j
mM

k
pQlm,p, and Qij,k denotes the partial

derivative ∂Qij/∂xk =: ∂kQij (cf. [3]). The summation convention over repeated indices is assumed.

In the absence of external forces, such as electromagnetic fields, and ignoring surface terms, the free
energy density ψ is composed of a thermotropic bulk part and an elastic part (cf. [3, 35]),

ψ(Q,∇Q) := ψB(Q) + ψE(Q,∇Q).

The bulk energy density ψB(Q) is a function of the eigenvalues of Q and is usually given as a truncated
expansion in the scalar invariants tr(Q2) and tr(Q3). It embodies the ordering/disordering effects, which
are responsible for the nematic-isotropic (N-I) phase transition. In order to account for a stable biaxial
nematic phase, one needs a sixth order truncated expansion such as

ψB(Q) : =
A

2
tr(Q2)− B

3
tr(Q3) +

C

4
tr(Q2)2

+
D

5
tr(Q2)tr(Q3) +

E

6
tr(Q2)3 +

E′

6
tr(Q3)2,

where A,B,C,D,E and E′ are material bulk constants (see, for instance, [10, 11, 16]). A most common
expression for the free-elastic energy density is [11, 35, 46]

ψE(Q,∇Q) = L1I1 + L2I2 + L3I3 + L4I4, (1.5)
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where the Li are material constants and the elastic invariants Ii are given by

I1 := Qij,jQik,k , I2 := Qik,jQij,k , I3 := Qij,kQij,k , I4 := QlkQij,lQij,k . (1.6)

Observe that I1 − I2 = (QijQik,k),j − (QijQik,j),k is a null Lagrangian.

For general Q-tensors, the presence of the cubic term I4 is responsible for the energy F [Q] being
unbounded from below [3, 4]. On the other hand, it is known that, if L4 = 0, the elastic part of the energy,

FE [Q] :=

∫
Ω

ψE(Q,∇Q) dx , (1.7)

is bounded from below and coercive if and only if the elastic constants L1, L2, and L3 satisfy [10, 24]

L3 > 0 , −L3 < L2 < 2L3 , L1 > −
3

5
L3 −

1

10
L2 . (1.8)

(We will propose a proof of this result in the final appendix of the paper.)

In the constrained (or hard) uniaxial theory, Q has a constant scalar order parameter and the order
parameter space identifies with the projective plane RP 2 [3, 5, 36]. In this case, the presence of the cubic term
I4 allows the reduction of the elastic density ψE(Q,∇Q) to the classical Oseen–Frank density [14, 41, 51]

w(r,∇r) = K1(div r)2 +K2(r · curl r)2 +K3|r× curl r|2 + (K2 +K4)
[
tr[(∇r)2]− (div r)2

]
,

where the Ki are elastic constants. This is achieved (cf. [5, 6, 35]) by formally calculating the energy density
(1.5) in terms of r and ∇r and by then choosing the Li and the Ki, i = 1, 2, 3, 4, so that

ψE(Q,∇Q) = w(r,∇r).

Relations among L1, L2, L3, and L4 can be determined so that the corresponding energy density is coercive
[5, 12, 24, 49].

In the constrained (or hard) biaxial theory [15, 24, 25], it is assumed that the scalar order parameters S1 ,
S2 of Q are independent of position. This amounts to requiring that the three distinct eigenvalues of Q
are constant or equivalently that both the scalar invariants tr(Q2) and tr(Q3) are constant. In this case,
the order parameter space is diffeomorphic to the eightfold quotient S3/H of the three-sphere S3, where
H = {±1,±i,±j,±k} is the quaternion group [37, 39]. Conditions on L1, L2, L3, and L4 guaranteeing
coercivity of the energy, and hence existence of minimizers, were established by the authors in [37, 38].

Following Longa and Trebin [25], a biaxial Q-tensor Q ∈ S0 (and the corresponding phase) is called soft
biaxial if tr(Q2) is a given constant. Accordingly, a soft biaxial nematic system (or system of soft biaxial
nematic phases) is a system whose tensor order parameter Q is required to satisfy the constraint

tr(Q2) = ρ2, (1.9)

for some ρ > 0, independent of the position x ∈ Ω (cf. also [33, 44, 45]). In a soft biaxial nematic system,
although the sum of the squared axis lengths of Q is fixed, the individual axis lengths are still allowed
to vary in space. According to the discussion in [2], soft biaxial nematic systems are difficult to study
experimentally. Professor Longa [27] suggested that possible general candidates of soft biaxial systems could
be certain micellar systems where the micellar shape is allowed to fluctuate (cf. [26] and the references
therein). An important subclass is that where in addition to tr(Q2) = const also tr(Q3) = 0 is required;
in fact, this case gives second order isotropic-nematic (I-N) phase transition (cf. the Landau point L in [2,
Fig. 6]). From an experimental point of view, it is believed that the proximity of a Landau point L is what
makes the isotropic-nematic (I-N) phase transition weakly first order (cf. [16] for details).

Let S4
ρ ⊂ S0 denote the set of biaxial Q-tensors satisfying the soft condition (1.9), i.e.,

S4
ρ := {Q ∈ S0 | tr(Q2) = ρ2}.

With respect to the matrix norm |Q| =
√

tr(Q2), the set S4
ρ can be seen as the four-dimensional sphere

of radius ρ in the five-dimensional vector space S0. Taking into account that the eigenvalues are subject to
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the constraints −1/3 ≤ λi ≤ 2/3, i = 1, 2, 3, it follows that 0 < ρ ≤
√

2/3 (cf. Section 2). This implies
that, for a soft biaxial nematic system, the order parameter tensor field Q takes values in a four-dimensional
sphere S4

ρ in S0. The special orthogonal (rotation) group SO(3) acts orthogonally on S0 by conjugation
and hence induces an action on S4

ρ ⊂ S0. The four-sphere S4
ρ acted upon by the symmetry group SO(3)

provides a mathematical model of symmetry breaking for soft biaxial nematic systems. The study of the
action of SO(3) on S4

ρ will answer the question of which subgroups of SO(3) can be symmetry groups
of equilibrium states (phases) of the system and will allow the determination of the corresponding order
parameters of phases with broken symmetry (cf. Section 2). This will make clear the link between phase
transitions and the breaking of the SO(3) symmetry. For a discussion of the general question of symmetry
breaking in physical problems invariant under a group G, we refer the reader to [21, 29, 31, 32] and the
references therein.

The purposes of this paper are twofold. The first is to describe the geometric features of the above
Q-tensor model for soft biaxial nematic systems. The second purpose is to address the question of coercivity
for the Landau–de Gennes elastic free-energy (1.7), exploiting from the outset the geometry of the model
and the frame-indifference of the energy density.

Description of results and organization of the paper. In Section 2, after recalling some
background material about the Q-tensor theory of nematic liquid crystals, we discuss the basic geometric
structure of the Q-tensor model for soft biaxial nematic systems introduced above. This is achieved by
studying the action of SO(3) on the four-sphere S4

ρ. More precisely, the action of SO(3) on S4
ρ has generic

orbits of codimension one which are diffeomorphic to an eightfold quotient S3/H of the unit three-sphere S3,
where H is the quaternion group, and has two degenerate orbits of codimension two which are diffeomorphic
to the projective plane RP 2. It turns out that S4

ρ is a cohomogeneity one manifold, i.e., a manifold with
a group action whose orbit space is one-dimensional (cf. [1, 19, 34]). Each generic orbit can be interpreted
as the order parameter space of a constrained biaxial nematic system, while each singular orbit can be
interpreted as the order parameter space of a constrained uniaxial nematic system (cf. [37, 38]). From a
differential geometric point of view, the generic orbits can be seen as examples of isoparametric hypersurfaces
(cf. Sections 2.4 and 2.5), while each degenerate orbit can be seen as a Veronese surface, i.e., as a minimally
embedded projective plane with constant curvature in S4

ρ (cf. Sections 2.4 and 2.6). An additional geometric
feature of the model is that the set Σρ of diagonal Q-tensors of fixed norm ρ is a (geodesic) great circle
in S4

ρ which meets every orbit of S4
ρ orthogonally. Thus Σρ is a section for S4

ρ in the sense of the general
theory of canonical forms (cf. [42, 43]).

In Section 3, we compute necessary and sufficient conditions for the positivity of the elastic energy density
(1.5) of a soft biaxial nematic system when L4 = 0. For this we exploit both the SO(3)-invariance of the
elastic energy density (frame-indifference) and the geometric properties of the Q-tensor model for soft biaxial
nematic systems, which allow us to reduce to a suitable invariant problem on (an arc of) the section Σρ.
More precisely, we show that if ρ2 = tr(Q2) is sufficiently small, namely 0 < ρ2 ≤ 1/6, then there exists a
constant ν > 0 , such that

ψE(Q,∇Q) ≥ ν |∇Q|2

for all admissible Q if and only if the constants L1, L2, and L3 satisfy the same conditions (1.8) established
in [10] and [24] for general biaxial Q-tensors. This is the content of Theorem 3.3. Notice that, for 0 <
ρ2 ≤ 1/6, the order parameter space of soft biaxial nematic systems agrees with the whole four-sphere S4

ρ

(cf. Remark 2.3). Interestingly enough, the soft biaxial condition has no effect on the coercivity conditions
when 0 < ρ2 ≤ 1/6. Instead, sharper conditions are obtained if 1/6 < ρ2 ≤ 2/3. This case is discussed in
Remark 3.5 and especially in Proposition 3.6. Finally, using the fact that the energy density I1−I2 is a null-
Lagrangian, the coercivity of the elastic energy functional (1.7) under Dirichlet-type boundary conditions is
discussed in Corollary 3.7, when 0 < ρ2 ≤ 1/6.

In Section 4, we prove a necessary and sufficient condition for the positivity of the (simplest form of
the) elastic energy density ψE of a soft biaxial nematic system when L4 6= 0. More precisely, we have the
following (cf. Theorem 4.1).

Theorem Assume that 0 < ρ2 ≤ 1/6. The elastic energy density (1.5) with L1 = L2 = 0 is positive definite
in the soft biaxial class S4

ρ if and only if the following condition holds:
√

6L3 > 2ρ |L4| .
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The above condition clarifies the role played by the soft biaxial constraint in the coercivity issue when
the elastic energy density ψE contains the cubic term I4, which explicitly depends on Q(x) and hence on
the eigenvalues of Q (cf. Equation (4.2)). As we already observed, for general Q-tensors the energy F [Q]
need not be bounded from below when L4 6= 0 (cf. [3, 4]). As a consequence, sufficient conditions for the
positivity of the elastic energy density (1.5) (and for the coercivity of the elastic energy functional (1.7)
under Dirichlet-type boundary conditions) are obtained in Corollary 4.3. Finding necessary conditions when
all the physical constants Li are nonzero, requires quite involved computations.

Finally, in the appendix, we reobtain the necessary and sufficient conditions (1.8) for the positivity of
the elastic energy density ψE = L1I1 + L2I2 + L3I3 in the case of general biaxial Q-tensors. To make the
calculations we use appropriate coordinates corresponding to the representation of Q-tensors given in Section
2.1. Originally, conditions (1.8) were obtained in [24] by writing the elastic energy ψE as a linear combination
of irreducible SO(3)-invariants, computed using the representation theory of SO(3) on spherical tensors
and the Clebsch–Gordan coefficients from the angular momentum theory of quantum mechanics [30].
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2010-2011 “Varietà reali e complesse: geometria, topologia e analisi armonica” (L.N.). The authors are mem-
bers of the “Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni” (GNAMPA)
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2 A model for soft biaxial nematics

In this section, we recall some background material about the Q-tensor theory of nematic liquid crystals and
describe the basic geometric structure and properties of a Q-tensor model for the order parameter space of
a soft biaxial nematic system.

2.1 Representation of Q-tensors

Let S0 be the vector space of 3× 3 real symmetric traceless matrices, or Q-tensors,

S0 := {Q ∈M3×3 | QT = Q , tr(Q) = 0},

with inner product 〈Q,P〉 = tr(QP) and norm |Q| =
√

tr(Q2). Let {Ei}5i=1 be the ordered orthonormal
basis for S0 given by (cf. [47])

E1 =
1√
6

1 0 0
0 1 0
0 0 −2

 , E2 =
1√
2

1 0 0
0 −1 0
0 0 0

 , E3 =
1√
2

0 1 0
1 0 0
0 0 0

 ,

E4 =
1√
2

0 0 1
0 0 0
1 0 0

 , E5 =
1√
2

0 0 0
0 0 1
0 1 0

 .

(2.1)

Then any Q ∈ S0 has a unique representation

Q =

q1 q3 q4

q3 q2 q5

q4 q5 −(q1 + q2)

 =

5∑
i=1

uiEi, where ui = tr(QEi). (2.2)

It easily follows that

u1 =

√
6

2
(q1 + q2) , u2 =

√
2

2
(q1 − q2) , ui =

√
2qi , i = 3, 4, 5 (2.3)

and then

q1 =
1√
6
u1 +

1√
2
u2 , q2 =

1√
6
u1 − 1√

2
u2 , qi =

1√
2
ui , i = 3, 4, 5. (2.4)
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The mapping T : S0 → R5, defined by

T(Q) = T(u1E1 + · · ·+ u5E5) := (u1, . . . , u5) = u, (2.5)

establishes an isometric isomorphism between S0 (with the inner product 〈Q,P〉 = tr(QP)) and R5 with
the standard inner product u · v =

∑
i u

ivi. In particular,

tr(Q2) = 2 (q2
1 + q2

2 + q1q2 + q2
3 + q2

4 + q2
5) = |T(Q)|2 = |u|2. (2.6)

Following [10], we refer to (u1, . . . , u5) = u = T(Q) as the scalar coordinates of Q with respect to the
basis {Ei}5i=1. If Ω ⊂ R3 is a smooth bounded domain, the mapping T defined by (2.5) establishes an
isometric isomorphism between the Soboles classes W 1,2(Ω,R5) and W 1,2(Ω,S0) (cf. [10]). This implies
that there is no essential difference between studying the elastic energy FE [Q] or the functional FE [T(Q)] =
FE [u] := FE [

∑
i u

iEi].

Remark 2.1 Assume that the map Ω 3 x 7→ Q(x) ∈ S0 is smooth. By the above identifications, using
(2.2), (2.3) and (2.4), we compute

Qij,kQij,k = |∇Q|2 = 2
(
|∇q1|2 + |∇q2|2 +∇q1 • ∇q2 + |∇q3|2 + |∇q4|2 + |∇q5|2

)
,

where (
|∇q1|2 + |∇q2|2 +∇q1 • ∇q2

)
=

1

2

(
|∇u1|2 + |∇u2|2

)
and

|∇qj |2 =
1

2
|∇uj |2 , j = 3, 4, 5,

so that

|∇Q(x)| = |∇u(x)| , x ∈ Ω . (2.7)

Remark 2.2 For Q ∈ S0, with eigenvalues λ1, λ2, λ3, tr(Q2) = λ2
1 + λ2

2 + λ2
3 = −2(λ1λ2 + λ1λ3 + λ2λ3),

and then

det(Q− tI) = −t3 +
tr(Q2)

2
t+ det Q , t ∈ R .

From the Cayley–Hamilton theorem, it follows that

Q3 − tr(Q2)

2
Q− (det Q) I = 0. (2.8)

Taking the trace yields tr(Q3) = 3 det Q, which implies that the characteristic equation reads

t3 − tr(Q2)

2
t− tr(Q3)

3
= 0 . (2.9)

Using (2.8), it easily follows that the invariants tr(Qk) , k ≥ 4, can be expressed as polynomials in tr(Q2)
and tr(Q3) [3, 16]. Moreover, it follows from (2.9) that the invariants tr(Q2) and tr(Q3) are constant
if and only if the eigenvalues λ1 , λ2 , λ3 of Q are constant, which amounts to the requirement that the
system is constrained (hard). Finally, note that the characteristic equation (2.9) has real roots if and only
if (tr(Q2))3 ≥ 6(tr(Q3))2 and has two equal roots if (tr(Q2))3 = 6(tr(Q3))2.

2.2 Plane representation of diagonal Q-tensors

Let Q = Λ(λ1, λ2, λ3) = diag(λ1, λ2, λ3) be a diagonal Q-tensor. According to our previous notation,

u = T(Λ) = (x,y, 0, 0, 0),

where

x :=

√
6

2
(λ1 + λ2) , y :=

√
2

2
(λ1 − λ2). (2.10)
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By (2.4), we have the inverse formulas

λ1 =

√
2

2

( x√
3

+ y
)
, λ2 =

√
2

2

( x√
3
− y

)
, λ3 = − 2√

6
x . (2.11)

The physical constraints −1/3 ≤ λi ≤ 2/3 on the eigenvalues imply that the point (x,y) in the xy-plane
associated with Q = Λ lies in the interior or on the boundary of the physical triangle (cf. [9, 28])

C :=
{

(x,y) ∈ R2 | −(x/
√

3 +
√

2/3) ≤ y ≤ (x/
√

3 +
√

2/3) , −2/
√

6 ≤ x ≤ 1/
√

6
}
,

an equilateral triangle with edges of length
√

2 and vertices at (−2/
√

6, 0), (1/
√

6,±
√

2/2) (cf. Figure 1).
Moreover, we have

λ1 = c1 ⇐⇒
x√
3

+ y =
√

2 c1 , λ2 = c2 ⇐⇒
x√
3
− y =

√
2 c2 , λ3 = c3 ⇐⇒ x = −

√
6

2
c3 .

Therefore, the uniaxial phases are

λ1 = λ2 ⇐⇒ y = 0 , λ1 = λ3 ⇐⇒ y = −
√

3 x , λ2 = λ3 ⇐⇒ y =
√

3 x (2.12)

and the so-called maximally biaxial phases are

λ1 = 0 ⇐⇒ y = − x√
3
, λ2 = 0 ⇐⇒ y =

x√
3
, λ3 = 0 ⇐⇒ x = 0 . (2.13)

In particular, observe that for a physical Q-tensor, the bounds on the eigenvalues imply that

tr(Q2) = λ2
1 + λ2

2 + λ2
3 = x2 + y2 ≤ 2

3
. (2.14)

As explained in Section 2.4 below, up to the action by conjugation of an element of SO(3), we may
assume a specific order of the eigenvalues. If, for instance, λ1 ≥ λ2 ≥ λ3, the point (x,y) representing Q
takes value in a subset Cf of C,

Cf :=
{

(x,y) ∈ R2 | 0 ≤ x ≤ 1/
√

6, 0 ≤ y ≤
√

3x
}

referred to as the fundamental domain (cf. for example [28]).

Remark 2.3 In this representation, the diagonal Q-tensors satisfying the condition tr(Q2) ≡ ρ2, for some
positive constant ρ, correspond to the points of the intersection between C and the circle S1

ρ of radius ρ
centered at the origin in the xy-plane. In particular, we have (cf. Figure 1):

• if ρ2 < 1/6 , the circle S1
ρ is contained in the interior of C ;

• if ρ2 = 1/6, the circle S1
1/
√

6
is tangent to the boundary of C at the middle points ( −1

2
√

6
, ±
√

2
4 ),

( 1√
6
, 0) of the edges;

• if 1/6 < ρ2 < 2/3, the circle S1
ρ intersects the boundary of C in three points (x,y) whose first

coordinates are, respectively,

x = x−(ρ) := − 1

2
√

6
−
√

6ρ2 − 1

2
√

2
, x = x+(ρ) := − 1

2
√

6
+

√
6ρ2 − 1

2
√

2
, x =

1√
6

;

• if ρ2 = 2/3, the circle S1√
2/3

intersects the boundary of C at the vertices (−2√
6
, 0), ( 1√

6
, ±
√

2
2 ) ;

• if ρ2 > 2/3, the circle S1
ρ does not intersect the triangle C.

Remark 2.4 Using the notation (2.10) and (2.11), we have

tr(Q3) = 3λ1λ2λ3 =
x√
6

(3y2 − x2)

so that the function Q 7→ tr(Q3) is bounded in S4
ρ. More precisely, it turns out that for any choice of

0 < ρ2 ≤ 2/3

|tr(Q3)| ≤ ρ3

√
6
∀Q ∈ S4

ρ .
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Figure 1: The physical triangle C and the fundamental domain Cf (shaded region) in the xy-plane. The
origin (0, 0) represents the isotropic phase. The dashed lines U = {(x,y) ∈C | y = 0 or y = −

√
3x or y =√

3x}\{(0, 0)} represent uniaxial phases; the set B =C\ (U ∪{(0, 0)}) represent biaxial phases. The points
on the dotted circumferences inside or on the boundary ofC, not on U , represent soft biaxial phases.

2.3 Soft biaxial nematic systems

According to the terminology introduced by Longa and Trebin [25] (cf. also the introduction), a biaxial
nematic system is called soft biaxial if the corresponding tensor order parameter Q satisfies the additional
constraint tr(Q2) = const, independently of the position.

If tr(Q2) = ρ2, for some ρ > 0, by (2.6), the vector u = T(Q) belongs to the four-sphere S4
ρ of radius

ρ in R5. Let S(4)
ρ be the space of matrices in S0 with matrix norm ρ, i.e.,

S(4)
ρ := {Q ∈ S0 | tr(Q2) = ρ2}.

If S(4)
ρ is endowed with the metric given by the inner product on S0 and S4

ρ with its usual round metric,

the mapping T defined in (2.5) induces an isometry S(4)
ρ
∼= S4

ρ.
Taking into account the constraints λ1, λ2, λ3 ∈ [−1/3, 2/3] on the eigenvalues, by (2.14), we have that

0 < tr(Q2) ≤ 2/3. Thus if 0 < ρ2 ≤ 2/3, the tensor order parameter of a soft biaxial nematic system takes

values in S(4)
ρ .

Furthermore, denoting with W 1,2(Ω,S(4)
ρ ) the class of W 1,2-maps Ω 3 x 7→ Q(x) such that Q(x) ∈ S(4)

ρ

for a.e. x ∈ Ω, we deduce that the Sobolev class W 1,2(Ω,S(4)
ρ ) is isometric to the Sobolev class

W 1,2(Ω,S4
ρ) := {u ∈W 1,2(Ω,R5) : |u(x)| = ρ for a.e. x ∈ Ω},

and that actually ∫
Ω

|∇Q|2 dx =

∫
Ω

|∇u|2 dx , u(x) := T(Q(x)) , x ∈ Ω .

In the following, we shall identify the two spaces S(4)
ρ
∼= S4

ρ and denote them indistinctly by S4
ρ.

Remark 2.5 By Remark 2.3, we deduce that there is a 1:1 correspondence between the points of S4
ρ and the

possible physical configurations of the system if and only if 0 < ρ2 ≤ 1/6. This yields that for 0 < ρ2 ≤ 1/6,
the order parameter space of soft biaxial nematic liquid crystals agrees with the four-sphere S4

ρ.

2.4 Structure of the SO(3)-action on S4
ρ

In this section we describe the basic structure of the action of SO(3) on the four-sphere S4
ρ. The rotation

group SO(3) acts on S0 by conjugation G ?Q = GQGT preserving the inner product 〈Q,P〉 = tr(QP). It
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then induces an action on the four-sphere S4
ρ ⊂ S0 of radius ρ, for any fixed ρ ≤

√
2/3. The well known

fact that every element of S0 can be diagonalized by an orthogonal matrix translates to the statement that
every point in S4

ρ is conjugate to a diagonal matrix in

Σρ =
{
Λ = diag(λ1, λ2, λ3) | λ1 + λ2 + λ3 = 0, λ2

1 + λ2
2 + λ2

3 = ρ2
}
,

which amounts to saying that SO(3) ? Σρ = S4
ρ. Therefore, every SO(3)-orbit passes through a diagonal

matrix Λ = diag(λ1, λ2, λ3) ∈ Σρ and the isotropy subgroup SO(3)Λ := {G ∈ SO(3) | G ?Λ = Λ} of SO(3)
at Λ only depends on the number of distinct eigenvalues.

In the generic case in which there are three distinct eigenvalues λ1, λ2, λ3,1 the isotropy subgroup at
Λ is H = S(O(1)× O(1)× O(1)) ∼= Z2 × Z2 , the subgroup of diagonal matrices with entries ±1 and with
determinant one,

H = {diag(1, 1, 1), diag(−1,−1, 1), diag(−1, 1,−1), diag(1,−1,−1)} .

The isotropy subgroup H is the dihedral group D2 consisting of the identity and 180o-rotations about
three mutually perpendicular axes. Consequently, the generic orbit SO(3) ? Λ = {G ? Λ | G ∈ SO(3)}
of the action is diffeomorphic to SO(3)/H, which can be seen as the eightfold quotient S3/H, where
H := {±1, ±i, ±j, ±k} is the non-abelian eight-element quaternion group [37, 38]. This is achieved by lifting
SO(3) and H to the unit sphere S3, viewed as the group Sp(1) of unit quaternions, under the twofold cover

S3 → SO(3) which sends q ∈ Sp(1) into a rotation of angle 2θ in the 2-plane Im(q)
⊥ ⊂ Im(H), where θ is

the angle between q and 1 in S3. The generic orbits have the highest possible dimension.
In the degenerate cases in which there are two (nonzero) equal eigenvalues, the isotropy subgroup at Λ

is isomorphic to the infinite dihedral group D∞ generated by the rotations around a fixed axis and 180o-
rotations about an axis orthogonal to it. The group D∞ is actually isomorphic to O(2) , which implies that
each (degenerate) orbit through Λ is diffeomorphic to the real projective plane RP 2 (cf. [29]).

Remark 2.6 If P,Q ∈ S4
ρ are on the same SO(3)-orbit, their isotropy subgroups are conjugate. More

precisely, if P = G ? Q , for some G ∈ SO(3), then SO(3)P = GSO(3)QG−1 . The isotropy subgroups
SO(3)P at points P ∈ S4

ρ which belong to an orbit SO(3) ?Q form a conjugacy class (SO(3)Q) called the
isotropy type of the orbit SO(3) ?Q. However, notice that if P,Q ∈ S4

ρ have conjugate isotropy subgroups,
i.e., if there exists G ∈ SO(3) such that SO(3)P = GSO(3)QG−1, then they need not have the same
orbit. By definition, they are said to be on the same stratum and the corresponding orbits SO(3) ?P and
SO(3) ? Q are said to be of the same isotropy type. The stratum of a point Q ∈ S4

ρ is the union of all
orbits of points having isotropy subgroups that are conjugate to SO(3)Q, i.e., it is the union of all orbits of
isotropy type (SO(3)Q). Note that orbits of the same type are diffeomorphic. From the above discussion,
it follows that S4

ρ has two orbit types and that it can be partitioned into two strata: one consists of the two
degenerate orbits, the other one of the generic orbits. For more details on the theory of G-manifolds, we
refer the reader to [7, 43]. For some physical applications of the theory, see also [31, 32].

Let E1, E2 be the first two vectors of the orthonormal basis {Ei}5i=1 given in (2.1). Let Λ : R→ S4
ρ ⊂ S0

be the periodic parametrized curve, with period 2πρ, defined by

Λ(t) := ρ cos(t/ρ)E1 + ρ sin(t/ρ)E2, t ∈ R.

The image of Λ coincides with the set Σρ of all diagonal matrices in S4
ρ and is the great circle of S4

ρ

obtained by intersecting S4
ρ with the 2-dimensional linear subspace Π := span{E1,E2} of S0 spanned by

E1 and E2. In particular, as a constant (unit) speed parametrization of a great circle, the curve Λ : R→ S4
ρ

is a geodesic of S4
ρ (cf. [40, p. 103]).

Every matrix Q ∈ S4
ρ ⊂ S0 is related by conjugation to some diagonal matrix Λ(t). Now, under the

action of the rotation matrix

G(e3, π/2) :=

cos π2 − sin π
2 0

sin π
2 cos π2 0

0 0 1

 =

0 −1 0
1 0 0
0 0 1

 ,

1Observe that this conditions holds on an open and dense subset.
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which represents a rotation through π/2 about the z-axis (cf. (2.15)), the diagonal matrix Λ(t) is taken to
G(e3, π/2) ?Λ(t) = G(e3, π/2)Λ(t)G(e3, π/2)T = Λ(−t).2 (Here and below, e1, e2, e3 denote the standard
orthonormal coordinate vectors of R3.) Next, consider the rotation matrix

G(e, θ) :=

 1
3 (2 cos θ + 1) 1

3 (1− cos θ −
√

3 sin θ) 1
3 (1− cos θ +

√
3 sin θ)

1
3 (1− cos θ +

√
3 sin θ) 1

3 (2 cos θ + 1) 1
3 (1− cos θ −

√
3 sin θ)

1
3 (1− cos θ −

√
3 sin θ) 1

3 (1− cos θ +
√

3 sin θ) 1
3 (2 cos θ + 1)

 ,

representing the rotation though θ about the axis in the direction of the unit vector e := 1√
3
(e1 + e2 + e3).

Under the rotation matrices G(e,±2π/3), given by

G(e, 2π/3) =

0 0 1
1 0 0
0 1 0

 and G(e,−2π/3) =

0 1 0
0 0 1
1 0 0

 ,

the diagonal matrix Λ(t) is taken to G(e,±2π/3) ? Λ(t) = Λ(t∓ 2π
3 ), respectively. This implies that

the parameter t ∈ R can be restricted to the closed interval I = [0, π3 ρ]. This interval cannot be further

reduced, since the function det Λ(t) = − ρ3

3
√

6
cos(3t/ρ) is invertible on the interval I. Therefore, the geodesic

segment Λ : [0, π3 ρ]→ S4
ρ intersects each SO(3)-orbit of S4

ρ exactly once. As a consequence, the orbit space
S4
ρ/SO(3) is homeomorphic to the closed interval [0, π3 ρ].

Remark 2.7 Observe that for t ∈ [0, π3 ρ], Λ(t) = diag(λ1, λ2, λ3) with λ1 ≥ λ2 ≥ λ3. In particular, this
yields the well-known fact that any Q ∈ S4

ρ is equivalent under the SO(3)-action to a diagonal matrix
diag(λ1, λ2, λ3) with λ1 ≥ λ2 ≥ λ3.

For t ∈ (0, π3 ρ), the diagonal matrix Λ(t) has distinct eigenvalues λ1 > λ2 > λ3 and the orbit of Λ(t) is
diffeomorphic to the eightfold quotient S3/H. In particular, we have that Λ(π6 ρ) = ρ√

2
diag(1, 0,−1), which

corresponds to a maximally biaxial phase (cf. (2.13)). Instead, the isotropy group at Λ− := Λ(0) = ρE1

is K− = S(O(2) × O(1)). The degenerate orbit B− := SO(3)/K− through Λ− is the set of all symmetric
matrices with two equal positive eigenvalues which identifies with the real projective plane RP 2. The tangent
space T− to the orbit B− is T− = span(E4,E5) and its orthogonal complement is T⊥− = span(E2,E3). Thus,
Λ(t) is an arclength parametrized geodesic starting at Λ− which is orthogonal to the orbit B− and hence
to all orbits through Λ(t) (cf. [43]). Similarly, the isotropy group at Λ+ := Λ(π3 ρ) = ρ√

6
diag(2,−1,−1) is

K+ = S(O(1) × O(2)) and the degenerate orbit B+ = SO(3)/K+ through Λ+ is the set of all symmetric
matrices with two equal negative eigenvalues which again identifies with RP 2. Therefore, on the geodesic
segment Λ : [0, π3 ρ] → S4

ρ, the orbits of Λ(0) and Λ(π3 ρ) are 2-dimensional, while the orbits of Λ(t),
t ∈ (0, π3 ρ), are 3-dimensional.

The action of SO(3) on S4
ρ just described is the well-known cohomogeneity one action of SO(3) on

S4
ρ (cf. [18, 19]). This action has two orbits of codimension two which are isolated among codimension

one orbits of the same type. In accordance with the basic structure of cohomogeneity one actions (cf., for
example, [1, 7, 34]), if π : S4

ρ → S4
ρ/SO(3) ∼= [0, π3 ρ] is the orbit projection, the inverse images of the interior

points are the principal or regular orbits, while the two singular orbits correspond to the inverse images of
the endpoints, namely B− = π−1(0) and B+ = π−1(π3 ρ). In addition, the great circle Σρ meets every orbit
of S4

ρ orthogonally and is a section or canonical form for S4
ρ, in the sense of the general theory of canonical

forms developed by Palais and Terng (cf. [42, 43]).

Remark 2.8 If r denotes the rotation by 2π/3 of the circle Σρ ⊂ Π induced by G(e, 2π/3) and if m is
the reflection about a diameter of Σρ induced by G(e3, π/2), then it is easily seen that r has order three,
m has order two, and that r and m generate the six-element group ∆3 := {1, r, r2,m, rm, r2m}, which is
the symmetry group of the equilateral triangle. The group ∆3 is isomorphic to the subgroup of SO(3) that
takes Σρ into itself.

Remark 2.9 From a differential geometric point of view, the principal orbits of the SO(3)-action on the
four-sphere S4

ρ are homogeneous hypersurfaces in S4
ρ. As such, they have constant principal curvatures and

2Note that Λ(−t) is obtained from Λ(t) by interchanging the first two eigenvalues.
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are therefore examples of the so-called isoparametric hypersurfaces [8, 19, 42, 43]. On the other hand, each
singular orbit is a concrete realization of a minimal embedding of the real projective plane with constant
curvature into S4

ρ, the so-called Veronese surface (cf. [18, 19, 22, 50]). The two singular orbits are antipodal
to each other at distance π

3 ρ. Explicit immersions of the orbits as submanifolds of the Euclidean four-sphere
S4
ρ in R5 are provided in the next two sections via the isometric isomorphism T defined in (2.5).

Remark 2.10 Observe that the image T(Λ([0, π3 ρ])) of the geodesic arc Λ([0, π3 ρ]) under T corresponds,
in the xy-plane, to the intersection of the fundamental domain Cf with S1

ρ = T(Σρ) (cf. Section 2.2,
Figure 1).

2.5 Principal orbits as order parameter spaces of constrained biaxial systems

Any 3-dimensional principal SO(3)-orbit in S4
ρ can be interpreted as the order parameter space of a con-

strained (or hard) biaxial nematic system [29, 37, 38]. In this case, the order parameter space of the
system is the set Q(λ1, λ2, λ3) of all Q-tensors in S0 of the form (1.1) with three distinct eigenvalues
λ1, λ2, λ3 ∈ (−1/3, 2/3) which are constant, independent of x ∈ Ω. Any element Q ∈ Q(λ1, λ2, λ3) can be
written in the form

Q = GΛGT for some G ∈ SO(3),

where Λ = Λ(λ1, λ2, λ3) = diag(λ1, λ2, λ3) is the diagonal matrix of the eigenvalues of Q and thus
Q(λ1, λ2, λ3) coincides with the orbit of Λ with respect to the SO(3)-action by conjugation on S0. If
Q ∈ Q(λ1, λ2, λ3), we have tr(Q2) = 2(λ2

1 + λ2
2 + λ1λ2).

Any element of SO(3) represents a rotation through an angle θ about a fixed axis. The matrix of SO(3)
representing a rotation through θ with axis in direction of the unit vector a = a1e1 + a2e2 + a3e3 is

G(a, θ) :=

 a2
1(1− cos θ) + cos θ a1a2(1− cos θ)− a3 sin θ a1a3(1− cos θ) + a2 sin θ

a1a2(1− cos θ) + a3 sin θ a2
2(1− cos θ) + cos θ a2a3(1− cos θ)− a1 sin θ

a1a3(1− cos θ)− a2 sin θ a2a3(1− cos θ) + a1 sin θ a2
3(1− cos θ) + cos θ

 . (2.15)

Therefore, using the expression (1.1), we compute

q1 = S1 (n2
1 − 1/3) + S2(m2

1 − 1/3) , q2 = S1 (n2
2 − 1/3) + S2(m2

2 − 1/3) ,
q3 = S1 n1n2 + S2 m1m2 , q4 = S1 n1n3 + S2 m1m3 , q5 = S1 n2n3 + S2 m2m3,

where n and m are the first two columns of the matrix G(a, θ), respectively, and hence

T(Q) =

√
2

2


√

3
(
S1(n2

1 + n2
2) + S2(m2

1 + m2
2)− 2

3
(S1 + S2)

)(
S1(n2

1 − n2
2) + S2(m2

1 −m2
2)
)

2
(
S1 n1n2 + S2 m1m2

)
2
(
S1 n1n3 + S2 m1m3

)
2
(
S1 n2n3 + S2 m2m3

)



T

with

tr(Q2) = ρ2(λ1, λ2) = 2 (λ2
1 + λ2

2 + λ1λ2) =
2

3
(S2

1 + S2
2 − S1S2) .

The map T : Q(λ1, λ2, λ3)→ S4
ρ gives rise to an isometric immersion of the 3-dimensional order parameter

space Q(λ1, λ2, λ3) ∼= S3/H into the four-sphere S4
ρ of radius ρ(λ1, λ2). This immersion is a homogeneous

isoparametric hypersurface [8, 19, 42, 48].

2.6 Singular orbits as order parameter spaces of constrained uniaxial systems

In the constrained uniaxial case, the tensor field Q takes the form (1.3), where s is a constant, and the
order parameter space of the system identifies with the real projective plane RP 2. In this case, we compute

T(Q) = s

√
2

2

(√
3
(
r2

1 + r2
2 −

2

3

)
, r2

1 − r2
2, 2r1r2, 2r1r3, 2r2r3

)
,
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and tr(Q2) = 2s2/3. Writing in spherical coordinates r1 = cosα sinβ, r2 = sinα sinβ, r3 = cosβ, we have

T(Q) = s

√
2

2

(√
3
(

sin2 β − 2

3

)
, cos(2α) sin2 β, sin(2α) sin2 β, cosα sin(2β), sinα sin(2β)

)
.

The mapping T can be interpreted as giving an embedding T : RP 2 → S4
ρ of the real projective plane RP 2

into the four-sphere S4
ρ of radius ρ =

√
2s2/3. The image T(RP 2) is the Veronese surface, which is a

minimal surface in S4
ρ (cf. [22, 50] for more details).

3 Coercivity conditions

In this section, we study the coercivity properties of the elastic free-energy density (1.5) in the soft biaxial
case, assuming that L4 = 0. In the next section, we will deal with the case L4 6= 0. For this purpose,
we shall exploit the constraint Q ∈ S4

ρ , the existence of the section Σρ for S4
ρ and the frame-indifference

condition.
Since S4

ρ = SO(3) ? Σρ (cf. Section 2.4), any element Q ∈ S4
ρ can be written in the form Q = GΛGT

for some G ∈ SO(3), where Λ = diag(λ1, λ2, λ3) ∈ Σρ. Now, if D denotes the third order tensor defined
by Dijk = Qij,k and M = GT , the frame-indifference condition (1.4) yields that

ψ(Q,D) = ψ(Λ,D∗) , where D∗ijk = Gl
iG

m
j Gp

kDlmp . (3.1)

Actually, this condition holds for any point Q on the orbit of Λ.
Next, if u ∈W 1,2(Ω,S4

ρ), we know that the constrain |u(x)| = ρ implies the orthogonality condition

u · ∂ku = 0 ∀ k = 1, 2, 3 .

By condition (3.1), we then may and do assume that u(x) = T(Λ) , where Λ = diag(λ1, λ2, λ3) is the
diagonal matrix of the eigenvalues of Q(x), so that 2 (λ2

1 + λ2
2 + λ1λ2) = ρ2. We thus have (cf. Section 2.2)

u(x) = T(Λ) =

√
2

2

(√
3 (λ1 + λ2), (λ1 − λ2), 0, 0, 0

)
and the orthogonality condition becomes

√
3 (λ1 + λ2)∂ku

1 + (λ1 − λ2)∂ku
2 = 0 ∀ k = 1, 2, 3 . (3.2)

In the case λ1 6= λ2, the above condition (3.2) is equivalent to

∂ku
2 =

√
3

3
t ∂ku

1 , t := 3
λ1 + λ2

λ2 − λ1
=
S1 + S2

S2 − S1
. (3.3)

The uniaxial phase λ1 = λ2 is treated separately at the end of the proof.

Remark 3.1 By the expressions (2.10) and (2.11), we have

t = −
√

3
x

y
, (3.4)

which implies that t ∈ R. Actually, according to the observations on the fundamental domain given in
Sections 2.2 and 2.4, the range of the parameter t can be restricted to (−∞,−1]. However, this restriction
does not help in simplifying computations.

We shall use that if 0 < ρ2 ≤ 1/6, then the parameter t takes each real value. The case 1/6 < ρ2 ≤ 2/3
will be treated separately, as in that case the parameter t has a smaller range. In fact, e.g. in the limiting
case ρ2 = 2/3, the set of Q-tensors S4

ρ reduces to the uniaxial phases with tr(Q2) = 2/3.

Remark 3.2 Equivalently to (3.2), by conditions

∂k(q2
1 + q2

2 + q1q2 + q2
3 + q2

4 + q2
5) = 0 , Q = diag(λ1, λ2, λ3)
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we obtain
(2λ2 + λ1)∂kq1 + (2λ1 + λ2)∂kq2 = 0 ∀ k = 1, 2, 3

that in terms of the scalar order parameters S1, S2 reads as

S2 ∂kq1 + S1 ∂kq2 = 0 ∀ k = 1, 2, 3 .

Notice also that in the uniaxial phases, if λ1 = λ3 we have S1 = 0 and t = 1, whereas if λ2 = λ3 then
S2 = 0 and t = −1.

We are now in a position to prove our first coercivity result for the elastic energy of a soft biaxial
nematic system. If L4 = 0 and if 0 < ρ2 ≤ 1/6, the conditions (1.8) of Longa–Monselesan–Trebin [24] and
Davis–Gartland [10] are necessary and sufficient for coercivity. More precisely, we have the following.

Theorem 3.3 Assume that 0 < ρ2 ≤ 1/6. The elastic energy density (1.5) with L4 = 0 is positive definite
in the soft biaxial class S4

ρ if and only if the following conditions hold:

2L3 > L2 , L3 + L2 > 0 , 10L1 + L2 + 6L3 > 0 . (3.5)

Proof: We impose (3.3) in the computation of the elastic invariants Ii. As for the third elastic invariant,
by (2.7) we have

I3 = |∇u|2 =
(

1 +
t2

3

)
|∇u1|2 + |∇u3|2 + |∇u4|2 + |∇u5|2 . (3.6)

We now compute the term I1 = Qij,jQik,k as

I1 = (∂1q1 + ∂2q3 + ∂3q4)2 + (∂1q3 + ∂2q2 + ∂3q5)2 + (∂1q4 + ∂2q5 − ∂3(q1 + q2))2 . (3.7)

By the inverse formulas (2.4) we get

∂kq1 =

√
2

2

(√3

3
∂ku

1 + ∂ku
2
)
, ∂kq2 =

√
2

2

(√3

3
∂ku

1 − ∂ku2
)
, ∂kqj =

√
2

2
∂ku

j , j = 3, 4, 5

and hence, by the relation (3.3), we have

∂kq1 =

√
2

2

1√
3

(1 + t) ∂ku
1, ∂kq2 =

√
2

2

1√
3

(1− t) ∂ku
1, ∂k(q1 + q2) =

√
2

2

2√
3
∂ku

1 .

This yields that at the point Q = Λ

2 I1 =
( 1√

3
(1 + t) ∂1u

1 + ∂2u
3 + ∂3u

4
)2

+
(
∂1u

3 +
1√
3

(1− t) ∂2u
1 + ∂3u

5
)2

+
(
∂1u

4 + ∂2u
5 − 2√

3
∂3u

1
)2

=
1

3
(1 + t)2(∂1u

1)2 +
1

3
(1− t)2(∂2u

1)2 +
4

3
(∂3u

1)2

+(∂1u
3)2 + (∂2u

3)2 + (∂1u
4)2 + (∂3u

4)2 + (∂2u
5)2 + (∂3u

5)2

+
2√
3

(1 + t) ∂1u
1 (∂2u

3 + ∂3u
4) +

2√
3

(1− t) ∂2u
1 (∂1u

3 + ∂3u
5)

− 4√
3
∂3u

1 (∂1u
4 + ∂2u

5) + 2
(
∂2u

3∂3u
4 + ∂1u

3∂3u
5 + ∂1u

4∂2u
5
)
.

Similarly, we compute the term I2 = Qik,jQij,k as

I2 = (∂1q1)2 + (∂2q3)2 + (∂3q4)2 + (∂1q3)2 + (∂2q2)2 + (∂3q5)2 + (∂1q4)2 + (∂2q5)2 + (∂3(q1 + q2))2

+2
(
∂2q1∂1q3 + ∂3q1∂1q4 + ∂3q3∂2q4 + ∂2q3∂1q2 + ∂3q3∂1q5 + ∂3q2∂2q5 + ∂2q4∂1q5

)
−2
(
∂3q4∂1(q1 + q2) + ∂3q5∂2(q1 + q2)

)
.

(3.8)
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Arguing as before, at the point Q = Λ we get

2 I2 =
1

3
(1 + t)2(∂1u

1)2 +
1

3
(1− t)2(∂2u

1)2 +
4

3
(∂3u

1)2

+(∂1u
3)2 + (∂2u

3)2 + (∂1u
4)2 + (∂3u

4)2 + (∂2u
5)2 + (∂3u

5)2

+
2√
3

(1 + t)
(
∂2u

1∂1u
3 + ∂3u

1∂1u
4
)

+
2√
3

(1− t)
(
∂1u

1∂2u
3 + ∂3u

1∂2u
5)

− 4√
3

(
∂1u

1∂3u
4 + ∂2u

1∂3u
5
)

+ 2
(
∂3u

3∂2u
4 + ∂3u

3∂1u
5 + ∂2u

4∂1u
5
)
.

For any choice of the real coefficients Li, we may thus decompose the elastic energy density into a sum
of four quadratic forms:

L1I1 + L2I2 + L3I3 = F1(t) + F2(t) + F3(t) + F4(t) ,

where we have set:

F1(t) := a1(t) (∂1u
1)2 + b1 (∂2u

3)2 + c1 (∂3u
4)2 + 2d1(t) ∂1u

1∂2u
3 + 2e1(t) ∂1u

1∂3u
4 + 2f1 ∂2u

3∂3u
4

with

a1(t) := L3

(
1 +

t2

3

)
+ (L1 + L2)

(1 + t)2

6
, b1 = c1 := L3 +

L1 + L2

2
,

d1(t) :=
1

2
√

3

(
(L1 − L2) t + (L1 + L2)

)
, e1(t) :=

1

2
√

3

(
L1 t + (L1 − 2L2)

)
, f1 :=

1

2
L1 ;

F2(t) := a2(t) (∂2u
1)2 + b2 (∂1u

3)2 + c2 (∂3u
5)2 + 2d2(t) ∂2u

1∂1u
3 + 2e2(t) ∂2u

1∂3u
5 + 2f2 ∂1u

3∂3u
5

with

a2(t) := L3

(
1 +

t2

3

)
+ (L1 + L2)

(1− t)2

6
, b2 = c2 := L3 +

L1 + L2

2
,

d2(t) :=
1

2
√

3

(
(L2 − L1) t + (L1 + L2)

)
, e2(t) :=

1

2
√

3

(
−L1 t + (L1 − 2L2)

)
, f2 :=

1

2
L1 ;

F3(t) := a3(t) (∂3u
1)2 + b3 (∂1u

4)2 + c3 (∂2u
5)2 + 2d3(t) ∂3u

1∂1u
4 + 2e3(t) ∂3u

1∂2u
5 + 2f3 ∂1u

4∂2u
5

with

a3(t) := L3

(
1 +

t2

3

)
+

2

3
(L1 + L2) , b3 = c3 := L3 +

L1 + L2

2
,

d3(t) :=
1

2
√

3

(
L2 t + (L2 − 2L1)

)
, e3(t) :=

1

2
√

3

(
−L2 t + (L2 − 2L1)

)
, f3 :=

1

2
L1 ;

and

F4(t) := a4 (∂3u
3)2 + b4 (∂2u

4)2 + c4 (∂1u
5)2 + 2d4 ∂3u

3∂2u
4 + 2e4 ∂3u

3∂1u
5 + 2f4 ∂2u

4∂1u
5

with

a4 = b4 = c4 := L3 , d4 = e4 = f4 :=
1

2
L2 .

We now compute the positivity of the previous quadratic forms independently of the parameter t ∈ R.
We shall denote by Φi(t) the determinant of the matrix corresponding to Fi, for i = 1, 2, 3, 4.

As for F4, since Φ4(t) ≡ (L3 − L2/2)2(L3 + L2), we readily obtain the conditions

L3 > 0 , 2L3 > |L2| , L3 + L2 > 0,

which reduce to the system
L3 > 0 , 2L3 > L2 , L3 + L2 > 0 . (3.9)

As for F3, the first two conditions are L1 + L2 + 2L3 > 0 and L1 + L2 + 2L3 > |L1|, that combined
with (3.9) imply a fourth condition:

2L1 + L2 + 2L3 > 0 . (3.10)
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In order to prove the positivity of the determinant, we first observe that Φ3(t) = A3t
2 +B3t+C3 and hence

Φ̇3(t) = 2A3t +B3 for some constants A3, B3, C3 ∈ R depending on the coefficients Li. We actually have

Φ̇3(t) = ȧ3(t) (b23 − f2
3 ) + 2f3

(
d3(t) ė3(t) + e3(t) ḋ3(t)

)
− 2b3

(
d3(t) ḋ3(t) + e3(t) ė3(t)

)
,

where we compute

ȧ3(t) =
2

3
L3 t , ḋ3(t) =

1

2
√

3
L2 , ė3(t) = − 1

2
√

3
L2

and hence

d3(t) ḋ3(t) + e3(t) ė3(t) =
1

6
L2

2 t , d3(t) ė3(t) + e3(t) ḋ3(t) = −1

6
L2

2 t .

Denoting K := L1 + L2 + 2L3, these formulas yield to

Φ̇3(t) =
2

3
L3 t

1

4
(K2 − L2

1)− 1

6
L2

2 (L1 +K) t

so that we obtain B3 = 0 and

6A3 = (K + L1)
[
L3(K − L1)− L2

2

]
= (2L1 + L2 + 2L3) (2L3 − L2) (L3 + L2)

and hence A3 is positive by the assumptions (3.9) and (3.10).
We thus have to check that C3 > 0. We have C3 = Φ3(0), where

a3(0) := L3 +
2

3
(L1 + L2) , d3(0) = e3(0) =

1

2
√

3
(L2 − 2L1)

so that we compute

C3 = a3(0) · (b23 − f2
3 )− 2d2

3(0) · (b3 − f3) = (b3 − f3) [a3(0) · (b3 + f3)− 2d2
3(0)]

from which we easily deduce that:

12C3 = (L2 + 2L3) [6L2
3 + (10L1 + 7L2)L3 + 10L1L2 + L2

2]
= (L2 + 2L3) (L2 + L3) (6L3 + 10L1 + L2) .

In conclusion, on account of (3.9) and (3.10), the positivity of F3(t) holds true for every t ∈ R by
imposing in addition that

10L1 + L2 + 6L3 > 0 . (3.11)

We now wish to study in a similar way the positivity of F1(t). First, notice that the coefficients of F2(t)
are equal to the corresponding ones in F1(t) provided that one replaces the parameter t with −t. This
yields that it suffices to analyze F1(t), as no other conditions are obtained from F2(t).

Since b1 = c1 = b3 = c3 and f1 = f3, it suffices to check the positivity of the determinant, i.e.

Φ1(t) > 0 ∀ t ∈ R .

To this purpose, as before, we write Φ3(t) = A1t
2 +B1t+C1 for some constants A1, B1, C1 ∈ R depending

on the coefficients Li. We thus impose the conditions:

A1 > 0 , 4A1C1 > B2
1 .

We compute:

Φ̇1(t) = ȧ1(t) (b21 − f2
1 ) + 2f1

(
d1(t) ė1(t) + e1(t) ḋ1(t)

)
− 2b1

(
d1(t) ḋ1(t) + e1(t) ė1(t)

)
where this time we have

ȧ1(t) =
1

3
(L1 + L2 + 2L3) t +

1

3
(L1 + L2) , ḋ1(t) =

1

2
√

3
(L1 − L2) , ė1(t) =

1

2
√

3
L1
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and hence

d1(t) ḋ1(t) + e1(t) ė1(t) =
1

12

[
(2L2

1 + L2
2 − 2L1L2) t + (2L2

1 − L2
2 − 2L1L2)

]
,

d1(t) ė1(t) + e1(t) ḋ1(t) =
1

12

[
(2L2

1 − 2L1L2) t + (2L2
1 + 2L2

2 − 2L1L2)
]
.

Denoting as before K := L1 + L2 + 2L3, we also have

b21 − f2
1 =

1

4
(K2 − L2

1) = L2
2 + 4L2

3 + 2L1L2 + 4(L1 + L2)L3 .

In conclusion, we get:

12 Φ̇1(t) = (Kt + L1 + L2)
[
L2

2 + 4L2
3 + 2L1L2 + 4(L1 + L2)L3

]
+L1

[
(2L2

1 − 2L1L2) t + (2L2
1 + 2L2

2 − 2L1L2)
]

−K
[
(2L2

1 + L2
2 − 2L1L2) t + (2L2

1 − L2
2 − 2L1L2)

]
.

By plugging into the formula Φ̇1(t) = 2A1t +B1, we obtain:

24A1 = (L1 + L2 + 2L3)
[
4L2

3 + 4L1L2 + 4(L1 + L2)L3 − 2L2
1

]
+ 2L2

1(L1 − L2)
= 8L3

3 + 12(L1 + L2)L2
3 + (4L2

2 + 16L1L2)L3 + 4L1L
2
2

so that
12A1 = 2(L2 + L3)

(
2L2

3 + (3L1 + L2)L3 + L1L2

)
and also

12B1 = (L1 + L2)
[
L2

2 + 4L2
3 + 2L1L2 + 4(L1 + L2)L3

]
+L1

[
2L2

1 + 2L2
2 − 2L1L2

]
−(L1 + L2 + 2L3)

[
2L2

1 − L2
2 − 2L1L2

]
= 4(L1 + L2)L2

3 + 6(L2
2 + 2L1L2)L3 + 2(L3

2 + 4L1L
2
2)

= 2(L2 + L3)
(
2(L1 + L2)L3 + (L2

2 + 4L1L2)
)
.

Therefore, on account of (3.9), the necessary condition A1 > 0 holds true if in addition

2L2
3 + (3L1 + L2)L3 + L1L2 > 0 . (3.12)

As before, we now compute

C1 = Φ1(0) = a1(0) · (b21 − f2
1 ) + 2f1 d1(0) e1(0)− b1

(
d2

1(0) + e2
2(0)

)
where this time

a1(0) =
1

6
(L1+L2+6L3) , b1 = c1 =

K

2
, d1(0) =

1

2
√

3
(L1+L2) , e1(0) =

1

2
√

3
(L1−2L2) , f1 =

L1

2
.

Therefore, we have

24C1 = (6L3 + L1 + L2) (K2 − L2
1) + 2L1 [L2

1 − L1L2 − 2L2
2]−K [2L2

1 + 5L2
2 − 2L1L2]

= 24L3
3 + 28(L1 + L2)L2

3 + 24L1L2L3 − 4L1L
2
2 − 4L3

2

= 4
[
6L3

3 + 7(L1 + L2)L2
3 + 6L1L2L3 − (L1L

2
2 + L3

2)
]

and hence
12C1 = 2(L2 + L3)

(
6L2

3 + (7L1 + L2)L3 − L2(L1 + L2)
)
.

On account of condition A1 > 0, inequality Φ1(t) > 0 holds true for each t ∈ R provided that the
discriminant B2

1 − 4A1C1 is negative. By the expressions of A1, B1, C1, and using that (L2 +L3)2 > 0, this
property is equivalent to:

4
(
2L2

3 + (3L1 + L2)L3 + L1L2

) (
6L2

3 + (7L1 + L2)L3 − L2(L1 + L2)
)
>
(
2(L1 + L2)L3 + (L2

2 + 4L1L2)
)2
.

This inequality becomes

48L4
3 + 32(4L1 + L2)L3

3 + 8(10L2
1 + 6L1L2 − L2

2)L2
3 − 8(4L1L

2
2 + L3

2)− (20L2
1L

2
2 + 12L1L

3
2 + L4

1) > 0

and hence
(2L3 + L2) (2L3 − L2) (2L1 + L2 + 2L3) (10L1 + L2 + 6L3) > 0 .

By (3.9), (3.10), (3.11), and (3.12) we thus deduce the positivity of the determinant Φ1(t) for each t ∈ R.
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Remark 3.4 The necessary and sufficient conditions obtained are therefore given by the following system
of five strict inequalities, that clearly also imply L3 > 0 :

2L3 > L2 , L3 + L2 > 0 , 2L1 + L2 + 2L3 > 0 ,
2L2

3 + (3L1 + L2)L3 + L1L2 > 0 , 10L1 + L2 + 6L3 > 0 .

We now see that it can be reduced to the system (3.5).
In fact, denoting α := L2/L3 and β := L1/L3, and using that L3 > 0, the above inequalities become:

−1 < α < 2 , 2β + α+ 2 > 0 , 2 + 3β + α+ αβ > 0 , 10β + α+ 6 > 0 .

If β > 0, condition 2β + α + 2 > 0 follows from α > −1, whereas if β < 0, the equivalent condition
10β+ 5α+ 10 > 0 follows from 10β+α+ 6 > 0, since 5α+ 10 > α+ 6 when α > −1. As for the inequality
2 + 3β+α+αβ > 0, using that α+ 3 > 0, it is equivalent to β > −(α+ 2)/(α+ 3), whereas 10β+α+ 6 > 0
is equivalent to β > −(α+ 6)/10. Therefore, it suffices to check that for α > −3 ,

−α+ 2

α+ 3
< −α+ 6

10
⇐⇒ α2 − α+ 2 < 0 ⇐⇒ −1 < α < 2 .

Finally, the uniaxial phase λ1 = λ2 corresponds, up to the action by conjugation of an element ofSO(3),
to the values of t = ±1. The corresponding system reduces to the following one:

L3 > |L2| , 2L2 + L2 + L3 > 0 (3.13)

that actually gives the well-known Ericksen conditions when L4 = 0. �

Remark 3.5 (Coercivity for larger ρ) In Theorem 3.3, we assumed ρ2 := tr(Q2) sufficiently small, i.e.,
0 < ρ2 ≤ 1/6. When 1/6 < ρ2 ≤ 2/3, the range of t is smaller than R (cf. also Remark 3.1) and different
conditions are obtained.

More precisely, when 1/6 < ρ2 ≤ 2/3, in polar coordinates x = ρ cos θ, y = ρ sin θ, by (3.4) we have

t = −
√

3 (tan θ)−1 , θ ∈ Ωρ,

where

Ωρ := Iρ ∪
(2π

3
+ Iρ

)
∪
(4π

3
+ Iρ

)
, Iρ :=

[
arctan

√
6ρ2 − 1,

2π

3
− arctan

√
6ρ2 − 1

]
.

Working on the fundamental domain Cf (cf. Section 2.2), we infer that it suffices to minimize the above
quadratic forms Fi(t) on smaller ranges depending on ρ, i.e.,

|t| ≤
√

3

R(ρ2)
if 1/6 < ρ2 ≤ 2/9

3R(ρ2)−
√

3

R(ρ2) +
√

3
≤ |t| ≤

√
3

R(ρ2)
if 2/9 < ρ2 ≤ 2/3

(3.14)

where we have denoted R(ρ2) :=
√

6ρ2 − 1. Notice that R(1/6) = 0, R(2/9) = 1/
√

3, and R(2/3) =
√

3,
so that in the limiting case ρ2 = 2/3 corresponding to the limiting uniaxial phases, condition (3.14) reduces
to |t| = 1, and we obtain again the Ericksen system (3.13).

In the following proposition, we shall denote for brevity:

Ã3 := (2L1 + L2 + 2L3) (2L3 − L2)

C̃3 := (L2 + 2L3) (6L3 + 10L1 + L2)

Ã1 := 2L2
3 + (3L1 + L2)L3 + L1L2

B̃1 := 2(L1 + L2)L3 + (L2
2 + 4L1L2)

C̃1 := 6L2
3 + (7L1 + L2)L3 − L2(L1 + L2)

and we shall correspondingly consider, in addition to (3.9), (3.10), (3.11), the following three inequalities:

6 (9ρ2 − 1−
√

18ρ2 − 3) Ã3 + (3ρ2 + 1 +
√

18ρ2 − 3) C̃3 > 0 (3.15)
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(6ρ2 − 1) C̃1 > −3Ã1 +
√

18ρ2 − 3 |B̃1| (3.16)

3 (9ρ2 − 1−
√

18ρ2 − 1) Ã1 − (9ρ2 − 3 +
√

18ρ2 − 1) |B̃1|+ (3ρ2 + 1 +
√

18ρ2 − 3) C̃1 > 0 . (3.17)

In fact, due to the ranges (3.14), we do not need to assume A1 > 0, that is the inequality (3.12), and we

shall obtain different conditions depending on the sign of Ã1 and the possible validity of the inequalities:√
6ρ2 − 1 |B̃1| ≥ 2

√
3 Ã1 (3.18)

(
√

6ρ2 − 1 +
√

3) |B̃1| ≤ 2 (3
√

6ρ2 − 1−
√

3) Ã1 . (3.19)

Proposition 3.6 Assume that 1/6 < ρ2 < 2/3. The following are necessary and sufficient conditions for
the positivity of the elastic energy density (1.5) with L4 = 0 in the soft biaxial class S4

ρ :

1. (3.9), (3.10), (3.11), and (3.16) ⇐⇒ 1/6 < ρ2 ≤ 2/9 and either Ã1 ≤ 0 or (3.18) holds;

2. (3.9), (3.10), and (3.11) ⇐⇒ 1/6 < ρ2 ≤ 2/9 and Ã1 > 0 but (3.18) fails to hold;

3. (3.9), (3.10), (3.15), and (3.16) ⇐⇒ 2/9 < ρ2 < 2/3 and either Ã1 ≤ 0 or (3.18) holds;

4. (3.9), (3.10), (3.15), and (3.17) ⇐⇒ 2/9 < ρ2 < 2/3 and Ã1 > 0 and (3.19) holds;

5. (3.9), (3.10), (3.11), and (3.15) ⇐⇒ 2/9 < ρ2 < 2/3 and Ã1 > 0 but both the conditions (3.18) and
(3.19) fail to hold.

Proof: Following the proof of Theorem 3.3, we first obtain the conditions (3.9) and (3.10), as they are
given by the positivity of matrices which do not depend on t. We have to check the positivity of the
determinant Φ3(t) or, equivalently, of the quadratic function Φ̃3(t) := 2Ã3t

2 + C̃3, where Ã3 > 0 by (3.9)

and (3.10). When 1/6 < ρ2 ≤ 2/9 the minimum is Φ̃3(0) = C̃3, yielding again (3.11). Instead, when

2/9 < ρ2 < 2/3 , the minimum of the quadratic function Φ̃3(t) is given by (3.15), as it is attained when
|t| = (3R(ρ2)−

√
3)/(R(ρ2) +

√
3), according to the ranges (3.14).

We now deal with the positivity of the determinant Φ1(t) or, equivalently, of the quadratic function

Φ̃1(t) := Ã1t
2 +B̃1t+C̃1. If Ã1 ≤ 0 , this follows from condition (3.16). In this case, in fact, the minimum of

Φ̃1(t) is attained for t = ±
√

3/R(ρ2), according to the sign of B̃1. When Ã1 > 0, the same condition (3.16)

is obtained if the distance from the origin of the critical point of Φ̃1(t) is more than
√

3/R(ρ2), i.e., if (3.18)

holds. If the distance from the origin of the critical point of Φ̃1(t) is less than (3R(ρ2)−
√

3)/(R(ρ2) +
√

3),
i.e., if (3.19) holds (which implies 2/9 < ρ2 ≤ 2/3), then one obtains condition (3.17). In the remaining
cases, the minimum of Φ1(t) in the ranges (3.14) is equal to minR Φ1, which yields the additional condition
(3.11). We omit the other details of the proof. �

Dirichlet boundary conditions. Assume now that any admissible Q for the functional F [Q]
satisfy Dirichlet boundary conditions given as follows [11, 13, 23]. Let Ω ⊂ R3 be a bounded and simply
connected domain with smooth boundary ∂Ω. For a smooth function ϕ : Ω ∪ ∂Ω→ S4

ρ , we define the class
W 1,2
ϕ of admissible tensor fields by

W 1,2
ϕ :=

{
Q ∈W 1,2(Ω,S4

ρ) : Q|∂Ω = ϕ|∂Ω

}
,

where equality is understood in the sense of traces.

Corollary 3.7 If 0 < ρ2 ≤ 1/6 and L4 = 0, then the elastic energy functional (1.7) is coercive on the
admissible set W 1,2

ϕ if and only if{
L3 > 0 in case L1 + L2 ≥ 0
2L1 + 2L2 + 3L3 > 0 in case L1 + L2 < 0 .

(3.20)
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Proof: We exploit the property that the difference I1 − I2 is a null-Lagrangian, namely

I1 − I2 = (QijQik,k),j − (QijQik,j),k .

Using that for any λ, µ ∈ R

I1 = λI2 + (1− λ)I1 + λ(I1 − I2) , I2 = µI1 + (1− µ)I2 − µ(I1 − I2)

we have

L1I1 + L2I2 + L3I3 = L̃1I1 + L̃2I2 + L3I3 + (λL1 − µL2)(I1 − I2)

where we have set

L̃1 := ν , L̃2 := L− ν , ν := (1− λ)L1 + µL2 , L := L1 + L2 .

On account of the trace condition Q|∂Ω = ϕ|∂Ω, the coercivity assumptions (3.5) reduce to

2L3 > L̃2 , L3 + L̃2 > 0 , 10L̃1 + L̃2 + 6L3 > 0

which can be re-written as the system

ν > L− 2L3 , L3 + L > ν , 9ν > −6L3 − L

for some choice of the parameter ν ∈ R. This yields to the equivalent system L3 > 0 and 3L3 + 2L > 0.
Formula (3.20) readily follows. �

4 The fourth elastic invariant

In this section we consider the elastic energy (1.5) with L4 6= 0. Contrary to the general biaxial case, we
now see that even if L4 6= 0, in the soft biaxial case we can find necessary and sufficient conditions for the
positivity. For the sake of simplicity, we shall assume that L1 = L2 = 0. In the more general case, sufficient
conditions are readily obtained, whereas necessary conditions involve nontrivial computations.

Theorem 4.1 Assume that 0 < ρ2 ≤ 1/6 and L1 = L2 = 0. Then the elastic energy density (1.5) is
positive definite in the soft biaxial class S4

ρ if and only if the following condition holds:

√
6L3 > 2ρ |L4| . (4.1)

Proof: Recalling that

I4(Q,∇Q) := QlkQij,lQij,k ,

at the point Q = Λ we have Qlk = δlk λk and hence

I4(Λ,∇Q) =

3∑
k=1

λk |∂kQ|2 . (4.2)

Using (2.2) and (2.4), similarly to (2.7) we get

|∂kQ|2 = 2((∂k∇q1)2 + (∂kq2)2 + ∂kq1 ∂kq2 + (∂kq3)2 + (∂kq4)2 + (∂kq5)2
)

= |∂ku|2

for k = 1, 2, 3. Therefore, by imposing (3.3), similarly to the computation of I3, by (2.7) we have

I4 =

3∑
k=1

λk

((
1 +

t2

3

)
(∂ku

2)2 + (∂ku
3)2 + (∂ku

4)2 + (∂ku
5)2
)
. (4.3)
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On account of (3.6), and using that L1 = L2 = 0, we are reduced to check the positivity of four diagonal
3× 3-matrices Mi, i = 1, . . . , 4, whose eigenvalues ai, bi, ci are respectively

a1(t) :=
(

1 +
t2

3

)
L3 + λ1 L4 b1 := L3 + λ2 L4 c1 := L3 + λ1 L4

a2(t) :=
(

1 +
t2

3

)
L3 + λ2 L4 b2 := L3 + λ1 L4 c2 := L3 + λ3 L4

a3(t) :=
(

1 +
t2

3

)
L3 + λ3 L4 b3 := L3 + λ1 L4 c3 := L3 + λ2 L4

a4 := L3 + λ3 L4 b4 := L3 + λ2 L4 c4 := L3 + λ1 L4 .

For this reason, we use the representation (2.10) and (2.11), so that by (3.3) we have (3.4) where, we
recall, condition y 6= 0 excludes the uniaxial case λ1 = λ2 that will be treated separately. We set

s :=
t√

3 + t2
⇐⇒ t =

√
3 s√

1− s2
.

Using (2.11) and (3.4), and imposing condition x2 + y2 = ρ2 and y ≥ 0, where 0 < ρ2 ≤ 1/6, we get

x = −ρ s , y = ρ
√

1− s2 , t y =
√

3 ρ s .

In terms of the new variable s ∈ (−1, 1), we get:(
1 +

t3

3

)
=

1

1− s2
, λ1 =

1√
6
ρ (
√

3
√

1− s2 − s) , λ2 = − 1√
6
ρ (
√

3
√

1− s2 + s) , λ3 =
2√
6
ρ s ,

so that in particular

− 2√
6
ρ ≤ λi ≤

2√
6
ρ , i = 1, 2, 3 .

Therefore, the first positivity condition L3 + λi L4 > 0 is satisfied if and only if (4.1) holds.

As for the second one,
(

1 +
t2

3

)
L3 + λi L4 > 0, it clearly suffices to check the case i = 3, that in terms

of the variable s becomes
L3

1− s2
+

2√
6
ρ sL4 > 0 .

This inequality is satisfied for each s ∈ (−1, 1) provided that (4.1) holds.
In the remaining uniaxial case λ1 = λ2, by condition (3.2) we again have ∇u1 = 0, so that we obtain:

I3 = |∇u2|2 + |∇u3|2 + |∇u4|2 + |∇u5|2 ,

I4 =

3∑
k=1

λk

(
(∂ku

2)2 + (∂ku
3)2 + (∂ku

4)2 + (∂ku
5)2
)

yielding to the positivity condition L3 + λi L4 > 0, and hence the inequality (4.1). �

Remark 4.2 When 1/6 < ρ ≤ 2/3, sharper conditions (that we shall not describe) can be obtained (cf.
Remark 3.5). Notice that if t ∈ (−∞,−1], then one has −1 < s ≤ − 1

2 , which implies

λ1 ∈
( ρ√

6
,

2ρ√
6

)
, λ2 ∈

(
− ρ√

6
,
ρ√
6

)
, λ3 ∈

(
− 2ρ√

6
,− ρ√

6

)
.

Therefore, restriction to the fundamental domain does not simplify the computations.

General sufficient conditions. Obtaining necessary and sufficient conditions for the elastic
energy density (1.5), when all the physical coefficients Li are non-trivial, implies a great effort, even in the
simpler case 0 < ρ2 ≤ 1/6. However, by putting together the conditions from Theorem 3.3, Corollary 3.7,
and Theorem 4.1, we readily obtain a range of sufficient conditions for positivity in the soft biaxial regime.
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Corollary 4.3 Assume that 0 < ρ2 ≤ 1/6. Then the elastic energy density (1.5) is positive definite in the
soft biaxial class S4

ρ if the following condition are satisfied for some coefficient α ∈ (0, 1) :

2(1− α)L3 > L2 , (1− α)L3 + L2 > 0 , 10L1 + L2 + 6(1− α)L3 > 0 , α
√

6L3 > 2ρ |L4| .

Similarly, the elastic energy functional (1.7) is coercive on the admissible set W 1,2
ϕ (Ω,S4

ρ) if (and only if)
L3 > 0, in case L1 + L2 ≥ 0, and provided that:

2L1 + 2L2 + 3(1− α)L3 > 0 , α
√

6L3 > 2ρ |L4|

for some coefficient α ∈ (0, 1), in case L1 + L2 < 0.

Proof: The first assertion is obtained by decomposing

ψE(Q,∇Q) = (L1I1 + L2I2 + (1− α)L3) + (α I3 + L4I4)

and writing separately the inequalities in (3.5) and (4.1). Under Dirichlet-type boundary conditions, using
this time the inequalities (3.20) and (4.1), we similarly get{

(1− α)L3 > 0 , α
√

6L3 > 2ρ |L4| in case L1 + L2 ≥ 0

2L1 + 2L2 + 3(1− α)L3 > 0 , α
√

6L3 > 2ρ |L4| in case L1 + L2 < 0 .

The claim readily follows. �

Appendix A The Longa–Monselesan–Trebin conditions

In this appendix, using the scalar coordinates corresponding to the representation of Q-tensors described in
Section 2.1, we compute the Longa–Monselesan–Trebin positivity conditions

2L3 > L2 , L3 + L2 > 0 , 10L1 + L2 + 6L3 > 0 (A.1)

for the three-elastic-constant form L1I1 +L2I2 +L3I3 of the elastic energy density ψE in the general biaxial
case (cf. (1.8)).

These conditions were originally obtained by Longa–Monselesan–Trebin [24] (cf. also [10]) by writing the
elastic energy density L1I1 +L2I2 +L3I3 as a linear combination of irreducible SO(3)-invariants, computed
using the representation theory of SO(3) on spherical tensors and the Clebsch–Gordan coefficients from the
angular momentum theory of quantum mechanics [30].

In general, by (2.7) we have I3 = |∇u|2. Also, by (3.7), in terms of u we have

2I1 =
( 1√

3
∂1u

1 + ∂1u
2 + ∂2u

3 + ∂3u4

)2

+
( 1√

3
∂2u

1− ∂2u
2 + ∂3u

5 + ∂1u
3
)2

+
(
− 2√

3
∂3u

1 + ∂1u
4 + ∂2u

5
)2

.

Similarly, by (3.8) we find the formula

2I2 =
( 1√

3
∂1u

1 + ∂1u
2
)2

+ (∂2u
3)2 + (∂3u

4)2 + 2
(
− 2√

3
∂1u

1∂3u
4 +

1√
3
∂1u

1∂2u
3 − ∂1u

2∂2u
3
)

+
( 1√

3
∂2u

1 − ∂2u
2
)2

+ (∂3u
5)2 + (∂1u

3)2 + 2
(
− 2√

3
∂2u

1∂3u
5 +

1√
3
∂2u

1∂1u
3 − ∂2u

2∂1u
3
)

+
(
− 2√

3
∂3u

1
)2

+ (∂1u
4)2 + (∂2u

5)2 + 2
( 1√

3
∂3u

1∂1u
4 + ∂3u

2∂1u
4 +

1√
3
∂3u

1∂2u
5 − ∂3u

2∂2u
5
)

+2
(
∂3u

3∂2u
4 + ∂3u

3∂1u
5 + ∂2u

4∂1u
5
)
.

For any choice of the real coefficients Li we thus may decompose into four quadratic forms:

L1I1 + L2I2 + L3I3 = F1 + F2 + F3 + F4 .
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The quadratic form F1 depends on the four variables ∂1u
1, ∂1u

2, ∂2u
3, ∂3u4 and its related matrix is:

M1 :=



L3 +
L1 + L2

6

1

2
√

3
(L1 + L2)

1

2
√

3
(L1 + L2)

1

2
√

3
(L1 − 2L2)

1

2
√

3
(L1 + L2)

K

2

1

2
(L1 − L2)

L1

2
1

2
√

3
(L1 + L2)

1

2
(L1 − L2)

K

2

L1

2
1

2
√

3
(L1 − 2L2)

L1

2

L1

2

K

2


where we have denoted K := L1 +L2 + 2L3. The second one, F2, depends on the four variables ∂2u

1, ∂2u
2,

∂3u
5, ∂1u

3 and its corresponding matrix is:

M2 :=



L3 +
L1 + L2

6
− 1

2
√

3
(L1 + L2)

1

2
√

3
(L1 − 2L2)

1

2
√

3
(L1 + L2)

− 1

2
√

3
(L1 + L2)

K

2
−L1

2
−1

2
(L1 − L2)

1

2
√

3
(L1 − 2L2) −L1

2

K

2

L1

2
1

2
√

3
(L1 + L2) −1

2
(L1 − L2)

L1

2

K

2


.

The third one, F3, depends on the four variables ∂3u
1, ∂3u

2, ∂1u
4, ∂2u

5 and its corresponding matrix is:

M3 :=



L3 +
2

3
(L1 + L2) 0

1

2
√

3
(−2L1 + L2)

1

2
√

3
(−2L1 + L2)

0 L3
L2

2
−L2

2
1

2
√

3
(−2L1 + L2)

L2

2

K

2

L1

2
1

2
√

3
(−2L1 + L2) −L2

2

L1

2

K

2


.

Finally, the fourth one, F4, depends on the three remaining variables ∂3u
3, ∂2u

4, ∂1u
5 and its corresponding

matrix is:

M4 :=


L3

L2

2

L2

2
L2

2
L3

L2

2
L2

2

L2

2
L3

 .

The matrix M4 has determinant (L3 − L2/2)2(L3 + L2), whence F4 is positive definite if and only if
the conditions L3 > 0, 2L3 > |L2|, L3 + L2 > 0 hold, which clearly reduce to the system

L3 > 0 , 2L3 > L2 , L3 + L2 > 0 . (A.2)

Dealing with M3, and starting from the right-bottom corner, we obtain the first two conditions K > 0
and K > |L1|, which reduce to

L2 + 2L3 > 0 , 2L1 + L2 + 2L3 > 0 , (A.3)

where the first inequality follows from (A.2). The determinant of the 3× 3 right-bottom minor is

1

4
(2L1 + L2 + 2L3)(2L2

3 + L2L3 − L2
2) =

1

4
(2L1 + L2 + 2L3)(2L3 − L2)(L3 + L2)

and hence it is positive under the assumptions (A.2) and (A.3). Finally, we compute detM3 by applying
Laplace’s formula w.r.t. the first column, and we write

detM3 = A1
3 −A2

3 +A3
3 −A4

3
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where A2
3 = 0 and we respectively compute:

A1
3 =

(
L3 +

2

3
(L1 + L2)

)
· 1

4
(2L1 + L2 + 2L3)(2L3 − L2)(L3 + L2) ,

A3
3 −A4

3 = − 1

12
(−2L1 + L2)2 (2L3 − L2)(L3 + L2)

and hence

12 detM3 = (2L3 − L2)(L3 + L2) [(3L3 + 2L1 + 2L2)(2L1 + L2 + 2L3)− (−2L1 + L2)2]
= (2L3 − L2)(L3 + L2)2(6L3 + L1 + 10L2) .

Therefore, under the conditions (A.2) and (A.3), the determinant of M3 is positive if and only if we also
have

6L3 + L1 + 10L2 > 0 . (A.4)

We now consider the matrix M2. Starting from the right-bottom corner, we again obtain the first two
conditions K > 0 and K > |L1|. This time, the determinant D of the 3× 3 right-bottom minor is

D =
1

8

[
K(K2 − 2L2

1 − (L2 − L1)2)− 2L2
1(L2 − L1)

]
=

1

2
(L3 + L2)(2L2

3 + (3L1 + L2)L3 + L1L2) (A.5)

and hence it is positive under the additional assumption

2L2
3 + (3L1 + L2)L3 + L1L2 > 0 . (A.6)

As before, we now compute detM2 by applying Laplace’s formula w.r.t. the first column, and we write

detM2 = A1
2 −A2

2 +A3
2 −A4

2 .

We have:

A1
2 =

6L3 + L1 + L2

6
· 1

2
(L3 + L2)(2L2

3 + (3L1 + L2)L3 + L1L2) ,

−A2
2 = − 1

24
(L3 + L2)(L1 + L2)(4L1L2 + L2

2 + 2L1L3 + 2L2L3) ,

A3
2 =

1

24
(L3 + L2)(L1 − 2L2)(3L1L2 − L1L3 + 2L2L3) ,

−A4
2 = − 1

24
(L3 + L2)(L1 + L2)(4L1L2 + L2

2 + 2L1L3 + 2L2L3) = −A2
2 ,

and hence we obtain:

12 detM2 = (L2 + L3)
[

(6L3 + L1 + L2)(2L2
3 + (3L1 + L2)L3 + L1L2)

−(L1 + L2)(4L1L2 + L2
2 + 2L1L3 + 2L2L3)

+(L1 − 2L2)(3L1L2 − L1L3 + 2L2L3)
]

= (L2 + L3)
[

12L3
3 + 4(5L1 + 2L2)L2

3 + (10L1L2 − 5L2
2)L3 − (10L1L

2
2 + L3

2)
]

= (L2 + L3)
[

(L2 + L2)(2L3 − L2)(6L3 + 10L1 + L2)
]
.

Therefore, condition detM3 > 0 follows from (A.2), (A.3), and (A.4).
We finally deal with the matrix M1, obtaining exactly the same positivity conditions as for M2. In fact,

starting from the right-bottom corner, the first two conditions are again K > 0 and K > |L1|, whereas the
determinant D of the 3× 3 right-bottom minor is equal to the expression from (A.5). Computing as before
the determinant of M1 by means of Laplace’s formula w.r.t. the first column, and writing

detM1 = A1
1 −A2

1 +A3
1 −A4

1 ,

it is not difficult to check that we have:

A1
1 = A2

1 , −A2
1 = −A2

2 , A3
1 = −A4

2 , −A4
1 = A3

2

and hence we get detM1 = detM2.
In conclusion, arguing as in Remark 3.4 we deduce that the system (A.2), (A.3), (A.4), and (A.6) is

equivalent to the one in (A.1).
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