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Abstract

We establish existence and uniqueness results for initial boundary value problems with
nearly incompressible vector fields. We then apply our results to establish well-posedness of
the initial-boundary value problem for the Keyfitz and Kranzer system of conservation laws
in several space dimensions.

1 Introduction

The Keyfitz and Kranzer system is a system of conservation laws in several space dimensions that
was introduced in [24] and takes the form

∂tU +

d∑
i=1

∂xi(f
i(|U |)U) = 0.

The unknown is U : Rd → RN and |U | denotes its modulus. Also, for every i = 1, . . . , d the
function f i : R → RN is smooth. In this work we establish existence and uniqueness results for
the initial-boundary value problem associated to (1.1).

The well-posedness of the Cauchy problem associated to (1.1) was established by Ambrosio,
Bouchut and De Lellis in [2, 6] by relying on a strategy suggested by Bressan in [12]. Note that the
results in [2, 6] are one of the very few well-posedness results that apply to systems of conservation
laws in several spaces dimensions. Indeed, establishing either existence or uniqueness for a general
system of conservation laws in several space dimensions is presently a completely open problem,
see [18, 27, 28] for an extended discussion on this topic.

The basic idea underpinning the argument in [2, 6] is that (1.1) can be (formally) written
as the coupling between a scalar conservation law and a transport equation with very irregular
coefficients. The scalar conservation law is solved by using the foundamental work by Kružkov [25],
while the transport equation is handled by relying on Ambrosio’s celebrated extension of the
DiPerna-Lions’ well-posendess theory, see [1] and [21], respectively, and [3, 20] for an overview.
Note, however, that Ambrosio’s theory [1] does not directly apply to (1.1) owing to a lack of
control on the divergence of the vector fields. In order to tackle this issue, a theory of nearly
incompressible vector fields was developed, see [19] for an extended discussion. Since we will need
it in the following, we recall the definition here.

Definition 1.1. Let Ω ⊆ Rd be an open set and T > 0. We say that a vector field b ∈ L∞((0, T )×
Ω;Rd) is nearly incompressible if there are a density function ρ ∈ L∞((0, T )×Ω) and a constant
C > 0 such that
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i. 0 ≤ ρ ≤ C, Ld+1 − a.e. in (0, T )× Ω, and

ii. the equation
∂tρ+ div(ρb) = 0 (1.1)

holds in the sense of distributions in (0, T )× Ω.

The analysis in [2, 6, 19] ensures that, if b ∈ L∞((0, T ) × Rd;Rd) ∩ BV ((0, T ) × Rd;Rd) is a
nearly incompressible vector field with density ρ ∈ BV ((0, T )× Rd), then the Cauchy problem{

∂t[ρu] + div[ρbu] = 0 in (0, T )× Rd

u = u at t = 0

is well-posed for every initial datum u ∈ L∞(Rd). This result is pivotal to the proof of the
well-posedness of the Cauchy problem for the Keyfitz and Kranzer system (1.1). See also [4]
for applications of nearly incompressible vector fields to the so-called chromatography system of
conservation laws. Note, furthermore, that here and in the following we denote by BV the space
of functions with bounded variation, see [7] for an extended introduction.

The present paper aims at extending the analysis in [2, 6, 19] to the case of initial-boundary
value problems. First, we establish the well-posedness of initial-boundary value problems with
BV , nearly incompressible vector fields, see Theorem 1.2 below for the precise statement. In
doing so, we rely on well-posedness results for continuity and transport equations with weakly
differentiable vector fields established in [16], see also [17] for related results. Next, we discuss the
applications to the Keyfitz and Kranzer system (1.1).

We now provide a more precise description of our results concerning nearly incompressible
vector fields. We fix an open, bounded set Ω and a nearly incompressible vector field b with
density ρ and we consider the initial-boundary value problem ∂t[ρu] + div[ρub] = 0 in (0, T )× Ω

u = u at t = 0
u = g on Γ−,

(1.2)

where Γ− is the part of the boundary (0, T ) × ∂Ω where the characteristic lines of the vector
field ρb are inward pointing. Note that, in general, if b and ρ are only weakly differentiable, one
cannot expect that the solution u is a regular function. Since Γ− will in general be negligible,
then assigning the value of u on Γ− is in general not possible. In § 3 we provide the rigorous
(distributional) formulation of the initial-boundary value problem (1.2) by relying on the theory
of normal traces for low regularity vector fields, see [5, 8, 13, 14].

We can now state our well-posedness result concerning (1.2).

Theorem 1.2. Let T > 0 and Ω ⊆ Rd be an open, bounded set with C2 boundary. Also, let
b ∈ BV ((0, T ) × Ω;Rd) ∩ L∞((0, T ) × Ω;Rd) be a nearly incompressible vector field with density
ρ ∈ BV ((0, T ) × Ω) ∩ L∞((0, T ) × Ω), see Definition 1.1. Further, assume that u ∈ L∞(Ω) and
g ∈ L∞(Γ−).

Then there is a distributional solution u ∈ L∞((0, T ) × Ω) to (1.2) satisfying the maximum
principle

‖u‖L∞ ≤ max{‖u‖L∞ , ‖g‖L∞}. (1.3)

Also, if u1, u2 ∈ L∞((0, T ) × Ω) are two different distributional solutions of the same initial-
boundary value problem, then ρu1 = ρu2 a.e. in (0, T )× Ω.

Note that the reason why we do not exactly obtain uniqueness of the function u is because ρ
can attain the value 0. If ρ is bounded away from 0, then the distributional solution u of (1.2)
is unique. Also, we refer to [9, 11, 16, 17, 22, 26] for related results on the well-posedness of
initial-boundary value problems for continuity and transport equation with weakly differentiable
vector fields.

In § 7 we discuss the applications of Theorem 1.2 to the Keyfitz and Kranzer system and our
main well-posedness result is Theorem 7.3. Note that the proof of Theorem 7.3 combines Theo-
rem 1.2, the analysis in [19], and well-posedness results for the initial-boundary value problems
for scalar conservation laws established in [10, 15, 28].
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Paper outline

In § 2 we go over some preliminary results concerning normal traces of weakly differentiable vector
fields. By relying on these results, in § 3 we provide the rigorous formulation of the initial-
boundary value problem (1.2). In § 4 we establish the existence part of Theorem 1.2, and in § 5
the uniqueness. In § 6 we establish some stability and space continuity property results. Finally,
in § 7 we discuss the applications to the Keyfitz and Kranzer system.

Notation

For the reader’s convenience, we collect here the main notation used in the present paper.

• div: the divergence, computed with respect to the x variable only.

• Div: the complete divergence, i.e. the divergence computed with respect to the (t, x) vari-
ables.

• Tr(B, ∂Λ): the normal trace of the bounded, measure-divergence vector field B on the
boundary of the set Λ, see § 2.

• (ρu)0, ρ0: the initial datum of the functions ρu and ρ, see Lemma 3.1 and Remark 3.2 .

• T (f): the trace of the BV function f , see Theorem 2.6.

• Hs: the s-dimensional Hausdorff measure.

• f|E : the restriction of the function f to the set E.

• µxE: the restriction of the measure µ to the measurable set E.

• a.e.: almost everywhere.

• |µ|: the total variation of the measure µ.

• a · b: the (Euclidean) scalar product between a and b.

• 1E : the characteristic function of the measurable set E.

• Γ,Γ−,Γ+,Γ0: see (3.6).

• ~n: the outward pointing, unit normal vector to Γ.

2 Preliminary results

In this section, we briefly recall some notions and results that shall be used in the sequel.
First, we discuss the notion of normal trace for weakly differentiable vector fields, see [5, 8,

13, 14]. Our presentation here closely follows that of [5]. Let Λ ⊆ RN be an open set and let us
denote by M∞(Λ), the family of bounded, measure-divergence vector fields. The space M∞(Λ),
therefore, consists of bounded functions B ∈ L∞(Λ;RN ) such that the distributional divergence
of B (denoted by DivB) is a locally bounded Radon measure on Λ.

The normal trace of B ∈M∞(Λ) on the boundary ∂Λ can be defined as follows.

Definition 2.1. Let Λ ⊆ RN be an open and bounded set with Lipschitz continuous boundary and
let B ∈M∞(Λ). The normal trace of B on ∂Λ is a distribution defined by the identity〈

Tr(B, ∂Λ), ψ
〉

=

∫
Λ

∇ψ ·B dy +

∫
Λ

ψ d(DivB), ∀ ψ ∈ C∞c (RN ). (2.1)

Here DivB denotes the distributional divergence of B and is a bounded Radon measure on Λ.
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Note that, owing to the Gauss-Green formula, if B is a smooth vector field, then Tr(B, ∂Λ) =
B · ~n, where ~n denotes the outward pointing, unit normal vector to ∂Λ.

Note, furthermore, that the analysis in [5] shows that the normal trace distribution satisfies
the following properties.

(a) The normal trace distribution is induced by an L∞ function on ∂Λ, which we shall continue
to refer to as Tr(B, ∂Λ). The bounded function Tr(B, ∂Λ) satisfies

‖Tr(B, ∂Λ)‖L∞(∂Λ) ≤ ‖B‖L∞(Λ).

(b) Let Σ be a Borel set contained in ∂Λ1 ∩ ∂Λ2, and let ~n1 = ~n2 on Σ (here ~n1, ~n2 denote the
outward pointing, unit normal vectors to ∂Λ1, ∂Λ2 respectively). Then

Tr(B, ∂Λ1) = Tr(B, ∂Λ2) HN−1-a.e. on Σ. (2.2)

In the following we will use several times the following renormalization result, which was estab-
lished in [5].

Theorem 2.2. Let B ∈ BV (Λ;RN ) ∩ L∞(Λ;RN ) and w ∈ L∞(Λ) be such that Div(wB) is a
Radon measure. If Λ′ ⊂⊂ Λ is an open set with bounded and Lipschitz continuous boundary and
h ∈ C1(R), then

Tr(h(w)B, ∂Λ′) = h

(
Tr(wB, ∂Λ′)

Tr(B, ∂Λ′)

)
Tr(B, ∂Λ′) HN−1-a.e. on ∂Λ′,

where the ratio
Tr(wB, ∂Λ′)

Tr(B, ∂Λ′)
is arbitrarily defined at points where the trace Tr(B, ∂Λ′) vanishes.

We can now introduce the notion of normal trace on a general bounded, Lipschitz continuous,
oriented hypersurface Σ ⊆ RN in the following manner. Since Σ is oriented, an orientation of the
normal vector ~nΣ is given. We can then find a domain Λ1 ⊆ RN such that Σ ⊆ ∂Λ1 and the
normal vectors ~nΣ, ~n1 coincide. Using (2.2), we can then define

Tr−(B,Σ) := Tr(B, ∂Λ1).

Similarly, if Λ2 ⊆ RN is an open set satisfying Σ ⊆ ∂Λ2, and ~n2 = −~nΣ, we can define

Tr+(B,Σ) := −Tr(B, ∂Λ2).

Furthermore we have the formula

(DivB)xΣ =
(

Tr+(B,Σ)− Tr−(B,Σ)
)
HN−1xΣ.

Thus Tr+ and Tr− coincide HN−1−a.e. on Σ if and only if Σ is a (DivB)-negligible set.

We next recall some results from [5] concerning space continuity.

Definition 2.3. A family of oriented surfaces {Σr}r∈I ⊆ RN (where I ⊆ R is an open interval)
is called a family of graphs if there exist

• a bounded open set D ⊆ RN−1,

• a Lipschitz function f : D → R,

• a system of coordinates (x1, · · · , xN )

such that the following holds true: For each r ∈ I, we can write

Σr =
{

(x1, · · · , xN ) : f(x1, · · · , xN−1)− xN = r
}
, (2.3)

and the orientation of Σr is determined by the normal
(−∇f, 1)√
1 + |∇f |2

.
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We now quote a space continuity result.

Theorem 2.4 (see [5]). Let B ∈ M∞(RN ) and let {Σr}r∈I be a family of graphs as above. For
a fixed r0 ∈ I, let us define the functions α0, αr : D → R as

α0(x1, · · · , xN−1) := Tr−(B,Σr0
)(x1, · · · , xN−1, f(x1, · · · , xN−1)− r0), and

αr(x1, · · · , xN−1) := Tr+(B,Σr)(x1, · · · , xN−1, f(x1, · · · , xN−1)− r).
(2.4)

Then αr
∗
⇀ α0 weakly∗ in L∞(D,LN−1xD) as r → r+

0 .

We will also need the following result, which was originally established in [16].

Lemma 2.5. Let Λ ⊆ RN be an open and bounded set with bounded and Lipschitz continuous
boundary and let B belong to M∞(Λ). Then the vector field

B̃(z) :=

{
B(z) z ∈ Λ
0 otherwise

belongs to M∞(RN ).

We conclude by recalling some results concerning traces of BV functions and we refer to [7,
§3] for a more extended discussion.

Theorem 2.6. Let Λ ⊆ RN be an open and bounded set with bounded and Lipschitz continuous
boundary. There exists a bounded linear mapping

T : BV (Λ)→ L1(∂Λ;HN−1) (2.5)

such that T (f) = f|∂Λ
if f is continuous up to the boundary. Also,∫
Λ

∇ψ · f dy = −
∫

Λ

ψ d(Divf) +

∫
∂Λ

ψ Tf · ~n dHN−1, (2.6)

for all f ∈ BV (Λ) and ψ ∈ C∞c (RN ). In the above expression, ~n denotes the outward pointing,
unit normal vector to ∂Λ.

By comparing (2.1) and (2.6) we conclude that

Tr(f, ∂Λ) = T (f) · ~n, for every f ∈ BV (Λ). (2.7)

By combining Theorems 3.9 and 3.88 in [7] we get the following result.

Theorem 2.7 ([7]). Assume Λ ⊆ RN is an open set with bounded and Lipschitz continuous
boundary. If f ∈ BV (Λ;Rm), then there is a sequence {f̃m} ⊆ C∞(Λ) such that

f̃m → f strongly in L1(Λ;Rm), T (f̃m)→ T (f) strongly in L1(∂Λ;Rm). (2.8)

Also, we can choose f̃m in such a way that

• f̃m ≥ 0 if f ≥ 0,

• if f ∈ L∞(Λ;Rm), then
‖f̃m‖L∞ ≤ 4‖f‖L∞ . (2.9)

A sketch of the proof of Theorem 2.7 is provided in § 4.3.
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3 Distributional formulation of the problem

In this section, we follow [11, 16] and we provide the distributional formulation of the problem
(1.2). We first establish a preliminary result.

Lemma 3.1. Let Ω ⊆ Rd be an open bounded set with C2 boundary and let T > 0. We assume
that b ∈ L∞((0, T )×Ω;Rd) is a nearly incompressible vector field with density ρ ∈ L∞((0, T )×Ω),
see Definition 1.1. If u ∈ L∞((0, T )× Ω) satisfies∫ T

0

∫
Ω

ρu(∂tφ+ b · ∇φ) dxdt = 0, ∀ φ ∈ C∞c ((0, T )× Ω), (3.1)

then there are two unique functions, which we henceforth denote by Tr(ρub) ∈ L∞((0, T ) × ∂Ω)
and (ρu)0 ∈ L∞(Ω), that satisfy∫ T

0

∫
Ω

ρu(∂tψ+b·∇ψ) dxdt =

∫ T

0

∫
∂Ω

Tr(ρub)ψ dHd−1 dt−
∫

Ω

ψ(0, ·)(ρu)0 dx, ∀ψ ∈ C∞c ([0, T )×Rd).

(3.2)
Also, we have the bounds

‖Tr(ρub)‖L∞((0,T )×∂Ω), ‖(ρu)0‖L∞(Ω) ≤ max{‖ρu‖L∞((0,T )×Ω); ‖ρub‖L∞((0,T )×Ω)}. (3.3)

Proof. First of all, let us note that the uniqueness of such functions follow from the liberty in
choosing the test functions ψ. Therefore it is enough to discuss the existence of the functions with
the above properties. Let us define

B(t, x) :=

{
(uρ, uρb) (t, x) ∈ (0, T )× Ω
0 elsewhere in Rd+1.

(3.4)

Then B ∈ L∞(Rd+1) and from (3.1), it also follows that
[
DivBx(0, T )× Ω

]
= 0. We can now

apply Lemma 2.5 with Λ = (0, T ) × Ω to conclude that B ∈ M∞(Rd+1). Hence B induces the
existence of normal trace on ∂Λ. Let

Tr(ρub) := Tr(B, ∂Λ)
∣∣∣
(0,T )×∂Ω

, (ρu)0 := −Tr(B, ∂Λ)
∣∣∣
{0}×Ω

.

The identity (3.2) then follows from (2.1) by virtue of the fact that DivB = 0 in (0, T )× Ω.

Remark 3.2. We define the vector field P := (ρ, ρb) and we point out that P ∈ L∞((0, T )× Ω;Rd+1)
since ρ and b are both bounded functions. By introducing the same extension as in (3.4) and using
the fact that ∫ T

0

∫
Ω

ρ(∂tφ+ b · ∇φ) dxdt = 0, ∀ φ ∈ C∞c ((0, T )× Ω),

we can argue as in the proof of the above lemma to establish the existence of unique functions
Tr(ρb) ∈ L∞((0, T )× ∂Ω) and ρ0 ∈ L∞(Ω) defined as

Tr(ρb) := Tr(P, ∂Λ)
∣∣∣
(0,T )×∂Ω

, ρ0 := −Tr(P, ∂Λ)
∣∣∣
{0}×Ω

.

In this way, we can give a meaning to the normal trace Tr(ρb) and to the initial datum ρ0. Also,
we have the bounds

‖Tr(ρb)‖L∞((0,T )×∂Ω), ‖ρ0‖L∞(Ω) ≤ max{‖ρ‖L∞((0,T )×Ω); ‖ρb‖L∞((0,T )×Ω)}. (3.5)

We can now introduce the distributional formulation to the problem (1.2) by using Lemma
3.1. We introduce the following notation:

Γ := (0, T )× ∂Ω, Γ− := {(t, x) ∈ Γ : Tr(ρb)(t, x) < 0},
Γ+ := {(t, x) ∈ Γ : Tr(ρb)(t, x) > 0}, Γ0 := {(t, x) ∈ Γ : Tr(ρb)(t, x) = 0}. (3.6)
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Definition 3.3. Let Ω ⊆ Rd be an open bounded set with C2 boundary and let T > 0. Let
b ∈ L∞((0, T ) × Ω;Rd) be a nearly incompressible vector field with density ρ, see Definition 1.1.
Fix u ∈ L∞(Ω) and g ∈ L∞(Γ−). We say that a function u ∈ L∞((0, T ) × Ω) is a distributional
solution of (1.2) if the following conditions are satisfied:

i. u satisfies (3.1);

ii. (ρu)0 = uρ0;

iii. Tr(ρub) = gTr(ρb) on the set Γ−.

4 Proof of Theorem 1.2: existence of solution

In this section we establish the existence part of Theorem 1.2, namely we prove the existence of
functions u ∈ L∞((0, T )× Ω) and w ∈ L∞(Γ0 ∪ Γ+) such that for every ψ ∈ C∞c ([0, T )× Rd),∫ T

0

∫
Ω

ρu(∂tψ+b·∇ψ) dxdt =

∫
Γ−

gTr(ρb)ψ dHd−1dt+

∫
Γ+∪Γ0

Tr(ρb)ψw dHd−1dt−
∫

Ω

ρ0 u ψ(0, ·) dx.

(4.1)
We proceed as follows: first, in § 4.1 we introduce an approximation scheme. Next, in § 4.2 we
pass to the limit and establish existence.

4.1 Approximation scheme

In this section we rely on the analysis in [19, § 3.3], but we employ a more refined approximation
scheme which guarantees strong convergence of the traces.

We set Λ := (0, T ) × Ω and we recall that by assumption ρ ∈ BV (Λ) ∩ L∞(Λ). We apply
Theorem 2.7 and we select a sequence {ρ̃m} ⊆ C∞(Λ) satisfying (2.8) and (2.9). Next, we set

ρm :=
1

m
+ ρ̃m ≥

1

m
. (4.2)

We then apply Theorem 2.7 to the function bρ and we set

bm :=
(̃bρ)m
ρm

. (4.3)

Owing to Theorem 2.7 we have

ρm → ρ strongly in L1((0, T )× Ω), bmρm → bρ strongly in L1((0, T )× Ω;Rd). (4.4)

and, by using the identity (2.7),

Tr(ρm)→ Tr(ρ) strongly in L1(Γ), Tr(ρmbm)→ Tr(ρb) strongly in L1(Γ),

ρm0 → ρ0 strongly in L1(Ω).
(4.5)

Note, furthermore, that

‖Tr(bmρm)‖L∞
(3.5)

≤ ‖bmρm‖L∞
(2.9)

≤ 4‖bρ‖L∞ . (4.6)

In the following, we will use the notation

Γ−m :=
{

(t, x) ∈ Γ : Tr(ρmbm) < 0
}
, Γ+

m :=
{

(t, x) ∈ Γ : Tr(ρmbm) > 0
}

(4.7)

Finally, we extend the function g to the whole Γ by setting it equal to 0 outside Γ− and we
construct two sequences {gm} ⊆ C1(Γ) and {um} ⊆ C∞(Ω) such that

gm → g strongly in L1(Γ), um → u strongly in L1(Ω) (4.8)
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and
‖gm‖L∞ ≤ ‖g‖L∞ , ‖um‖L∞ ≤ ‖u‖L∞ . (4.9)

We can now define the function um as the solution of the initial-boundary value problem
∂tum + bm · ∇um = 0 on (0, T )× Ω
um = um at t = 0

um = gm on Γ̃−m,
(4.10)

where Γ̃−m is the subset of Γ such that the characteristic lines of bm starting at a point in Γ̃−m are
entering (0, T )× Ω. We recall (4.7) and we point out that

Γ−m ⊆ Γ̃−m ⊆
{

(t, x) ∈ Γ : bm · ~n ≤ 0
}
.

In the previous expression, ~n denotes as the outward pointing, unit normal vector to ∂Ω. By using
the classical method of characteristics (see also [9]) we establish the existence of a solution um
satisfying

‖um‖∞ ≤ max{‖um‖∞, ‖gm‖∞}
(4.9)

≤ max{‖u‖∞, ‖g‖∞}. (4.11)

We now introduce the function hm by setting

hm := ∂tρm + div(bmρm) (4.12)

and by using the equation at the first line of (4.10) we get that

∂t(ρmum) + div(bmρmum) = hmum.

Owing to the Gauss-Green formula, this implies that, for every ψ ∈ C∞c ([0, T )× Rd),∫ T

0

∫
Ω

ρmum[∂tψ + bm · ∇ψ] dxdt+

∫ T

0

∫
Ω

hmumψ dxdt

= −
∫

Ω

ψ(0, x)ρm0um dx−
∫ T

0

∫
∂Ω

ψumρmbm · ~n dHd−1dt

= −
∫

Ω

ψ(0, x)ρm0um dx−
∫ T

0

∫
∂Ω

1Γ−m
gmψTr(ρmbm)dHd−1dt−

∫ T

0

∫
∂Ω

1Γ+
m
umψTr(ρmbm)dHd−1dt.

(4.13)
In the above expression, we have used the notation introduced in (4.7) and the fact that Tr(ρmbm) =
0 on Γ \ (Γ−m ∪ Γ+

m).

4.2 Passage to the limit

Owing to the uniform bound (4.11), there are a subsequence of {um} (which, to simplify notation,
we do not relabel) and a function u ∈ L∞((0, T )× Ω such that

um
∗
⇀ u weakly∗ in L∞((0, T )× Ω). (4.14)

The goal of this paragraph is to show that the function u in (4.14) is a distributional solution
of (1.2) by passing to the limit in (4.13). We first introduce a technical lemma.

Lemma 4.1. We can construct the approximating sequences {ρm} and {bm} in such a way that
the sequence {hm} defined as in (4.12) satisfies

hm → 0 strongly in L1((0, T )× Ω). (4.15)

The proof of Lemma 4.1 is deferred to § 4.3 . For future reference, we state the next simple
convergence result as a lemma.

8



Lemma 4.2. Assume that

Tr(ρmbm)→ Tr(ρb) strongly in L1(Γ). (4.16)

Let Γ−m and Γ+
m as in (4.7) and Γ− and Γ+ as in (3.6), respectively. Then, up to subsequences,

1Γ−m
→ 1Γ− + 1Γ′ strongly in L1(Γ) (4.17)

and
1Γ+

m
→ 1Γ+ + 1Γ′′ strongly in L1(Γ), (4.18)

where Γ′ and Γ′′ are (possibly empty) measurable sets satisfying

Γ′,Γ′′ ⊆ Γ0. (4.19)

Proof of Lemma 4.2. Owing to (4.16) we have that, up to subsequences, the sequence {Tr(ρmbm)}
satisfies

Tr(ρmbm)(t, x)→ Tr(ρb)(t, x), for L1 ⊗Hd−1-almost every (t, x) ∈ Γ.

Owing to the Lebesgue Dominated Convergence Theorem, this implies (4.17) and (4.18).

We can now pass to the limit in all the terms in (4.13). First, by combining (4.4), (4.11), (4.14)
and (4.15) we get that∫ T

0

∫
Ω

ρmum[∂tψ + bm · ∇ψ] dxdt+

∫ T

0

∫
Ω

hmumψ dxdt→
∫ T

0

∫
Ω

ρu[∂tψ + b · ∇ψ] dxdt, (4.20)

for every ψ ∈ C∞c ([0, T ) × Rd). Also, by combining the second line of (4.5) with (4.8) and (4.9)
we arrive at ∫

Ω

ψ(0, x)ρm0um dx→
∫

Ω

ψ(0, x)ρ0u dx, (4.21)

for every ψ ∈ C∞c ([0, T ) × Rd). Next, we combine (4.5), (4.8), (4.9), (4.17), (4.19) and the fact
that Tr(ρb) = 0 on Γ0 to get that∫ T

0

∫
∂Ω

1Γ−m
gmψTr(ρmbm)dHd−1dt→

∫ T

0

∫
∂Ω

1Γ−gψTr(ρb)dHd−1dt

=

∫ T

0

∫
Γ−

gψTr(ρb)dHd−1dt,

(4.22)

for every ψ ∈ C∞c ([0, T ) × Ω;Rd). We are left with the last term in (4.13): first, we denote by
um|Γ the restriction of um to Γ. Since um is a smooth function, then

‖um|Γ‖L∞(Γ) ≤ ‖um‖L∞((0,T )×Ω)

(4.11)

≤ max
{
‖ū‖L∞ , ‖ḡ‖L∞

}
and hence there is a function w ∈ L∞(Γ) such that, up to subsequences,

um|Γ
∗
⇀ w weakly∗ in L∞(Γ). (4.23)

By combining (4.5), (4.18), (4.23) and the fact that Tr(ρb) = 0 on Γ0 we get that∫ T

0

∫
∂Ω

1Γ+
m
umψTr(ρmbm)dHd−1dt→

∫ T

0

∫
∂Ω

1Γ+wψTr(ρb)dHd−1dt

=

∫
Γ+∪Γ0

wψTr(ρb)dHd−1dt.

(4.24)

By combining (4.20), (4.21), (4.22) and (4.24) we get that u satisfies (4.1) and this establishes
existence of a distributional solution of (1.2).
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4.3 Proof of Lemma 4.1

To ensure that (4.15) holds we use the same approximation à la Meyers-Serrin as in [7, pp.122-
123]. We now recall some details of the construction. First, we fix a countable family of open sets{

Λh

}
such that

i. Λh is compactly contained in Λ, for every h;

ii.
{

Λh

}
is a covering of Λ, namely

∞⋃
h=1

Λh = Λ;

iii. every point in Λ is contained in at most 4 sets Λh.

Next, we consider a partition of unity associated to
{

Λh

}
, namely a countably family of smooth,

nonnegative functions {ζh} such that

iv. we have
∞∑
h=1

ζh ≡ 1 in Ω; (4.25)

v. for every h > 0, the support of ζh is contained in Λh.

Finally, we fix a convolution kernel η : Rd+1 → R+ and we define ηε by setting

ηε(z) :=
1

εd+1
η
(z
ε

)
For every m > 0 and h > 0 we can choose εmh in such a way that (ρζh) ∗ ηεmh

is supported in Λh

and furthermore∫ T

0

∫
Ω

|ρζh−(ρζh)∗ηεmh
|+|ρ ∂tζh−(ρ ∂tζh)∗ηεmh

|+|ρb·∇ζh−(ρb·∇ζh)∗ηεmh
|dxdt ≤ 2−h

m
. (4.26)

We then define ρ̃m by setting

ρ̃m :=

∞∑
h=1

(ρζh) ∗ ηεmh
. (4.27)

The function (ρ̃b)m is defined analogously. Next, we proceed as in [7, p.123] and we point out that

hm
(4.12)

= ∂tρm + div(ρmbm)
(4.12)

=

∞∑
h=1

(∂tρζh) ∗ ηεmh
+

∞∑
h=1

(div(ρb)ζh) ∗ ηεmh︸ ︷︷ ︸
=0 by (1.1)

+

∞∑
h=1

(ρ ∂tζh) ∗ ηεmh
+

∞∑
h=1

(ρb · ∇ζh) ∗ ηεmh

(4.25)
=

∞∑
h=1

(ρ ∂tζh) ∗ ηεmh
− ρ

∞∑
h=1

∂tζh +

∞∑
h=1

(ρb · ∇ζh) ∗ ηεmh
− ρb ·

∞∑
h=1

∇ζh

By using (4.26) we then get that∫ T

0

∫
Ω

|hm|dxdt ≤
∞∑
h=1

2−h

m
=

1

m

and this establishes (4.15).
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5 Proof Theorem 1.2: comparison principle and uniqueness

In this section we complete the proof of Theorem 1.2. More precisely, we establish the following
comparison principle.

Lemma 5.1. Let Ω, b and ρ as in the statement of Theorem 1.2. Assume u1 and u2 ∈ L∞((0, T )×
Ω) are distributional solutions (in the sense of Definition 3.3) of the initial-boundary value prob-
lem (1.2) corresponding to the initial and boundary data u1 ∈ L∞(Ω), g1 ∈ L∞(Γ−) and u2 ∈
L∞(Ω), g2 ∈ L∞(Γ−), respectively. If u1 ≥ u2 and g1 ≥ g2, then

ρu1 ≥ ρu2 a.e. in (0, T )× Ω. (5.1)

Note that the uniqueness of ρu, where u is a distributional solution of the initial-boundary
value problem (1.2), immediately follows from the above result.

Proof of Lemma 5.1. Let us define the function

β̃(u) =

{
u2 u ≥ 0
0 u < 0.

In what follows, we shall prove that the identity ρ β̃(u2 − u1) = 0 holds almost everywhere,
whence the comparison principle follows. To see this, we proceed as described below. First, we
point out that, since the equation at the first line of (1.2) is linear, then u2−u1 is a distributional
solution of the initial boundary value problem with data u2 − u1, g2 − g1. In particular, for every
ψ ∈ C∞c ([0, T )× Rd) we have∫ T

0

∫
Ω

ρ(u2−u1)(∂tψ+b·∇ψ) dxdt =

∫ T

0

∫
∂Ω

[Tr(ρu2b)−Tr(ρu1b)] ψ dHd−1dt−
∫

Ω

ψ(0, ·)ρ0(u2−u1) dx

(5.2)
and

Tr(ρu2b) = g2Tr(ρb), Tr(ρu1b) = g1Tr(ρb) on Γ−. (5.3)

Note that (5.2) implies that∫ T

0

∫
Ω

ρ(u2 − u1)(∂tφ+ b · ∇φ) dxdt = 0, ∀φ ∈ C∞c ((0, T )× Ω). (5.4)

By using [19, Lemma 5.10] (renormalization property inside the domain), we get∫ T

0

∫
Ω

ρ β̃(u2 − u1)(∂tφ+ b · ∇φ) dxdt = 0, ∀φ ∈ C∞c ((0, T )× Ω). (5.5)

We next apply Lemma 3.1 to the function β̃(u2 − u1) to infer that there are bounded functions
Tr(ρβ̃(u2 − u1)b) and (ρβ̃(u2 − u1))0 such that, for every ψ ∈ C∞c ([0, T )× Rd), we have∫ T

0

∫
Ω

ρ β̃(u2−u1)(∂tψ+b·∇ψ) dxdt =

∫ T

0

∫
∂Ω

Tr(ρ β̃(u2−u1)b) ψ dHd−1dt−
∫

Ω

ψ(0, ·)(ρ β̃(u2−u1))0 dx.

(5.6)
We recall (5.2) and we apply Lemma 2.2 (trace renormalization property) with w = u2−u1, h = β̃,
B = (ρ, ρb), Λ = Rd+1 and Λ′ = (0, T )×Ω. We recall that the vector field P is defined by setting
P := (ρ, ρb) and we get

(ρ β̃(u2 − u1))0 = −Tr(β̃(u2 − u1)P, ∂Λ′)
∣∣∣
{0}×Ω

= −β̃

 (ρ(u2 − u1))0

Tr(P, ∂Λ′)
∣∣∣
{0}×Ω

Tr(P, ∂Λ′)
∣∣∣
{0}×Ω

= −β̃
(
ρ0(u2 − u1)

ρ

)
ρ0

= 0, since u1 ≥ u2

(5.7)
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and

Tr(ρ β̃(u2 − u1)b) = Tr(β̃(u2 − u1)ρ, ∂Λ′)
∣∣∣
(0,T )×∂Ω

= β̃

Tr((u2 − u1)ρ, ∂Λ′)
∣∣∣
(0,T )×∂Ω

Tr(P, ∂Λ′)
∣∣∣
(0,T )×∂Ω

Tr(P, ∂Λ′)
∣∣∣
(0,T )×∂Ω

= β̃

(
Tr(ρ(u2 − u1)b)

Tr(ρb)

)
Tr(ρb).

By recalling (5.3) and the inequality ḡ1 ≥ ḡ2, we conclude that

Tr(ρ β̃(u2 − u1)b) = 0 on Γ−

and, since β̃ ≥ 0, that
Tr(ρ β̃(u2 − u1)b) ≥ 0 on Γ. (5.8)

We now choose a test function ν ∈ C∞c (Rd) in such a way that ν ≡ 1 on the bounded set Ω. Note
that

∂tν + b · ∇ν = 0 on (0, T )× Ω. (5.9)

Next we choose a sequence of functions χn ∈ C∞c ([0,+∞)) that satisfy

χn ≡ 1 on [0, t̄], χn ≡ 0 on [t̄+
1

n
,+∞), χ′n ≤ 0,

and we define
ψn(t, x) := χn(t)ν(x), (t, x) ∈ [0, T )× Rd.

Note that ψ is smooth, non-negative and compactly supported in [0, T ) × Rd. By combining the
identities (5.6), (5.7) and the inequality (5.8), we get

0 ≤
∫ T

0

∫
Ω

ρ β̃(u2 − u1)[∂t(χnν) + b · ∇(χnν)] dxdt

=

∫ T

0

∫
Ω

νρ β̃(u2 − u1)χ′n dxdt+

∫ T

0

∫
Ω

χnρ β̃(u2 − u1)(∂tν + b · ∇ν) dxdt

(5.9)
=

∫ T

0

∫
Ω

νρ χ′n β̃(u2 − u1) dxdt.

Passing to the limit as n→ +∞ and noting that χ′n → −δt̄ as n→∞ in the sense of distributions
and recalling that ν ≡ 1 on Ω we obtain∫

Ω

ρ(t̄, ·)β̃(u2 − u1)(t̄, ·) ≤ 0.

Since the above inequality is true for arbitrary t̄ ∈ [0, T ], we can conclude that

ρ β̃(u2 − u1) = 0, for almost every (t, x)⇒ ρu1 ≥ ρu2, for almost every (t, x). (5.10)

This concludes the proof of Lemma 5.1.

6 Stability and space continuity properties

In this section, we discuss some qualitative properties of solutions of the initial-boundary value
problem (1.2). First, we establish Theorem 6.1, which establishes (weak) stability of solutions
with respect to perturbations in the vector fields and the data. Theorem 6.2 implies that, under
stronger hypotheses, we can establish strong stability. Finally, Theorem 6.3 establishes space
continuity properties.
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Theorem 6.1. Let T > 0 and let Ω ⊆ Rd be an open and bounded set with C2 boundary. Assume
that

bn, b ∈ BV ((0, T )× Ω;Rd) ∩ L∞((0, T )× Ω;Rd), ρn, ρ ∈ BV ((0, T )× Ω) ∩ L∞([0, T )× Ω)

satisfy
∂tρn + div(bnρn) = 0,

∂tρ+ div(bρ) = 0,
(6.1)

in the sense of distributions on (0, T )× Ω. Assume furthermore that

0 ≤ ρn, ρ ≤ C and ‖bn‖∞ is uniformly bounded, (6.2)

(bn, ρn) −−−−→
n→∞

(b, ρ) strongly in L1((0, T )× Ω;Rd+1), (6.3)

ρn0 −−−−→
n→∞

ρ0 strongly in L1(Ω), (6.4)

Tr(ρnbn) −−−−→
n→∞

Tr(ρb) strongly in L1(Γ), (6.5)

Let un ∈ L∞((0, T )×Ω) be a distributional solution (in the sense of Definition 3.3) of the initial-
boundary value problem  ∂t(ρnun) + div(ρnunbn) = 0 in (0, T )× Ω

un = un at t = 0
un = gn on Γ−n

(6.6)

and u ∈ L∞((0, T )× Ω) be a distributional solution of the equation ∂t(ρu) + div(ρub) = 0 in (0, T )× Ω
u = u at t = 0
u = g on Γ−.

(6.7)

If um, ū ∈ L∞(Ω) and gn, ḡ ∈ L∞(Γ) satisfy

un
∗
⇀ u weak-∗ in L∞(Ω), (6.8)

gn
∗
⇀ g weak-∗ in L∞(Γ), (6.9)

then
ρnun

∗
⇀ ρu weak-* in L∞((0, T )× Ω) (6.10)

and
Tr(ρnunbn)

∗
⇀ Tr(ρub) weak-* in L∞(Γ). (6.11)

Note that in the statement of the above theorem gm and g are functions defined on the whole
Γ, although the values of ρmum and ρu are only determined by their values on Γ−m and Γ−,
respectively.

Proof. We proceed according to the following steps.
Step 1: we apply Theorem 1.2 and we infer that the function ρnun satisfying (6.6) is unique.
Also, without loss of generality, we can redefine the function un on the set {ρn = 0} in such a
way that un satisfies the maximum principle (1.3). Owing to (6.11), the sequences ‖um‖L∞ and
‖gm‖L∞ are both uniformly bounded and by the maximum principle so is ‖um‖L∞ . Also, by
combining (3.3) and (6.2) we infer that the sequence ‖Tr(ρnbnun)‖∞ is also uniformly bounded.
We conclude that, up to subsequences (which we do not label to simplify the notation), we have

un
∗
⇀ r1 weak-* in L∞((0, T )× Ω),

Tr(ρnunbn)
∗
⇀ r2 weak-* in L∞(Γ)

(6.12)
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for some r1 ∈ L∞((0, T )× Ω) and r2 ∈ L∞(Γ). By using (3.1) and (3.2), we get that∫ T

0

∫
Ω

ρr1(∂tφ+ b · ∇φ) dxdt = 0, ∀φ ∈ C∞c ((0, T )× Ω), (6.13)

and∫ T

0

∫
Ω

ρr1(∂tψ + b∇ψ) dxdt =

∫ T

0

∫
∂Ω

r2ψ dHd−1dt−
∫

Ω

ψ(0, ·)ρ0 u dx, ∀ψ ∈ C∞c ([0, T )× Rd).

(6.14)
From Lemma 3.1, it also follows that

r2 = Tr(ρr1b). (6.15)

Assume for the time being that we have established the equality

r2 = gTr(ρb), on Γ−, (6.16)

then by recalling (6.15) and the uniqueness part in Theorem 1.2 we conclude that r1 = ρu and
r2 = Tr(ρbu). Owing to (6.12), this concludes the proof of the theorem.
Step 2: we establish (6.16). First, we decompose Tr(ρmumbm) as

Tr(ρnunbn) = Tr(ρnunbn)1Γ−n
+ Tr(ρnunbn)1Γ+

n
+ Tr(ρnunbn)1Γ0

n

= gnTr(ρnbn)1Γ−n
+ Tr(ρnunbn)1Γ+

n
+ Tr(ρnunbn)1Γ0

n
,

(6.17)

where Γ−n , Γ+
n and Γ0

n are defined as in (3.6). By using Lemma 2.2 (trace renormalization), one
could actually prove that the last term in the above expression is actually 0. This is actually
not needed here. Indeed, it suffices to recall (6.5) and Lemma 4.2 and point out that by combin-
ing (4.17) and (4.18) we get

1Γ0
n
→ 1Γ0 − 1Γ′ − 1Γ′′ . (6.18)

Next, we recall that the sequence ‖Tr(ρnunbn)‖L∞ is uniformly bounded owing to the uniform
bounds on ‖ρn‖L∞ and ‖un‖L∞ . By recalling (6.9), we conclude that

gnTr(ρnbn)1Γ−n

∗
⇀ gTr(ρb)

(
1Γ− + 1Γ′

)
weak-* in L∞(Γ). (6.19)

By recalling that Γ′ ⊆ Γ0 we get that Tr(ρb)1Γ′ = 0. We now pass to the weak star limit in (6.17)
and using (4.17), (4.18), (6.12), (6.9) and (6.19) we get

r2 = gTr(ρb)1Γ− + r2

(
1Γ+ + 1Γ′

)
+ r2

(
1Γ0 − 1Γ′ − 1Γ′′

)
, (6.20)

which owing to the properties

Γ− ∩ Γ0 = ∅, Γ− ∩ Γ′ = ∅, Γ− ∩ Γ′′ = ∅

implies (6.16). This concludes the proof Theorem 6.1.

Theorem 6.2. Under the same assumptions as in Theorem 6.1, if we furthermore assume that

un −−−−→
n→∞

u strongly in L1(Ω), (6.21)

gn −−−−→
n→∞

g strongly in L1(Γ), (6.22)

then we get
ρnun −−−−→

n→∞
ρu strongly in L1((0, T )× Ω),

Tr(ρnunbn) −−−−→
n→∞

Tr(ρub) strongly in L1(Γ).
(6.23)

14



Proof. First, we point out that the first equation in (6.11) implies that

ρnum⇀ρu weakly in L2((0, T )× Ω). (6.24)

Next, by using Lemma 2.2 (trace-renormalization property), we get that ρmu
2
n and ρu2 satisfy (in

the sense of distributions) ∂t(ρnu
2
n) + div(ρnu

2
nbn) = 0 in (0, T )× Ω

u2
n = u2

n at t = 0
u2
n = g2

n on Γ−n ,

and  ∂t(ρu
2) + div(ρu2b) = 0 in (0, T )× Ω

u2 = u2 at t = 0
u2 = g2 on Γ−,

respectively. Also, by combinig (6.8),(6.9), (6.21) and (6.22), we get that

u2
n
∗
⇀ u2 weak-∗ in L∞(Ω), g2

n
∗
⇀ g2 weak-∗ in L∞(Γ)

and by applying Theorem 6.1 to ρmu
2
m we conclude that

ρmu
2
m
∗
⇀ ρu2 weak-∗ in L∞((0, T )× Ω)

and that
Tr(ρnu

2
nbn)

∗
⇀ Tr(ρu2b) weak-∗ in L∞(Γ). (6.25)

Since the sequence ‖ρm‖L∞ is uniformly bounded, then by recalling (6.3) we get

ρ2
mu

2
m
∗
⇀ ρ2u2 weak-∗ in L∞((0, T )× Ω)

and hence
ρ2
mu

2
m⇀ρ2u2 weakly in L2((0, T )× Ω). (6.26)

By combining (6.24) and (6.26) we get that ρ2
mu

2
m −→ ρu strongly in L2((0, T ) × Ω) and this

implies the first convergence in (6.23).
Next, we establish the second convergence in L2((0, T )×Ω). Since Γ is a set of finite measure,

from (6.11) and (6.25) we can infer that

Tr(ρnunbn) ⇀ Tr(ρub) weakly in L2(Γ),

Tr(ρnu
2
nbn) ⇀ Tr(ρu2b) weakly in L2(Γ).

(6.27)

By using the uniform bounds for ‖Tr(ρnbn)‖∞, we infer from the L1 convergence of Tr(ρnbn) to
Tr(ρb) that

Tr(ρnbn) −−−−→
n→∞

Tr(ρb) strongly in L2(Γ). (6.28)

Next, we apply Lemma 2.2 (trace renormalization property) and we get that

[Tr(ρnunbn)]2 =

[
Tr(ρnunbn)

Tr(ρnbn)

]2

[Tr(ρnbn)]2 = Tr(ρnu
2
nbn)Tr(ρnbn)

and

[Tr(ρub)]2 =

[
Tr(ρub)

Tr(ρb)

]2

[Tr(ρb)]2 = Tr(ρu2b)Tr(ρb).

From (6.27) and (6.28), we can then conclude that

[Tr(ρnunbn)]2 ⇀ [Tr(ρub)]2 weakly in L2(Γ), (6.29)

and by recalling (6.27) the second convergence in (6.23) follows.
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Finally, we establish space-continuity properties of the vector field (ρu, ρub) similar to those
established in [11, 16].

Theorem 6.3. Under the same assumptions as in Theorem 1.2, let P be the vector field P :=
(ρ, ρb), u be a distributional solution of (1.2) and {Σr}r∈I ⊆ Rd be a family of graphs as in
Definition 2.3. Also, fix r0 ∈ I and let γ0, γr : (0, T )×D → R be defined by

γ0(t, x1, · · · , xd−1) := Tr−(uP, (0, T )× Σr0)(t, x1, · · · , xd−1, f(x1, · · · , xd−1)− r0),

γr(t, x1, · · · , xd−1) := Tr+(uP, (0, T )× Σr)(t, x1, · · · , xd−1, f(x1, · · · , xd−1)− r).
(6.30)

Then γr → γ0 strongly in L1((0, T )×D) as r → r+
0 .

The proof of the above result follows the same strategy as the proof of [16, Proposition 3.5]
and is therefore omitted.

7 Applications to the Keyfitz and Kranzer system

In this section, we consider the initial-boundary value problem for the Keyfitz and Kranzer sys-
tem [24] of conservation laws in several space dimensions, namely

∂tU +

d∑
i=1

∂xi
(f i(|U |)U) = 0 in (0, T )× Ω

U = U0 at t = 0

U = Ub on Γ.

(7.1)

Note that, in general, we cannot expect that the boundary datum is pointwise attained on the
whole boundary Γ. We come back to this point in the following.

We follow the same approach as in [2, 6, 12, 20] and we formally split the equation at the first
line of (7.1) as the coupling between a scalar conservation law and a linear transport equation.
More precisely, we set F := (f1, · · · , fd) and we point out that the modulus ρ := |U | formally
solves the initial-boundary value problem ∂tρ+ div(F (ρ)ρ) = 0 in (0, T )× Ω

ρ = |U0| at t = 0
ρ = |Ub| on Γ.

(7.2)

We follow [10, 15, 28] and we extend notion of entropy admissible solution (see [25]) to initial
boundary value problems.

Definition 7.1. A function ρ ∈ L∞((0, T )×Ω)∩BV ((0, T )×Ω) is an entropy solution of (7.2)
if for all k ∈ R,∫ T

0

∫
Ω

{
|ρ(t, x)− k| ∂tψ + sgn(ρ− k)[F (ρ)− F (k)] · ∇ψ

}
dxdt

+

∫
Ω

|ρ0 − k| ψ(0, ·) dx−
∫ T

0

∫
∂Ω

sgn(|Ub|(t, x)− k) [F (T (ρ))− F (k)] · ~n ψ dxdt ≥ 0,

for any positive test function ψ ∈ C∞c ([0, T )× Rd;R+). In the above expression T (ρ) denotes the
trace of the function ρ on the boundary Γ and ~n is the outward pointing, unit normal vector to Γ.

Existence and uniqueness results for entropy admissible solutions of the above systems were
obtained by Bardos, le Roux and Nédélec [10] by extending the analysis by Kružkov to initial-
boundary value problems (see also [15, 28] for a more recent discussion). Note, however, that one
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cannot expect that the boundary value |Ub| is pointwise attained on the whole boundary Γ, see
again [10, 15, 28] for a more extended discussion.

Next, we introduce the equation for the angular part of the solution of (7.1). We recall that,
if |Ub| and |U0| are of bounded variation, then so is ρ and hence the trace of F (ρ)ρ on Γ is well
defined. As usual, we denote it by T (F (ρ)ρ). In particular, we can introduce the set

Γ− :=
{

(t, x) ∈ Γ : T (F (ρ)ρ) · ~n < 0
}
,

where as usual ~n denotes the outward pointing, unit normal vector to Γ. We consider the vector
θ = (θ1, · · · , θN ) and we impose

∂t(ρθ) + div(F (ρ)ρθ) = 0 in (0, T )× Ω

θ =
U0

|U0|
at t = 0

θ =
Ub

|Ub|
on Γ−,

(7.3)

where the ratios U0/|U0| and Ub/|Ub| are defined to be an arbitrary unit vector when |U0| = 0
and |Ub| = 0, respectively. Note that the product U = θρ formally satisfies the equation at the
first line of (7.1). We now extend the notion of renormalized entropy solution given in [2, 6, 20]
to initial-boundary value problems.

Definition 7.2. A renormalized entropy solution of (7.1) is a function U ∈ L∞((0, T )× Ω;RN )
such that U = ρθ, where

• ρ = |U | and ρ is an entropy admissible solution of (7.2).

• θ = (θ1, . . . , θN ) is a distributional solution, in the sense of Definition 3.3, of (7.3).

Some remarks are here in order. First, we can repeat the proof of [19, Proposition 5.7] and
conclude that, under fairly general assumptions, any renormalized entropy solution is an entropy
solution. More precisely, let us fix a renormalized entropy solution U and an entropy-entropy flux
pair (η,Q), namely a couple of functions η : RN → R, Q : RN → Rd such that

∇ηDf i = ∇Qi, for every i = 1, . . . , d.

Assume that
L1
{
r ∈ R : (f1)′(r) = · · · = (fd)′(r) = 0

}
= 0.

By arguing as in [19] we conclude that, if η is convex, then∫ T

0

∫
Ω

η(U)∂tφ+Q(U) · ∇φdxdt ≥ 0

for every entropy-entropy flux pair (η,Q) and for every nonnegative test function φ ∈ C∞c ((0, T )×
Ω).

Second, we point out that, as the Bardos, le Roux and Nédélec [10] solutions of scalar initial-
boundary value problems, renormalized entropy solutions of the Keyfitz and Kranzer system do
not, in general pointwise attain the boundary datum U0 on the whole boundary Γ.

We now state our well-posedness result.

Theorem 7.3. Assume Ω is a bounded open set with C2 boundary. Also, assume that U0 ∈
L∞(Ω;RN ) and Ub ∈ L∞(Γ;RN ) satisfy |U0| ∈ BV (Ω), |Ub| ∈ BV (Γ). Then there is a unique
renormalized entropy solution of (7.1) that satisfies U ∈ L∞((0, T )× Ω;RN ).

Proof. We first establish existence, next uniqueness.
Existence: first, we point out that the results in [10, 15, 28] imply that there is an entropy
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admissible solution of (7.2) satisfying ρ ∈ L∞((0, T ) × Ω) ∩ BV ((0, T ) × Ω). Also, ρ satisfies the
maximum principle, namely

0 ≤ ρ ≤ max
{
‖U0‖L∞ , ‖Ub‖L∞

}
. (7.4)

For every j = 1, . . . , N we consider the initial-boundary value problem
∂t(ρθj) + div(F (ρ)ρθj) = 0 in (0, T )× Ω

θj =
U0j

|U0|
at t = 0

θj =
Ubj

|Ub|
on Γ−,

(7.5)

where U0j and Ubj is the j-th component of U0 and Ub, respectively. The existence of a distribu-
tional solution θj follows from the existence part in Theorem 1.2.

We now set U := ρθ, where θ = (θ1, . . . , θN ). To conclude the existence part we are left to show
that |U | = ρ. To this end, we point out that, by combining [19, Lemma 5.10] (renormalization
property inside the domain) with Theorem 2.2 (trace renormalization property) and by arguing
as in § 5, we conclude that, for every j = 1, . . . , N , θ2

j is a distributional solution, in the sense of
Definition 3.3, of the initial-boundary value problem

∂t(ρθ
2
j ) + div(F (ρ)ρθ2

j ) = 0 in (0, T )× Ω

θj =
U2

0j

|U0|2
at t = 0

θ =
U2
bj

|Ub|2
on Γ−.

By adding from 1 to N , we conclude that |θ|2 is a distributional solution of ∂t(ρ|θ|2) + div(F (ρ)ρ|θ|2) = 0 in (0, T )× Ω
θj = 1 at t = 0
θ = 1 on Γ−.

By recalling the equation at the first line of (7.2) we infer that |θ|2 = 1 is a solution of the above
initial-boundary value problem. By the uniqueness part of Theorem 1.2, we then deduce that
ρ|θ|2 = ρ and this concludes the proof of the existence part.
Uniqueness: assume U1 and U2 are two renormalized entropy solutions, in the sense of Defini-
tion 7.2, of the initial-boundary value problem (7.1). Then ρ1 := |U1| and ρ2 := |U2| are two
entropy admissible solutions of the initial-boundary value problem (7.2) and hence ρ1 = ρ2. By
applying the uniqueness part of Theorem 1.2 to the initial-boundary value problem (7.5), for every
j = 1, . . . , N , we can then conclude that U1 = U2.
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Norm. Supér. (4) 3 (1970) 185-233.

[10] C. Bardos, A-Y. Le Roux, J.C. Nedelec, First order quasilinear equations with boundary conditions,
Commun. Partial Differ. Equ. 4 (1979) 1017-1034.

[11] F. Boyer, Trace theorems and spatial continuity properties for the solutions of the transport equation,
Differ. Integral Equ. 18 (2005) 891-934.

[12] A. Bressan, An ill-posed Cauchy problem for a hyperbolic system in two space dimensions, Rend.
Semin. Mat. Univ. Padova 110 (2003) 103-117.

[13] G.-Q. Chen, H. Frid, Divergence-measure fields and hyperbolic conservation laws, Arch. Ration. Mech.
Anal. 147 (1999) 89-118.

[14] G.-Q. Chen, M. Torres, W.P. Ziemer, Gauss-Green theorem for weakly differentiable vector fields,
sets of finite perimeter, and balance laws, Commun. Pure. Appl. Math. 62 (2009) 242-304.

[15] R.M. Colombo, E. Rossi, Rigorous estimates on balance laws in bounded domains, Acta Math. Sci.,
Ser. B, Engl. Ed. 35 (2015), no. 4, 906-944.

[16] G. Crippa, C. Donadello, L.V. Spinolo, Initial-boundary value problems for continuity equations with
BV coefficients, J. Math. Pures Appl. (9) 102, no. 1, 79-98 (2014).

[17] G. Crippa, C. Donadello, L.V. Spinolo, A note on the initial-boundary value problem for continuity
equations with rough coefficients, Hyperbolic problems: theory, numerics and applications, AIMS
Series on Appl. Math. 8 (2014) 957-966.

[18] C.M. Dafermos, Hyperbolic Conservation laws in Continuum Physics, third ed., Grundlehren Math.
Wiss., vol. 325, Springer-Verlag, Berlin, 2010.

[19] C. De Lellis, Notes on hyperbolic systems of conservation laws and transport equations, in: Handbook
of Differential Equations: Evolutionary Equations, vo. III, Elsevier/North-Holland, Amsterdam, 2007,
pp. 277-382.

[20] C. De Lellis, Ordinary differential equations with rough coefficients and the renormalization theorem
of Ambrosio [after Ambrosio, DiPerna, Lions], Asterisque (2008) 175-203 (Exp. No. 972). Seminaire
Bourbaki, vol. 2006/2007.

[21] R.J. DiPerna, P.L. Lions, Ordinary differential equations, transport theory and Sobolev spaces, In-
vent. Math. 98 (1989) 511-547.

[22] V. Girault, L.R. Scott, On a time-dependent transport equation in a Lipschitz domain, SIAM J.
Math. Anal. 42 (2010) 1721-1731.

19



[23] E. Godlewski, P.A. Raviart, Numerical approximation of hyperbolic systems of conservation laws,
Applied Mathematical Sciences. 118. New York, NY: Springer. viii, 509 p. (1996).

[24] B.L. Keyfitz, H.C. Kranzer, A system of non-strictly hyperbolic conservation laws arising in elasticity
theory, Arch. Ration. Mech. Anal. 72 (1980) 219-241.

[25] S.N. Kruzhkov, First order quasilinear equations in several independent variables, Math. USSR, Sb.
10 (1970) 217-243.

[26] S. Mischler, On the trace problem for solutions of the Vlasov equation, Commun. Partial Differ. Equ.
25 (2000) 1415-1443.

[27] D. Serre, Systems of Conservation Laws, I. Hyperbolicity, Entropies, Shock Waves, Cambridge Uni-
versity Press, Cambridge, 1999.

[28] D. Serre, Systems of Conservation Laws, II. Geometric Structures, Oscillations, and Initial-Boundary
Value Problems, Cambridge University Press, Cambridge, 2000.

20


