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Abstract

We study the geometric motion of sets in the plane derived from the homogenization
of discrete ferromagnetic energies with weak inclusions. We show that the discrete
sets are composed by a ‘bulky’ part and an external ‘mushy region’ composed
only of weak inclusions. The relevant motion is that of the bulky part, which
asymptotically obeys to a motion by crystalline mean curvature with a forcing
term, due to the energetic contribution of the mushy layers, and pinning effects,
due to discreteness. From an analytical standpoint it is interesting to note that
the presence of the mushy layers imply only a weak and not strong convergence
of the discrete motions, so that the convergence of the energies does not commute
with the evolution. From a mechanical standpoint it is interesting to note the
geometrical similarity of some phenomena in the cooling of binary melts.

1 Introduction

A definition of motion by curvature has been introduced by Almgren, Taylor and
Wang [2] using a time-discrete approach as follows. Given a (smooth) set A0 ⊂ Rd
as initial datum and a time scale τ , one defines iteratively Aτk as a minimizer of

A 7→ Per(A) +
1
τ
D(A,Aτk−1), (1)

where Aτ0 = A0 , Per(A) denotes the Euclidean perimeter of the set A and D(A,A′)
is a dissipation term that can be interpreted as the L2-norm of the distance between
∂A and ∂A′. The time-continuous piecewise-constant interpolations Aτ (t) = Aτbt/τc
are then shown to converge to a time-continuous parameterized sets A(t), whose
boundaries move by their mean curvature. Almgren and Taylor [1] have shown that
the same scheme with a crystalline perimeter gives motion by crystalline curvature
in dimension two.
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The same scheme has been adapted to define a continuum motion for ferromag-
netic spin energies on a square lattice whose static discrete-to-continuum approxi-
mation is a crystalline perimeter by Braides, Gelli and Novaga [6]. In this process
a scaling factor ε > 0 and the corresponding perimeter Perε(A) for discrete sets
A in εZ2 are introduced, together with the corresponding discrete dissipations Dε.
These can be seen simply as the restriction of their continuum counterparts union
A+ [0, ε]2 of ε-cubes. In this way discrete sets Aε,τk ⊂ εZ2 are defined by iterated
minimization of

A 7→ Perε(A) +
1
τ
Dε(A,A

ε,τ
k−1), (2)

where Aε,τ0 are discrete interpolations of a continuum datum A0 together with
the corresponding piecewise-constant-in-time interpolations Aε,τ (t) = Aε,τbt/τc. The
limit A of Aε,τ may depend on the mutual behaviour of ε and τ .

This procedure can be framed in the theory of minimizing movements by De
Giorgi (see [3]), which generalizes the approach of [2]. In [4] a notion of minimizing
movement along a sequence of functionals has been given, that can be specialized
for possibly inhomogeneous perimeter-type energies Fε on εZ2: substituting Perε
with Fε in the scheme above we can similarly define Aε,τ and obtain a limit motion
A(t) passing to the limit both in ε and τ . In particular the following holds, upon
the hypothesis of equi-coerciveness of Fε and their Γ-convergence to some F :

(i) (pinning) if τ << ε then A(t) = A0 for all t ≥ 0;
(ii) (commutation) if ε << τ then A(t) is the minimizing movement of F with

initial datum A0 (hence, in the case of Fε = Perε the sets A move by crystalline
curvature);

(iii) (critical scale) if ε ∼ τ then the motion actually depends on ε/τ and is
different both from (1) or (2).

In [6] this last case is explicitly described through an effective motion: the limit
A(t) depends on the ratio ε/τ , and this motion may depend on fine details of the
energies Fε and not only through their Γ-limit (see [7, 9]). The mechanism of
evolution highlighted by the definition of Aε,τk is through local minimization of Fε
with a dissipation contribution that forces minimization on a small neighbourhood
of the datum Aε,τk−1. If τ is much smaller than ε then by the discreteness of the
parameters this neighbourhood contains the only Aε,τk−1, and the motion is pinned.
Conversely, if ε is much smaller than τ we can first pass in the limit as ε → 0 in
(2) and use the well-known property of convergence of minimum problems for Γ-
convergence. In the critical case the motion optimizes the location of the interface
combining energy and dissipation effects.

In this paper we consider Fε a sequence of double-porosity type energies, which
mix ‘strong’ ferromagnetic interactions with ‘weak’ inclusions and still Γ-converge
to a crystalline perimeter (see [5]). In this case the mechanism governing the time-
discrete motion is of a different type from [6, 7]: since the perimeter energy due to
weak inclusions in Aε,τk−1 may be small with respect to the dissipation necessary to
remove them from Aε,τk , the latter is composed of a ‘bulky’ part, plus an external
mushy layer composed of weak inclusions. This suggestive terminology is borrowed
from theories in Fluid Mechanics where similar geometries appear in binary melts
at solidification [8, 10, 11]. These mushy layer may then disappear at the next
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step. As a result the final motion is not a simple motion by crystalline curvature,
but it also contains a forcing term as a result of the effect of the mushy layers.
This is true also for ε << τ for which we have the law of motion

v = (aκ− b)+

relating the velocity and the crystalline curvature. Note in particular that the
conclusion (ii) above is violated. This is explained by a loss of coerciveness of the
energies Fε as ε→ 0.

2 Discrete setting and statement of the problem

We are interested in describing a geometric continuum motion derived as the limit
of time-discrete motions defined for discrete sets of εZ2 as ε → 0 in the spirit
of minimizing movements along a sequence of energies [4]. In the specific two-
dimensional case we are dealing with, the relevant information about the limit
motion is obtained by considering initial data which are coordinate rectangles.
The motion for more general sets can be derived from that case and obeys the
same motion by crystalline curvature [1, 6].

We will examine the time-discrete motions at fixed ε and let eventually ε→ 0.
For the sake of simplicity of notation, we will state our problems in terms discrete
subsets I in Z2 without scaling them by ε, but keep in mind that we are interested
in the corresponding scaled sets εI.

With fixed α, β > 0, for ε > 0 we define on I ⊂ Z2 the energy

Fε(I) = εβ {(i, j) ∈ NNs : i ∈ I, j 6∈ I}+ ε2α {(i, j) ∈ NNw : i ∈ I, j 6∈ I} , (3)

where

NNs =
{

(i, j) ∈ Z2 × Z2 : ‖i− j‖∞ = 1 and i1 = j1 odd or i2 = j2 odd
}

NNw =
{

(i, j) ∈ Z2 × Z2 : ‖i− j‖∞ = 1 and i1 = j1 even or i2 = j2 even
}
.

Besides these energies we introduce discrete dissipations, which take into account
the L2 distance of the boundaries of the discrete sets, given by

Dε(I, I ′) = ε3
( ∑
i∈I′\I

dist∞(i, c(I ′)) +
∑
i∈I\I′

dist∞(i, I ′)
)
, (4)

where I, I ′ ⊂ Z2 and c(I ′) = Z2 \ I ′.
Let ε > 0 and τ > 0 be fixed, together with a discrete coordinate rectangle

I0 with the four vertices in (2Z2) (we omit the possible dependence on ε). We
construct a sequence {In}, where In minimizes

Eε(I, In−1) = Fε(I) +
1
τ
Dε(I, In−1). (5)

The following lemma describes the relevant properties of the minimizers of (5).
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Lemma 1. For each n, if In is a minimizer of (5) then

a. In ⊆ In−1;
b. there exist a discrete coordinate rectangle Rn with the four vertices in (2Z)2

and a set Wn ⊂ (2Z)2 such that In = Rn ∪Wn.

This lemma (whose proof is postponed to the next section) shows that the
discrete evolution of the sets Iε,τn = εIn that we are interested in is described by
a bulky part governed by the coordinate rectangles Rε,τn = εRn, and a mushy layer
composed of weak islands given by W ε,τ

n = εWn.
A relevant parameter in the description of the limit evolution is the ratio of

time and space scales
γ = lim

ε→0

τ

ε
, (6)

where it is understood that τ = τ(ε).
We will show that the asymptotic description of the sets W ε,τ

n is not necessary
to characterize the limit. Indeed
• if 4αγ < 1 then Wn = ((2Z)2 ∩ I0) \Rn; i.e., the mushy layer always contains

all the weak sites in the initial datum I0;
• if 4αγ > 1 then Wn is contained in Rn−1; i.e., the mushy layer at time step

n− 1 disappear at the next step.
The case 4αγ = 1 is exceptional, as in this case it may be equivalent in terms of

the balance between energy and dissipation to maintain weak islands or ‘dissipate’
them.

In any case, the relevant asymptotic description is given by the following result,
whose proof is the content of the rest of the paper. In the description we do not
treat in detail some non-uniqueness cases highlighted by the discontinuous right-
hand side of the ODE in (10), which anyhow are completely analogous to those
dealt with in [6].

Theorem 2. Let ε and τ be fixed and let R0 be a given rectangle with the length
of the horizontal side L1

0 and length of the vertical side L2
0. Let I0 be the greatest

discrete coordinate rectangle with the four vertices in (2Z2) contained in 1
εR0 Let

Rn be the sequence of rectangles of Z2 constructed by successive minimization as
in Lemma 1. We define L1

n and L2
n as the lengths of the horizontal and vertical

sides of Rn, respectively, and L1
ε,τ (t) = εL1

bt/τc and L2
ε,τ (t) = εL2

bt/τc. Let ε and
τ tend to 0 and (6) be satisfied; then L1

ε,τ (t) and L2
ε,τ (t) tend to L1(t) and L2(t),

respectively, satisfying L1(0) = L1
0 and

L′1(t) = − 4
γ

⌊
max

{ 2βγ
3L2(t)

− 2αγ
3

+
1
6
,

βγ

2L2(t)
+

1
4

}⌋
(7)

for almost every t. In particular, we have pinning (no variation of L1) if

L2(t) >
4βγ

4αγ + 5
if 4αγ < 1, or (8)

L2(t) >
2βγ

3
if 4αγ > 1, (9)

respectively. The analog description holds for L2.
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In terms of the crystalline curvature, which for a coordinate edge is given by
κ = 2

L (L being its length), equation (10) reads as

v =
2
γ

⌊
max

{βγκ
3
− 2αγ

3
+

1
6
,
βγκ

4
+

1
4

}⌋
, (10)

where v is the velocity of the edge. This equation can be extended to coordinate
polyrectangles and then to more general sets by approximation [6].

Remark 3. Note that for 4αγ < 1 equation (10) simplifies to

L′1(t) = − 4
γ

⌊ 2βγ
3L2(t)

− 2αγ
3

+
1
6

⌋
. (11)

Remark 4 (extreme cases). We can consider the cases τ << ε and ε << τ by
letting γ → 0 and γ → +∞, respectively. In the first case we have pinning for
all initial data, and the motion is trivial. For γ → +∞ the motion of L1 (and
similarly that of L2) is described by

L′1(t) = −max
{8

3

( β

L2(t)
− α

)
,

2β
L2(t)

}
. (12)

Remark 5 (a non-commutability phenomenon). In [5] it is shown that the discrete
energies Eε(I) = Fε( 1

εI) defined on subsets of εZ2 Γ-converge to the crystalline
energy

F (A) =
∫
∂A

β

2
‖ν‖1dH1,

whose minimizing movements give motion by crystalline mean curvature v = β
2κ

(see Almgren and Taylor [1]), which corresponds in the case of a rectangle to side
lengths satisfying

L′1(t) = − 2β
L2(t)

.

A general result in [4] shows that there exist a sufficiently slow time scale τ such
that the minimizing movement of a sequence of energies Eε along τ gives the
minimizing movement of the Γ-limit. This is seemingly in contrast with the result
in the theorem above since for γ → +∞ (which corresponds to slow time scales) we
have equation (12). This discrepancy is explained by the lack of equicoerciveness
of the energies. Indeed the result in [4] only holds if the sequence is strongly
equicoercive, and the appearance of the mushy region exactly corresponds to a
weak (and not strong) convergence of the evolutions.
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3 Description of the structure of minimizers

This section is devoted to the proof of Lemma 1. To show the result, it is useful to
give a notion of connectedness for a discrete set I ⊂ Z2. We say that a discrete set
I ⊂ Z2 is connected if the set a(I) =

⋃
i∈I(i + [− 1

2 ,
1
2 ]2) is connected. Given I, I ′

discrete sets with I ⊆ I ′, I is a connected component of I ′ if a(I ′) is a connected
component of a(I).

Proof of Lemma 1. Note that setting R0 = I0 and W0 = ∅ we have I0 = R0 ∪W0.
Suppose that such property holds for n− 1.

If In is a minimizer of (5) and In ⊂ (2Z)2, we can choose Rn = ∅ and Wn = In.
If there exists i ∈ In \ In−1, then Eε(In \ i, In−1) = Eε(In, In−1)− 4ε2α− ε3τ−1 <
Eε(In, In−1). Since In is a minimizer, this implies In ⊆ In−1 and the thesis follows.

Now, we consider the case In \ (2Z)2 6= ∅. Let C be a connected component
of In−1 such that C \ (2Z)2 6= ∅. We show by contradiction that C ⊆ Rn−1.
Since in a connected set I ⊂ Z2 we have #(I ∩ (2Z)2) ≤ #(I \ (2Z)2) + 1, setting
Ĩn = In \ (C \Rn−1) we get

Eε(Ĩn, In−1)− Eε(In, In−1) < −ε
3

τ
− 2βε

which is negative for ε small enough. Hence, C ⊆ Rn−1. Denoting by R(C) the
minimal discrete coordinate rectangle including C, since Fε(R(C)) ≤ Fε(C), neces-
sarily C = R(C) and C = ([a, a]×[b, b])∩Z2 for some a, a, b, b ∈ Z. We show that the
four vertices of C belong to (2Z)2. Reasoning by contradiction, it is not restrictive
to assume C = ([a, a]× [b, b])∩Z2 with a 6∈ 2Z. Note that, setting N = #([b, b]∩Z),
we have

∑b
i=b d((a, i), c(In−1)) ≥ 2Nε − 2. Since

∑b
i=b d((a, i), c(In−1)) ≥ 2βτε−2,

setting Ĩn = In ∪ ({a− 1} × ([b, b] ∩ Z)) it follows that

Eε(Ĩn, In−1)− Eε(In, In−1) ≤ 2αε2 − ε3

τ

b∑
i=b

d((a− 1, i), c(In−1))

≤ 2αε2 − ε3

2τ

b∑
i=b

d((a, i), c(In−1)) +
ε3

τ

≤ 2αε2 − βε+
ε3

τ

which is strictly negative for ε small enough.
Now, we show that the connected component C = ([a, a] × [b, b]) ∩ Z2 is the

unique connected component intersecting Z2\(2Z)2. We prove this by showing that
the center (n1, n2) of Rn−1 belongs to C. Since C \ (2Z)2 6= ∅, it is not restrictive
to assume b < b. If a < n1, we consider the set Ĩn = In ∪ ({a + 1} × ([b, b]) ∩ Z).
Since

ε3τ−1
b∑
i=b

d((a, i), c(In)) ≥ 2εβ + 6ε2α,
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we get

Eε(Ĩn, In−1)− Eε(In, In−1) ≤ −ε3τ−1
b∑
i=b

d((a, i), c(In)) + 2εβ

≤ −12ε2α < 0.

The same argument holds for a > n1. Hence, a ≤ n1 ≤ a. Assume by contradiction
that b < n2, and define Ĩn = In ∪ (([a, a] ∩ Z) × ([b + 1, n2] ∩ Z)) (if n2 6∈ 2Z, we
substitute n2 by n2 + 1). Since

ε3

τ

a∑
i=a

(
d((i, b), c(In)) + d((i, b− 1), c(In))

)
≥ 2εβ + 2ε2α,

we get, recalling that d((n1, n2), c(In)) < d((n1, b), c(In)),

Eε(Ĩn, In−1)− Eε(In, In−1) < −Kε3

τ

a∑
i=a

(
d((i, b), c(In)) + d((i, b− 1), c(In))

)
+2Kεβ + 2Kε2α

≤ 0

for some K > 0. Hence, b ≥ n2. The same argument shows that b ≤ n2, and the
claim is proved. Since In cannot contain isolated points in (2Z)2 which are not in
In−1, the proof is complete.

4 The iteration procedure

Given L,L′ > 0 we define

Iε = ([0, iε(L)]× [0, iε(L′)]) ∩ N2

where iε(x) denotes for any x > 0 the greater even integer less than bxε c; that is,

iε(x) = 2
⌊bx/εc

2

⌋
. (13)

Setting I0
ε = Iε, for n ≥ 1 we denote by Inε a minimum point for the energy

Eε(I, In−1
ε ) = Fε(I) +

1
τ
Dε(I, In−1

ε ). (14)

Setting for (h, k) ∈ [0, iε(L′)/4]× [0, iε(L)/4]

Cε(h, k) = [2h, iε(L′)− 2h]× [2k, iε(L)− 2k], (15)
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Lemma 1 ensures that if I is a minimizer of (14) then there exist (hnε , k
n
ε ) ∈

([0, iε(L′)/4] × [0, iε(L)/4]) ∩ N2 and Wn
ε ⊂ N2 with Cε(hnε , k

n
ε ) ∩ N2 ⊆ Wn

ε ⊆ Iε
such that

I = Iε(hnε , k
n
ε ,W

n
ε ) = (Cε(hnε , k

n
ε ) ∩ N2) ∪ (Wn

ε ∩ (2N)2).

Moreover, hnε ≥ hn−1
ε , knε ≥ kn−1

ε and Wn
ε ⊆Wn−1

ε .
In the following sections, we show that, up to a subset of (2N)2, the minimum

problem for the energy Eε(I, Iε) has a unique solution

I1
ε = (Cε(h1

ε, k
1
ε) ∩ N2) ∪ (W 1

ε ∩ (2N)2)

with h1
ε and k1

ε independent of ε for ε small enough. Hence, the corresponding
result holds for Inε . In particular, we show that if the initial length L of an edge is
lower than a critical threshold then the corresponding “displacement” h depends
on the initial length as follows:

h = h(L) =
⌊2βγ

3L
− 2αγ

3
+

1
6

⌋
.

As to the set W 1
ε of the weak islands (i.e., points with weak connections), note

that the variation of the energy due to an isolated set {i} ⊂ (2N)2 is given by

4αε2 − ε3

τ
dist∞(i, C(Iε)).

Hence we may rule out the formation of weak islands only if 4α− ε
τ ≥ 0, that is if

4αγ ≥ 1. (16)

Thus, we consider two different cases in dependence of the value of αγ.

5 Case 4αγ < 1

Recalling the properties shown in the previous section, it follows that in the mini-
mum problem for the energy Eε(I, Iε) defined in (14) we can consider only sets of
the form

Iε(h, k) =
(
Cε(h, k) ∩ N2

)
∪
(
Iε ∩ (2N)2

)
(17)

for (h, k) ∈ ([0, L
′

4ε ] × [0, L4ε ]) ∩ N2, and the minimum problem for Eε corresponds
to minimize

fε(h, k) =
1
ε

(
Fε(Iε(h, k))− Fε(Iε) +

1
τ
Dε(Iε(h, k), Iε)

)
.

Since we are interested in ε→ 0, it is not restrictive to consider the case when

ε =
min{L,L′}

2n
for n ∈ N large enough (18)

(hence iε(L) = L
ε if L ≤ L′ or iε(L′) = L′

ε if L ≥ L′). We will then make this
assumption, commenting on the error that we make under this hypothesis when
necessary.

In the sequel of the section, we prove the following result.
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Theorem 6. For ε small enough, the energy Eε(Iε(h, k), Iε) has a unique mini-
mum point in ([0, L

′

4ε ]× [0, L4ε ]) ∩ N2 given by{
(0, 0) if min{L,L′} = λc < max{L,L′}
(n(L), n(L′)) otherwise

where for any l > 0

n(l) =

{
0 if l > λc⌊

2βγ
3l −

2αγ
3 + 1

6

⌋
if l ≤ λc

(19)

and the critical threshold λc is given by

λc =
4βγ

4αγ + 5
. (20)

Proof. Suppose L′ ≥ L. First, we note that, in the case L′ > L, if 4εh > L then
the variation of the energy is strictly positive (for ε small enough), so that the
minimum point does not belong to this set and

fε(h, k) > min
[0, L4ε ]2∩N2

fε if h >
L

4ε
. (21)

Indeed, the dissipation term turns out to be larger than

4ε3

τ

(bL/(2ε)c∑
j=1

( j∑
l=1

l + j
(⌊ L

2ε

⌋
− j
))

−
bL/(4ε)c∑
j=1

( j∑
l=1

(2l − 1) + (2j − 1)
(⌊ L

4ε

⌋
− j
)))

and thus, up to a uniformly bounded term, larger than L3

8εγ . Since the variation
of the boundary energy Fε is uniformly bounded, for ε sufficiently small it follows
that

fε(h, k) ≥ ε−2C if L < 4εh ≤ L′

where C > 0 is independent of h, k, ε, and (21) follows.
Now, we consider (h, k) ∈ [0, L4ε ]2 ∩N2. Recalling that by assumption L′

ε ∈ 2N,
the variation of the boundary energy is given by

Fε(Iε(h, k))− Fε(Iε) = 4ε(−βh+ αLh− βk + αL′k)

+4αε2(h+ k − 4hk)− 4αε2%εk
(22)

where %ε = L′

ε − iε(L
′) ∈ [0, 2). Note that if we do not assume (18) then we have

an additional term −4αε2%Lε h with %Lε = L
ε − iε(L)
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As for the dissipation term, setting M = max{h, k} we have

D(Iε(h, k), Iε) = 2ε3
((L

ε
+ 1− 4M

) 2h∑
j=1

j −
( L

2ε
+ 1− 2M

) h∑
j=1

(2j − 1)
)

+2ε3
(

(iε(L′) + 1− 4M)
2k∑
j=1

j −
( iε(L′)

2
+ 1− 2M

) k∑
j=1

(2j − 1)
)

+4ε3
( 2M∑
j=1

( j∑
l=1

l + j(2M − j)
)
−

M∑
j=1

( j∑
l=1

(2l − 1) + (2j − 1)(M − j)
))
.

Hence,

1
τ
D(Iε(h, k), Iε) =

ε3

τ

(L
ε
h(3h+ 2) + 2h2 + 2h− 12h2M − 8hM

)
+
ε3

τ

(L′
ε
k(3k + 2) + 2k2 + 2k − 12k2M − 8kM

)
−ε

3

τ
(3%εk2 + 2%εk) +

ε3

τ
(8M3 + 8M2)

=
ε

γ

(
Lh(3h+ 2) + L′k(3k + 2)

)
+
ε2

γ
(2h2 + 2h+ 2k2 + 2k − 8hk − 12M min{h, k}2 − 4M3)

−ε
2

γ
%εk(3k + 2).

Again, if we do not assume (18) we obtain an additional term − ε
2

γ %
L
ε h(3h+2) with

%Lε = L
ε − iε(L).

Setting
π(x) = 3x2 + 2(2αγ + 1)x (23)

and, for l > 0,

Pl(x) =
l

γ
π(x)− 4βx =

3l
γ
x2 − 2

(
2β −

(
2α+

1
γ

)
l
)
x (24)

we get
fε(h, k) = PL(h) + PL′(k) +

ε

γ
R(h, k)− ε

γ
%επ(k)

where R(h, k) is the symmetric function defined for h ≥ k by

R(h, k) = 2h2 + 2(2αγ + 1)h+ 2k2 + 2(2αγ + 1)k

−8(2αγ + 1)hk − 12hk2 − 4h3.
(25)

Without assuming (18) we get an additional term − ε
γ %

L
ε π(h) in (25).
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The sequence {fε} uniformly converges on the compact sets of R2 to f defined
by f(x, y) = PL(x) + PL′(y). We denote by (m(L),m(L′)) the minimum point of
f in R2, so that m(l) is defined by

m(l) =
2βγ − (2αγ + 1)l

3l
. (26)

Note that if L = L′ the function fε is symmetric. If L′ > L, then the symmetry
of R gives fε(x, y)− fε(y, x) = (PL −PL′ − ε%ε

γ π)(x)− (PL −PL′ − ε%ε
γ π)(y); since

PL−PL′ − ε%ε
γ π is strictly decreasing in (0,+∞) for ε small enough, it follows that

fε(x, y) > fε(y, x) if 0 < x < y. (27)

Hence the minimum of fε in [0, L4ε ]2 is achieved in {(x, y) : x ≥ y}.
Now we prove that the minimum of fε is in fact achieved in a compact set

independent of ε.

Proposition 7. There exists x > 0 independent of ε such that, for ε small enough,
if (xε, yε) is a minimum point of fε in [0, L4ε ]2, then (xε, yε) ∈ [0, x]2.

Proof. Since fε coincides in {x > y} with a polynomial function of degree 3, then if
L < L′ (hence m(L) > m(L′)) the uniform convergence ensures that the (unique)
critical minimum point of fε belongs to a compact neighborhood of (m(L),m(L′))
included in {x > y}, and independent of ε. In the case L = L′, the computation
of the partial derivatives gives ∇fε 6= (0, 0) in [0, L4ε ]2 ∩ {x > y}.

We fix x > max{m(L) + 1, 0}; the minimum of fε in [0, L4ε ]2 ∩ {x ≥ x, x ≥ y}
is then achieved on the boundary, where a computation shows that

fε(x, y) ≥ PL(x) + minPL′ + o(1)ε→0.

Choosing x such that PL(x)+minPL′ > 0, then in [0, L4ε ]2∩{x ≥ x, x ≥ y} we have
fε(x, y) > 0 = fε(0, 0). Since fε(x, y) ≥ fε(y, x) if x ≤ y, the thesis follows.

To prove Theorem 6, we have to consider the minimum problem for fε in
([0, L

′

4ε ] × [0, L4ε ]) ∩ N2. Recalling (21), the minimum is achieved in [0, L4ε ]2 ∩ N2,
and thanks to Proposition 7, it is sufficient to show that fε has a unique minimum
point independent of ε in [0, x]2 ∩ N2.

If f has a unique minimum point in [0, x]2 ∩N2, then the uniform convergence
ensures that, for ε small enough, it coincides with the (unique) minimum point of
fε in [0, x]2 ∩ N2, concluding the proof of the uniqueness and independence on ε.

The minimum of f is achieved in the points (h, k) in [0, x]2∩N2 which minimize
the distance from (m(L),m(L′)). Thus, the uniqueness fails only if m(L) + 1

2 or
m(L′) + 1

2 belongs to N \{0}. In this case, we have to compare the values of fε− f
in the set of the minimum points of f .

Note that the condition m(L) + 1
2 < 1 corresponds to L > λc, where λc is the

critical length defined in (20). Hence, recalling that for l > 0

m(l) +
1
2

=
2βγ
3l
− 2αγ

3
+

1
6
,

11



if both m(L) + 1
2 and m(L′) + 1

2 do not belong to N \ {0} then the minimum point
of fε in [0, x]2 ∩ N2 is unique and it is given by

- (0, 0) = (n(L), n(L′)) if L > λc;

- (bm(L) + 1
2c, 0) = (n(L), n(L′)) if L < λc < L′;

- (bm(L) + 1
2c, bm(L′) + 1

2c) = (n(L), n(L′)) if L′ < λc

where the function n is defined in (19).
It remains to check the case when m(L) + 1

2 or m(L′) + 1
2 belongs to N \ {0}.

Note that R(x, y) − %επ(y) decreases with respect to each variable in {x, y ≥ 1},
and also R(x, 0) is strictly decreasing in {x ≥ 1}; moreover, for any x ≥ 1 then
R(x, 0) > R(x, 1)−%επ(1). The monotonicity properties of R(x, y)−%επ(y) allow to
deduce that the minimum is achieved in (bm(L)+ 1

2c, bm(L′)+ 1
2c) = (n(L), n(L′))

for each L,L′ except when L = λc. In this case, if also L′ = λc, the comparison
between fε(0, 0), fε(1, 0), fε(0, 1) and fε(1, 1) ensures that the minimum point is
(1, 1), again corresponding to (bm(L) + 1

2c, bm(L′) + 1
2c). If L = λc and L′ > λc,

since fε(1, 0) = 4εα > fε(0, 0), then the minimum is obtained in (0, 0) = (bm(L)−
1
2c, bm(L′) + 1

2c).
This completes the proof of Theorem 6.

In particular, except for the case when one or both the initial lengths are greater
than λc, the minimizing set for the energy Eε is

Iε(n(L), n(L′)) = Iε

(⌊2βγ
3L
− 2αγ

3
+

1
6

⌋
,
⌊2βγ

3L′
− 2αγ

3
+

1
6

⌋)
with Iε defined in (17).

We can use the set Iε(n(L), n(L′)) as a recursive datum for the energy (14).
Note that the weak sites of the initial configurations will be part of each minimizers.
We can then describe the motion through the velocity of the moving rectangle
corresponding to Cε(h, k).

We finally compute the velocity of a side. Consider an edge with initial non-
scaled length L. We proved that it moves only if L < λc (also for L = λc if L is
not the minimal length of the edges). In this case, the displacement of the edge is
given by

2
⌊2βγ

3L
− 2αγ

3
+

1
6

⌋
. (28)

Hence, if L < λc,

vγ(L) = − 2
γ

⌊2βγ
3L
− 2αγ

3
+

1
6

⌋
= − 4β

3L
+

4α
3

+
6r(L)− 1

3γ

where r(L) = m(L) + 1
2 − bm(L) + 1

2c.

6 Case 4αγ ≥ 1

The properties of the energy shown in Section 4 imply that a weak island may
appear only when the distance from the boundary is strictly greater than 4αγ.

12



Hence, except if 4αγ is an odd integer, an isolated point i ∈ (2N)2 belongs to a
minimizing set for Eε(I, Iε) if and only if the distance from the boundary of Iε is
greater than the minimal odd integer larger than b4αγc, which is given by 2Nαγ−1
where

Nαγ =
⌊b4αγc+ 1

2

⌋
.

Recalling the definition (15) of Cε(s, t), if we define for (s, t) ∈ [0, iε(L′)/4] ×
[0, iε(L)/4]

Jε(s, t) =
(
Cε(s, t) ∩ N

)
∪
(
Cε(Nαγ , Nαγ) ∩ (2N)2

)
(29)

where we omit the dependence on L and L′, then if 4αγ is an odd integer it follows
that

Eε(Jε(s, t), Iε) = Eε
(
(Cε(s, t) ∩ N) ∪ (W ∩ (2N)2), Iε) (30)

where W ⊆ Cε(Nαγ − 1, Nαγ − 1). Hence, except if 4αγ is an odd integer, the
minimum problem for the energy Eε(I, Iε) corresponds to minimize

gαγε (s, t) =
1
ε

(Eε(Jε(s, t), Iε)− Eε(Iε)) (31)

in ([0, iε(L′)/4]× [0, iε(L)/4]) ∩ N2.
In the following theorem we give an explicit computation of the set of minimum

points of gαγε (s, t), showing that this set is independent of ε (for ε small enough),
and that there is uniqueness except if 4αγ = 2 and min{L,L′} = λ+ < max{L,L′}.
We prove the following result, which takes care of almost all values of 4αγ, except
when this is an odd integer. In that case we may have the non uniqueness phe-
nomenon as described in (30), which will not affect the final description of the
motion.

Theorem 8. Let 4αγ ∈ R \ (2Z + 1) (i.e., not an odd integer). If 4αγ > 2, then
the unique minimum point of gαγε (s, t) in the set ([0, iε(L′)/4] × [0, iε(L)/4]) ∩ N2

is (ϕ(L), ϕ(L′)) where

ϕ(l) =


0 if l > λ+

bβγ2l + 1
4c if l ∈ (λ−, λ+]

Nαγ if l ∈ (λ∗c , λ
−]

b 2βγ3l −
2αγ
3 + 1

6c if l ≤ λ∗c

(32)

and the critical thresholds are given by

λ∗c =
4βγ

4αγ + 5 + 6Nαγ
, λ− =

2βγ
4Nαγ − 1

and λ+ =
2βγ

3
. (33)

If 4αγ < 2, the minimum point is again unique, and it is given by{
(0, 0) if min{L,L′} = λ+ < max{L,L′}

(ϕ(L), ϕ(L′)) otherwise.

13



If 4αγ = 2, for min{L,L′} = λ+ < max{L,L′} there is no uniqueness, and the
minimum points are (0, 0) and (ϕ(L), ϕ(L′)) = (1, 0). Otherwise, the minimum
point is unique and it is given by (ϕ(L), ϕ(L′)).

Remark 9. (i) Note that the non-uniqueness exactly for 4αγ = 2 depends on the
simplifying choice (18). This choice however influences only the value at which we
have non uniqueness, but not the final description.

(ii) Note that ϕ can be equivalently written as the integer part in (10).

Proof. We assume L′ ≥ L. Since the weak islands appear only when the distance
from the boundary is greater than 2Nαγ , in the computation of the minimum point
of the energy we have to consider three cases in dependence on the values of s and
t, namely s, t ≤ Nαγ , min{s, t} ≤ Nαγ ≤ max{s, t} and s, t ≥ Nαγ .

We start by computing the expression of gαγε in [0, Nαγ ]2 ∩ N2.

2Nαγ 2s L '

2Nαγ

2t

L

2Nαγ 2s L '

2Nαγ

2t

L

2Nαγ2s L '

2Nαγ

2t

L

Figure 1: The set Jε(s, t) with s, t ≤ Nαγ

Assuming s ≥ t, for (s, t) ∈ [0, Nαγ ]2 ∩ N2 we get

gαγε (s, t) = −4βs− 4βt− 4εαs− 4εαt+
4ε
γ

2s∑
j=1

(
j∑
l=1

l + j(2s− j))

+
2ε
γ

(iε(L) + 1− 4s)
2s∑
j=1

j +
2ε
γ

(iε(L′) + 1− 4s)
2t∑
j=1

j

=
L

γ
p(s)− 4βs+

L′

γ
p(t)− 4βt− ε

γ
%εp(t)

+
ε

γ

(4
3

(1 + 4s)p(s) + (1− 4s)(p(s) + p(t)))− 4αγ(s+ t)
)
,
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where p(x) = 2x(2x+ 1) and %ε = L′

ε − iε(L
′). Hence, setting for l > 0

Ql(x) =
l

γ
p(x)− 4βx =

4l
γ
x2 − 2

(
2β − l

γ

)
x, (34)

the function gαγε can be expressed in [0, Nαγ ]2 ∩ N2 as

gαγε (s, t) = QL(s) +QL′(t) +
ε

γ
r(s, t)− ε

γ
%εp(t) (35)

where r(s, t) is the symmetric function defined for s ≥ t by

r(s, t) =
4
3

(1 + 4s)p(s) + (1− 4s)(p(s) + p(t))− 4αγ(s+ t).

The following lemma holds.

Lemma 10. If 4αγ > 2, the unique minimum point of gαγε (s, t) in the set [0, Nαγ ]2∩
N2 is given by (ϕ(L) ∧Nαγ , ϕ(L′) ∧Nαγ).
If 4αγ < 2, the minimum point is again unique, and it is given by{

(0, 0) if L = λ+ < L′

(ϕ(L) ∧Nαγ , ϕ(L′) ∧Nαγ) otherwise.

If 4αγ = 2, for L = λ+ < L′ there is no uniqueness, and the minimum points are
(0, 0) and (ϕ(L) ∧ Nαγ , ϕ(L′) ∧ Nαγ) = (1, 0). Otherwise, the minimum point is
unique and it is given by (ϕ(L) ∧Nαγ , ϕ(L′) ∧Nαγ).

Proof. The result follows by the uniform convergence of εr(s, t) − ε%εp(t) to 0 in
[0, Nαγ ]2, so that the minimum of the energy is obtained in the set of the points in
[0, Nαγ ]2∩N2 minimizing the distance from the minimum point of QL(s) +QL′(t),
given by (µ(L), µ(L′)), where

µ(l) =
2βγ − l

4l
. (36)

This set contains only one point except if µ(L) + 1
2 or µ(L′) + 1

2 belong to
the set of integers {1, . . . , Nαγ − 1}. In all other cases, noting that the conditions
µ(l) = Nαγ − 1

2 and µ(l) = 1
2 give the critical lengths λ− and λ+ respectively, the

thesis follows.
When the set of minimum points of QL(s) +QL′(t) in [0, Nαγ ]2 ∩ N2 contains

more than one point, we need some monotonicity properties of r. The function
r(s, t) − %εp(t) is strictly decreasing with respect to each variable in {s, t ≥ 1};
moreover, in {s ≥ 1} the function r(s, 0) is strictly decreasing and r(s, 0) > r(s, 1)−
%εp(1). This gives the thesis except for the case µ(L) = 1

2 and µ(L′) ≤ 1
2 (hence

L = λ+ and L′ ≥ λ+). By noting that

r(1, 1)− %εp(1) < min{r(1, 0); r(0, 1)− %εp(1); r(0, 0)}, r(1, 0) = 2− 4αγ

the proof is complete .
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Now, we compute the expression of gαγε in ([Nαγ , L
′

4ε ]× [Nαγ , L4ε ]) ∩ N2.
Following the proof of Theorem 6, it turns out that it is not restrictive to

consider only (s, t) ∈ [Nαγ , L4ε ]2 ∩ N2.
We can decompose gαγε (s, t) in the sum of two contributions. The first is due

to the set Jε(Nαγ , Nαγ) and it is given by (35)

gαγε (Nαγ , Nαγ) = QL(Nαγ) +QL′(Nαγ) +
ε

γ
r(Nαγ , Nαγ)− ε

γ
%εp(Nαγ).

2Nαγ 2s L '

2Nαγ

2t

L

2Nαγ 2s L '

2Nαγ

2t

L

2Nαγ2s L '

2Nαγ

2t

L

Figure 2: The set Jε(s, t) with s, t ≥ Nαγ

Then, we have a contribution which can be computed as in the case 4αγ < 1
by substituting the initial set Iε with Iαγε = Cε(Nαγ , Nαγ) ∩ N2. Hence, following
the proof of Theorem 6, the contribution to gαγε is given by

fαγε (s−Nαγ , t−Nαγ) +
ε

γ
2Nαγ #(Iαγε \ Jε(s, t)),

where the term 2Nαγ #(Iαγε \ Jε(s, t)) takes into account the additional distance
2Nαγ of each point of the set from C(Iε), and

fαγε (h, k) =
1
ε

(
Eε(Jε(h+Nαγ , k +Nαγ), Iαγε )− Fε(Iαγε )

= PL−4εNαγ (h) + PL′−4εNαγ (k) +
ε

γ
R(h, k)− ε

γ
%επ(k),

(37)

with π, Pl and R defined as in (23), (24) and (25) respectively. Since

PL−4εNαγ (h) = PL(h)− ε

γ
(12Nαγh2 + 8Nαγ(2αγ + 1)h),
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we get for gαγε (s, t) the following expression

gαγε (s, t) = PL(s−Nαγ) +
6LNαγ
γ

(s−Nαγ) +QL(Nαγ)

+PL′(t−Nαγ) +
6L′Nαγ

γ
(t−Nαγ) +QL′(Nαγ)

+
ε

γ
r(Nαγ , Nαγ) +

ε

γ
Rαγ(s−Nαγ , t−Nαγ)− ε

γ
%επαγ(t)

where παγ(k) = 3k2 + 2(3Nαγ + 2αγ + 1)k + p(Nαγ) and

Rαγ(h, k) = R(h, k) + 4Nαγ(1− 6Nαγ)(h+ k)− 24Nαγhk
−12Nαγ(h2 + k2)− 8Nαγ(2αγ + 1)(h+ k).

Now we prove the following lemma.

Lemma 11. The function gαγε (s, t) has a unique minimum point in the set ([Nαγ , L
′

4ε ]×
[Nαγ , L4ε ]) ∩ N2, given by (ϕ(L) ∨Nαγ , ϕ(L′) ∨Nαγ).

Remark 12. Note that ϕ(l)∨Nαγ = b 2βγ3l −
2αγ
3 + 1

6c for λ ≤ λ∗c and ϕ(l)∨Nαγ =
Nαγ otherwise, where λ∗c is defined by (33).

Proof of Lemma 11. We note that the minimum point of Pl(x) + 6lNαγ
γ (x) is given

by m(l)−Nαγ , where m(l) = 2βγ
3l −

2αγ
3 −

1
3 denotes the minimum point of Pl; the

condition m(l)−Nαγ = 1
2 introduces the critical threshold λ∗c given by (33).

As in Proposition 7, we can prove that also in this case the minimum of gαγε
is in fact achieved in a compact set independent of ε. This allows to show that a
minimum point of gαγε in [Nαγ , L4ε ]2 ∩ N2 necessarily belongs to the set of points
minimizing the distance from (m(L),m(L′)).

Since the function Rαγ(x, y) − %επαγ(y) is strictly decreasing with respect to
each variable in {x, y ≥ 0}, then the thesis of Lemma 11 follows also if the set
of points in [Nαγ , L4ε ]2 ∩ N2 minimizing the distance from (m(L),m(L′)) contains
more than one point. Note that the minimum is obtained for (bm(L) + 1

2c, 0) even
if L = λ∗c and L′ > λ∗c .

Now, we have to consider the case min{s, t} ≤ Nαγ ≤ max{s, t}.
If (s, t) ∈ ([Nαγ , L

′

4ε ]× [0, Nαγ ])∩N2, we can decompose gαγε (s, t) in the sum of
three contribution. The first is due to the set Jε(Nαγ , t) and it is given by (35)

gαγε (Nαγ , t) = QL(Nαγ) +QL′(t) +
ε

γ
r(Nαγ , t)−

ε

γ
%εp(t).

The second term can be computed following the same argument of the case s, t ≥
Nαγ , and it is given by

fαγε (s−Nαγ , 0) +
ε

γ
2Nαγ(3(s−Nαγ)iε(L) + 2(s−Nαγ)(1− 6Nαγ))
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where fαγε is defined as in (37). Moreover, we have to consider the dissipation
due to Jε(Nαγ , t)\Jε(s, t); denoting by Qε(s, t) the set [2Nαγ , 2s)× [2t, 2Nαγ), the
additional term turns out to be

4ε
γ

∑
Qε(s,t)∩Iε

dist∞(i, C(Iε)) =
4ε
γ

(2s− 2Nαγ)
2Nαγ−2t∑
j=1

(j + 2t)

=
8ε
γ

(s−Nαγ)(Nαγ − t)(2Nαγ + 2t+ 1).

2Nαγ 2s L '

2Nαγ

2t

L

2Nαγ 2s L '

2Nαγ

2t

L

2Nαγ2s L '

2Nαγ

2t

L

Figure 3: The set Jε(s, t) with s ≥ Nαγ ≥ t

Hence, we get for the energy in ([Nαγ , L
′

4ε ]× [0, Nαγ ])∩N2 the following expres-
sion

gαγε (s, t) = PL(s−Nαγ) +
6LNαγ
γ

(s−Nαγ) +QL(Nαγ) +QL′(t)

+
ε

γ
rαγ −

ε

γ
%εp(t)

where PL is defined by (24) as in the case 4αγ < 1, and

rαγ(h, t) = r(Nαγ , t) + 8h(Nαγ − t)(2Nαγ + 2t+ 1) +Rαγ(h, 0).

Note that rαγ(h, t) decreases with respect to each variable in {h, t ≥ 0}.
The following lemma holds.

Lemma 13. If L ≤ λ∗c , the unique minimum point of gαγε (s, t) in the set ([Nαγ , L
′

4ε ]×
[0, Nαγ ]) ∩ N2 is (

⌊
2βγ
3L −

2αγ
3 + 1

6

⌋
, ϕ(L′) ∧Nαγ).
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The proof follows as in the previous cases by uniform convergence; the minimum
is obtained in the set of the points in ([Nαγ , L

′

4ε ] × [0, Nαγ ]) ∩ N2 minimizing the
distance from (m(L), µ(L′)).

Again, the monotonicity of rαγ implies that the result holds also when m(L)+ 1
2

or µ(L′) + 1
2 are integer.

If (s, t) ∈ ([0, Nαγ ] × [Nαγ , L4ε ]) ∩ N2, following the argument of the previous
case the expression for gαγε turns out to be

gαγε (s, t) = QL(s) + PL′(t−Nαγ) +
6L′Nαγ

γ
(t−Nαγ) +QL′(Nαγ)

+
ε

γ
rαγ(t−Nαγ , s)−

ε

γ
%επαγ(t)

where παγ(k) = 3k2 + 2(3Nαγ + 2αγ + 1)k + p(Nαγ).

The following lemma holds.

Lemma 14. If L′ ≤ λ∗c , the unique minimum point of gαγε (s, t) in ([0, Nαγ ] ×
[Nαγ , L4ε ]) ∩ N2 is (Nαγ ,

⌊
2βγ
3L′ − 2αγ

3 + 1
6

⌋
) = (ϕ(L) ∧Nαγ ,

⌊
2βγ
3L′ − 2αγ

3 + 1
6

⌋
).

Remark 15. If L > λ∗c , then the minimum of gαγε (s, t) in ([Nαγ , L
′

4ε ]×[0, Nαγ ])∩N2

is achieved for s = Nαγ . This implies that the minimum point of the energy in
([0, L

′

4ε ]× [0, Nαγ ])∩N2 is unique and belongs to [0, Nαγ ]2 ∩N2. The corresponding
result holds if L′ > λ∗c , so that in this case the minimum point in ([0, Nαγ ] ×
[0, L4ε ]) ∩ N2 is unique and belongs to [0, Nαγ ]2 ∩ N2.

The thesis of Theorem 8 follows by comparing the results of Lemmas 10, 13,
14, and 11, and recalling Remark 15.

We can use the set Iε(n(L), n(L′)) as a recursive datum for the energy (14).
Note that the weak sites of the initial configurations not in Rn will disappear at
the following step if 4αγ > 1, while the case 4αγ = 1 is exceptional and we may
keep or discard any of such weak sites in the following. In any case we can describe
the motion through the velocity of the moving rectangle corresponding to Cε(h, k).

We finally compute the velocity of a side. We consider an edge with initial
non-scaled length L. Theorem 8 shows that it moves only if L < λ+ (also for
L = λ+ if L is not the minimal length of the edges, or if 4αγ > 2). In this case,
the displacement of the edge is given by 2ϕ(L) Hence, the velocity of each side is
given by

vγ(L) = − 2
γ
ϕ(L).

Remark 16 (the limit case γ → +∞). Since lim
γ→∞

2Nαγ
γ = 4α, we have

λ∗c = λ∗c(γ) =
4βγ

4αγ + 6Nαγ + 5
→ β

4α
.
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Choosing

L <
β

4α
we get the limit for γ → +∞

lim
γ→+∞

vL(γ) = − 4β
3L

+
4α
3
.
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