
Interfaces, modulated phases and textures in

lattice systems

Andrea Braides and Marco Cicalese

Abstract

We introduce a class of n-dimensional (possibly inhomogeneous) spin-
like lattice systems presenting modulated phases with possibly different
textures. Such systems can be parameterized according to the number of
ground states, and can be described by a phase-transition energy which
we compute by means of variational techniques. Degeneracies due to
frustration are also discussed.

1 Introduction

The object of the analysis in this work is the study of variational scalar spin-like
lattice systems in which local minimization gives rise to regular patterns, and
at the same time geometric incompatibilities (e.g., those imposed by bound-
ary conditions) force the appearance of interfaces between patterns or between
variants of the same pattern differing by a lattice translation.

Physical systems exhibiting ground states showing such features have been
discussed by Seul and Andelman in the celebrated paper [23]. Those authors
propose frustration as a possible common mechanism explaining the emergence
of these periodic structures, also known as spatially modulated phases. The frus-
tration is due to the presence of competing interactions leading to the impos-
sibility of minimizing all the interactions at the same time. Two paradigmatic
examples in the framework of spin systems are the Ising model with short-range
ferromagnetic and long-range antiferromagnetic interactions studied by varia-
tional methods by Giuliani et al. [19, 20, 21] and the microemulsion models
of the type introduced by Ciach et al. [16] where the frustration mechanism
is instead due to only competing short-range interactions. Both of them have
well-known continuous analogues as for instance the Ohta-Kawasaki model for
diblock copolymers [22] and the Coleman-Mizel model for second order materials
[17].

The results in this paper are part of a general analysis of interfacial energies
for lattice systems by variational methods. For a general overview of their
treatment we refer to [1] (see also [9]). In that context, many of the results for
energies depending on scalar spin variables concern ferromagnetic interactions
[4, 10, 14, 15] so that they can be approximated by continuum energies with a
parameter taking only the values ±1. In [4] and [14] mixtures of ferromagnetic
and antiferromagnetic interactions are also considered, provided their ground
states are the constant ones, or that antiferromagnetic interactions influence
the form of the ground state only in separate disconnected zones, respectively.
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In the second case the relevant parameter is the constant value in the connected
component of the lattice (majority phase), still taking only two values. In [14]
dilute systems have been considered, where some of the interaction coefficients
are zero, so that the value of the variable u is not determined on some nodes,
but again the relevant parameters are still the majority phases if the coefficients
are non-zero in an infinite connected region. Oscillating ground states have
already been observed in [2], where the case of antiferromagnetic nearest and
next-to-nearest neighbor interactions are examined in detail (see also Example
5.3 below), for which the number of relevant parameters are four, and therefore
cannot be reduced to the ferromagnetic description. That paper has been the
starting point of our analysis.

We consider discrete systems depending on a variable u defined on the nodes
of a lattice L in Rn and taking a finite number of values. In particular we have
in mind the case of scalar spin systems where the variable only takes the values
+1 and −1. On such a system we can consider an energy depending in principle
on the interactions between all points in the lattice, which we can write, in the
assumption of invariance by translations of the lattice, as

F (u) =
∑
i

φ({ui+j}j), (1.1)

where the index i runs on all values in (a portion of) the lattice L and ui is the
value of u at i. In the simplest case of spin systems in L = Zn, we can consider
as a model an energy density

φ({uj}j) = −
∑

j∈Zn\{0}

σj u
ju0

representing the sum of the pair interactions of each spin at the sites j with
the one at the origin. The energy F is then obtained by summing up the
contributions centered at all i ∈ Zn. The interaction coefficients σj may have
different signs, and in particular be negative (antiferromagnetic interactions)
thus favoring oscillating u.

As an example we consider a two-dimensional system parameterized on Z2

with dominating antiferromagnetic interactions between points at distance two;
i.e., we can suppose that

φ({uj}j) = u(2,0)u(0,0) + u(0,2)u(0,0) + u(−2,0)u(0,0) + u(0,−2)u(0,0) (1.2)

+ terms which do not change the shape of minimizers of φ.
In this case the minimization of φ({uj}j) at all i leads to three types of tex-

tures, which turn out to be periodic of period four in both directions, and which
are represented in Fig. 1 (black and white circles represent +1 and −1 spins,
respectively). For each pattern also the variants differing by a translation are
minimizers. Such variants must be considered as different phases, even though
they have the same texture. In this case we have eight spatially modulated
phases for the textures with a checkerboard pattern and six each for the two
striped patterns. The details are included in Example 5.4.

In this first case the pointwise minimization of φ provides a description of
all ground states. This might not be the case when the combination of the
interactions forces frustration; i.e., there are no ground states minimizing all

2



Figure 1: three textures of ground states

interactions at once. The simplest example of this situation is that of nearest
and next-to-nearest neighbor antiferromagnetic interactions in Z2. In that case,
it is still possible to compute the (two-periodic) ground states after rewriting
the energy density φ as depending on the four values at the vertices of a lattice
square; namely (supposing that σj depends only on the order of the neighbor),

φ({uj}j) =
1
2
σn

(
u(1,0)u(0,0) + u(1,1)u(1,0) + u(0,1)u(1,1) + u(0,0)u(0,1)

)
+σnn

(
u(0,0)u(1,1) + u(0,1)u(1,0)

)
.

In this case, depending on the ratio σn/σnn, either we have two ground states
with only one pattern of alternating spins, or we have two patterns of horizontal
and vertical stripes for a total of four ground states (see Example 5.3).

Note that even for very simple energy densities (e.g., nearest-neighbor anti-
ferromagnetic interactions in the triangular lattice) we may have non-periodic
minimal states (see also the examples in Section 6). In this paper we explore the
behavior of the energy F in the case when minimal states are indeed periodic
and in an energy regime when interfaces between such states are relevant. Such
interfaces appear between textures with different patterns and also between two
different modulated phases corresponding to the same pattern, in which case we
sometime use the terminology of anti-phase boundaries.

In order to describe the behavior of the energy F we use a discrete-to-
continuum approach as in [2]: we first scale the energies as

Fε(u) =
∑
i

εn−1φ({ui+j}j),

where now the functions u are considered as describing the behavior on the
scaled lattice εL (even though it will be notationally convenient to keep them
parameterized on the original lattice L). We then define a convergence of dis-
crete functions uε for which the energies Fε are equi-coercive. This is a funda-
mental step, for which we have to assume that we can write φ in such a way
that it is minimized (and is 0 for computational convenience) exactly on a finite
family v1, . . . , vK of ground states. Indeed, a careful definition of ground states
is at the core of the present analysis.

At this point our approach differs from others in the physical literature
where it is customary to study even quite complex spin systems by mapping
energetically admissible fields to a superposition of Ising-type variables (spin
systems whose interactions can be described by an energy of Ising-type). If
on one hand that approach turns out to be an efficient method in order to
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describe some general properties of the ground states, on the other hand it may
oversimplify the description of transitions between different modulated phases
as it may not capture the optimal geometry of the spin field at the interface.
Note, for example, that for the energies as in (1.1) with potential given by
(1.2), the optimal geometry at the interface strongly depends on the choice of
the nearest neighbor interactions and hence influences the Wulff shapes of the
system without changing the patterns of the ground-states.

If in our approach we also assume that ground states cannot be mixed with
arbitrarily low energy (this must be assumed and does not follow from the
definition of ground states due to the very general form of φ). Under this
hypotheses we can describe the behavior of sequences with equibounded energy
as follows. For each value of the label l ∈ {1, . . . ,K} we can find a set Al
such that (upon the extraction of a subsequence) the functions uε are equal
to vl on 1

εAl up to an asymptotically negligible set; i.e., the set Al describes
approximately the location where the microscopic pattern of the functions uε
on the lattice εL is equal to vl. In this way, we define a convergence uε →
A := (A1, . . . , AK). We show that the sets Al form a partition of Rn so that
the description of the behavior of uε is completely provided by A. Note that
the (number of) ground states themselves determine the parameterization of
this asymptotic description. We also show that each such Al is a set of finite
perimeter, which allows to give a notion of interface between phases with an
orientation described by a normal vector ν. At this point, we can use the
terminology of Γ-convergence (with respect to the convergence uε → A) to
describe the behavior of the energies Fε. In order to obtain a description in
terms of interfacial energies we have to suppose some decay estimates on the
interactions. Due to the very general form of the dependence of φ on u this
is also a delicate point. The decay condition that we assume formalizes the
requirement that a perturbation at a single point of a ground state must have a
finite energy (which then turns out to be negligible after scaling by εn−1). Under
these assumptions, we prove that the Γ-limit takes the form of an interfacial
energy between the elements of the partition, which can be written as

F(A) =
K∑

l,l′=1

∫
∂Al∩∂Al′

ϕll′(νll′) dHn−1,

where νll′ denotes the exterior normal to Al on ∂Al ∩ ∂Al′ , and ϕll′ is a norm,
which is of crystalline type if the range of interactions is finite. This norm can
be characterized by suitable homogenization formulas. Furthermore (l, l′, ν) 7→
ϕll′(ν) is BV -elliptic (see [6]), and in particular (l, l′) 7→ ϕll′(ν) is subadditive
for fixed ν.

The same procedure can be repeated if the energy density depends on the
site i; i.e., we have φi in place of φ in the definition of F , if i 7→ φi is periodic.
In this way we may include in our approach also energies describing periodic
mixtures of spin energies and non-Bravais lattices. In our analysis we do not
include random mixtures or random lattices, for an extension to which we refer
to [14, 13] and [3], respectively. We also mention that in some cases the decay
requirements on the discrete energies can be relaxed, at the expenses of the
appearance of non-local terms in the Γ-limit [4].

The proof of the convergence theorem requires several technicalities due
to the general form of the dependence of the energy densities; in particular
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all arguments involving the locality of the limit energies must be worked out
using only the decay properties of the energies. Another difficulty is due to the
relative lack of results for partitions into sets of finite perimeter, in particular
strong density results of smooth partitions. This forces to use arguments where
only estimates on the Hn−1 measure of partitions are necessary.

2 Notation and Preliminaries

Given n ∈ N we denote by {e1, e2, . . . , en} the standard basis in Rn. For any
x, y ∈ Rn we denote by (x, y) the usual scalar product in Rn and define |x| =√

(x, x). We also denote by ‖ · ‖∞ the l∞-norm in Rn defined as ‖x‖∞ =
max{|xi|, i ∈ {1, 2, . . . , n}} and ‖ · ‖1 the l1-norm in Rn defined as ‖x‖1 =
|x1|+ · · ·+ |xn|. Then, for any set A ⊂ Rn we define the distances

dist∞(x,A) := inf{‖x− y‖∞, y ∈ A},
dist(x,A) := inf{|x− y|, y ∈ A}.

For all t ∈ R the symbol btc denotes the integer part of t. Given x = (x1, . . . , xn) ∈
Rn we denote by bxc the vector (bx1c, . . . , bxnc). For r > 0, by Br we denote
the n-dimensional ball of radius r centered at the origin. By Sn−1 we denote
the boundary of B1; that is, the set of all unitary vectors in Rn. Given ν ∈ Sn−1

we define
Πν := {x ∈ Rn : (x, ν) = 0}

the hyperplane orthogonal to ν and denote by Qν a given n-dimensional open
cube centered at the origin having one face orthogonal to ν and side-length 1.
When ν = ei for some i ∈ {1, . . . , n}, we choose Qei = Q := (− 1

2 ,
1
2 )n.

For any measurable set A ⊂ Rn we denote by |A| the n-dimensional Lebesgue
measure of A. We denote by Hn−1 the n− 1-dimensional Hausdorff measure.

Given m ∈ N, X ⊆ Rm, we define the set A := {u : Zn → X} and adopt
the notation ui = u(i). Interpreting the function u as a Zn-labelled sequence
we also write {uj}j∈Zn or {uj}j , so that {ui+j}j∈Zn stands for the translation
of u by i.

We recall that a measurable subset A of Rn is of finite perimeter if the
distributional derivative of its characteristic function χA is a bounded measure.
In this case, we will simply denote by ∂A the reduced boundary of A and by
ν ∈ Sn−1 its inner normal, defined by

DχA(B) =
∫
B∩∂A

ν dHn−1

for all Borel set B. We will use the fundamental compactness property of
sets of finite perimeter: if {Ak} is a sequence of equibounded perimeter; i.e,
Hn−1(∂Ak) ≤ C < +∞, then there exists a subsequence {Akj} such that χAkj
converge in L1

loc(Rn).
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3 Analysis of discrete energies

Given Ω ⊆ Rn an open set, for all ε > 0 we introduce the family of functionals
Fε : A → [0,+∞) defined as:

Fε(u,Ω) :=
∑

i∈Zn∩Ω
ε

εn−1φ({ui+j}j∈Zn), (3.1)

where φ : (X)Zn → [0, L] is the potential energy density of the system. In the
case Ω = Rn we drop the dependence of the energy on the set and simply write
Fε(u) in place of Fε(u,Rn).

Note that Fε is simply a scaling of the energy F defined in (1.1). More
precisely, if we set

F (u,Ω) :=
∑

i∈Zn∩Ω

φ({ui+j}j∈Zn), (3.2)

then we have
Fε(u,Ω) = εn−1F

(
u,

1
ε

Ω
)
.

3.1 Assumptions on the energy density

Given h ∈ N, we say that v ∈ A is h-periodic if for all i ∈ {1, 2, . . . , n}

vj+hei = vj

for all j ∈ Zn. We assume that there existK h-periodic functions v1, v2, . . . , vK ∈
A such that

(H1) (existence of ground states) we have φ({zj+i}j∈Zn) = 0 for all i ∈ Zn if
and only if there exists l ∈ {1, 2, . . . ,K} such that zj = vjl for all j ∈ Zn;

(H2) (coerciveness) there exist M,M ′ ∈ N with M ′ ≥M ≥ 2 and CM > 0 such
that if u ∈ A and i ∈ Zn are such that for all l ∈ {1, 2, . . . ,K} there exists
j ∈ i+MhQ such that uj 6= vjl then there exists iM ∈ i+M ′hQ such that

φ({uiM+j}j∈Zn) ≥ CM ;

(H3) (mild non-locality) given z, w ∈ A and m ∈ N such that zj = wj for all
j ∈ mQ ∩ Zn, then

|φ({wj}j∈Zn)− φ({zj}j∈Zn)| ≤ cm

where the constants cm are such that∑
m∈N

cmm
n−1 < +∞.
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Remark 3.1 (general lattices). For simplicity of notation we parameterize our
functions on the lattice Zn, but the result is independent from the choice of
the lattice, with another lattice L replacing Zn in (H1)–(H3). If L is invariant
under translations by its elements then the proof remains unchanged since we
may still use the notation {ui+j}j as defining a function on L. Otherwise, one
has to slightly extend the proof to inhomogeneous energy densities (see Section
6).

Remark 3.2 (comments on the hypotheses). Hypothesis (H1) and the posi-
tiveness of φ entails that the energy density be chosen and normalized in such a
way that it is not minimized pointwise on a function u which is not a periodic
minimizer. Note that the same F may be rewritten in terms of many φ. For
example, a system of nearest and next-to-nearest neighbor interactions in the
square lattice for spin systems X = {±1} can be described by the energy density

φ({uj}j) = σn

(
u(1,0)u(0,0) + u(0,1)u(0,0) + u(−1,0)u(0,0) + u(0,−1)u(0,0)

)
+σnn

(
u(1,1)u(0,0) + u(−1,1)u(0,0) + u(−1,1)u(0,0) + u(−1,−1)u(0,0) + 4

)
with σn, σnn positive. In this case φ({uj}j) = −4σn < 0 if u(0,0) = 1 and
ui = −1 if i 6= (0, 0), so that the positiveness assumption is not satisfied.
We can anyhow regroup the interactions in such a way that the energy F be
described by a new positive φ satisfying (H1)–(H3) (see Example 5.3 and [2]).

Hypothesis (H2) guarantees that if a function differs from a ground state
in a suitably large cell, then we have some positive contribution within a fixed
distance of that cell. Note that we have to take into account the possibility of
a larger cell by the non-local nature of discrete interaction. As an example we
may take one dimensional spins on Z with the energy density

φ({uj}j) = (u3 − u0)2 + (u5 − u3)2.

Since 3 and 5 are coprime, the uniform states are the only ground states, so
that we may take h = 1 and M = 2. The condition on the function u in
(H2) is then that it satisfies u0 6= u1. If φ({uj}j) = φ({uj+1}j) = 0 then
u3 = u0 6= u1 = u4 = u6 so that φ({uj+3}j) ≥ 4, and we may take M ′ = 3 and
CM = 4.

Hypothesis (H3) implies that if two functions are equal on a regular set
then their difference of energy on that set can be estimated by a sum of terms
decaying with the distance from the boundary of that set, which allows to prove
a locality. The decay condition on cm can be interpreted as the requirement
that a single non-minimal inclusion give a finite contribution. This condition
can be relaxed when Ω is bounded since in that case we can assume that the
Hn−1 measure of level sets of the distance from a boundary can be estimated
by the measure of the boundary itself. In that case, the decay condition is∑

m∈N
cm < +∞. (3.3)

This corresponds to the decay condition for ferromagnetic spin systems in [4].
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Remark 3.3. By (H1) and (H3) a function z ∈ A such that zj = vjl for all
j ∈ (i+mQ) ∩ Zn for some m ∈ N satisfies

φ({zi+j}j∈Zn) ≤ cm (3.4)

with cm as in (H3).

Remark 3.4. Since the energy is invariant under translation, by (H1) the
functions wl defined as wjl = vj+j

′

l for some j′ ∈ Zn are ground states of the
system; i.e., every pattern gives a family of modulated phases indexed by the
possible translations. By (H2) we have that, if vjl = vj+j

′

l′ for some j′ ∈ Zn,
then l = l′.

3.2 From functions to sets: choice of the convergence

In what follows to each function belonging to A we associate a K-ple of sets
and define a notion of convergence accordingly.

Given u ∈ A and l ∈ {1, 2, . . . ,K}, we define

Il(u) := {j ∈ Zn : ui = vil , for all i ∈ (jh+ hQ) ∩ Zn} (3.5)

and define the phase l as the set

Aε,l(u) :=
⋃

j∈Il(u)

ε(jh+ hQ).

Definition 3.5 (discrete-to-continuum convergence). Let uε ∈ A be a sequence
of discrete functions and let A = (A1, A2, . . . , AK) ⊆ (Rn)K . We say that
uε converges to A and we write uε → A if |(Aε,l(uε)∆Al) ∩ RQ| → 0 for all
l ∈ {1, 2, . . . ,K} and for all R > 0.

Remark 3.6. To any K-ple of sets A = (A1, A2, . . . , AK) ⊆ (Rn)K we associate
the function p(A) : Rn → {0, 1, 2, . . . ,K} defined as

pA(x) :=
K∑
l=1

lχAl(x).

Note that whenever A = (A1, A2, . . . , AK) is a partition of Rn into sets of finite
perimeter, then the convergence uε → A is equivalent to the convergence of the
functions

p(uε) := pAε(uε), (3.6)

where Aε(uε) = (Aε,1, Aε,2, . . . , Aε,K), to pA in L1
loc(Rn).
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3.3 Discrete-to-continuum analysis

In this section we state our main result regarding the asymptotic behavior of
the energies in (3.1) as ε→ 0.

In what follows we prove that, up to subsequences, as ε → 0 the phases of
a discrete systems with equibounded energy form a partition of Rn into sets of
finite perimeter.

Theorem 3.7 (compactness). Let φ satisfy hypothesis (H2). Let uε ∈ A be
such that supε Fε(uε) < +∞. Then, up to subsequences, uε converges to A :=
(A1, A2, . . . , AK) where, for all l ∈ {1, 2, . . . ,K}, Al is a set of finite perimeter
in Rn and the sets A1, A2, . . . , AK form a partition of Rn.

Proof. Let Iε,l(uε) be defined as in (3.5) and let

Nl(uε) := {i ∈ Iε,l(uε) : ∃j 6∈ Iε,l(uε), ‖i− j‖∞ = M}.

By (H2) we have that for all i ∈ Nl(uε)

Fε(uε, ih+M ′Qh) ≥ CMεn−1.

Hence the following estimate holds:

#Nl(uε)εn−1 ≤ 1
CM

∑
i∈Nl(uε)

Fε(uε, ih+M ′Qh) ≤ (M ′)n

CM
Fε(uε).

Therefore, for all l ∈ {1, 2, . . . ,K}, it holds that

Hn−1(∂(Aε,l(uε))) ≤ 2nhn−1εn−1#Nl(uε)

≤ 2nhn−1(M ′)n

CM
Fε(uε) <∞. (3.7)

Estimate (3.7) implies that each family {Aε,l(uε)}ε has equibounded perimeter,
so that its characteristic functions are precompact in L1

loc. Hence, we obtain
the convergence of a subsequence of uε to some A = (A1, A2 . . . , AK).

We now prove that the sets A1, A2, . . . , AK are a partition of Rn. Let us set
Aε =

⋃K
l=1Aε,l(uε) and Iε = Zn\

⋃K
l=1 Iε,l(uε). For all i ∈ Iε let iM (i) be given

by (H2). We have that

|Rn \ Vε| ≤ εn#(Iε) ≤
εn

CM

∑
i∈Iε

φ({uiM (i)+j
ε }j∈Zn)

≤ ε

(M ′)nCM
Fε(uε) ≤ εC, (3.8)

where we have taken into account that iM (i) belongs to (M ′)n cubes of side
length M . The thesis follows letting ε tend to 0.

In order to state our main theorem we have to give a meaning to boundary
conditions for our energies. To that end, usually functions are set as fixed
outside the domain. In our case we further specify their value in a small zone
in the interior, which will turn out useful to cope with the non-locality of the
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energy densities. For all open sets Ω, u0 ∈ A and η > 0 (the thickness of the
‘safe zone’) we set

Ωη = {x ∈ Ω : dist(x,Rn \ Ω) > η} (3.9)

and
Bu0
η (Ω) = {u ∈ A : u = u0 outside Ωη}. (3.10)

We will use boundary conditions when Ω is a cube and u0 is a function
taking only two phases, defined as follows. For ν ∈ Sn−1 we set

Π+
ν =

⋃
j

{
hj + hQ : j ∈ Zn, (j, ν) ≥ 0

}
∩ Zn. (3.11)

For ν ∈ Sn−1 and l, l′ ∈ {1, 2, . . . ,K} we then define ul,l′,ν ∈ A as

uil,l′,ν =

{
vil if i ∈ Π+

ν

vil′ otherwise.
(3.12)

Note that the sequence uε = ul,l′,ν converges to (A1, . . . , AK), where Al = {x :
(x, ν) > 0}, Al′ = {x : (x, ν) < 0}, and Aj = ∅ for j 6∈ {l, l′}.

We finally introduce, for ε, δ, T > 0, l, l′ ∈ {1, 2, . . . ,K} and ν ∈ Sn−1 the
class of discrete functions

Bl,l
′,ν

δ (TQν) := Bul,l′,νδT (TQν) (3.13)

according to the notation in (3.10).

Theorem 3.8 (Γ-convergence). Let the energy functionals Fε satisfy hypotheses
(H1)–(H3) and Ω be a Lipschitz set. Then, there exists the Γ-limit of Fε(·,Ω)
as ε→ 0 with respect to the convergence in Definition 3.5, and we have

Γ- lim
ε→0

Fε(u,Ω) = F(A,Ω) :=
K∑

l,l′=1

∫
Ω∩∂Al∩∂Al′

ϕ(l, l′, νl,l′) dHn−1, (3.14)

for all A := {A1, A2, . . . , AK} partitions of Rn into sets of finite perimeter,
where ϕ : {1, . . . ,K}2 × Sn−1 → [0,+∞) satisfies

ϕ(l, l′, ν) = lim
δ→0+

lim inf
T→+∞

1
Tn−1

inf{F (u, TQν), u ∈ Bl,l
′,ν

δ (TQν)}

= lim
δ→0+

lim sup
T→+∞

1
Tn−1

inf{F (u, TQν), u ∈ Bl,l
′,ν

δ (TQν)}. (3.15)

Remark 3.9. Note that the existence of the limit in δ in formula (3.15) is a
consequence of the inclusion Bu0

η (Ω) ⊆ Bu0
η′ (Ω) for η < η′ which implies that

this limit is actually an infimum.

The proof of the result will be subdivided in two steps, first proving a com-
pactness and integral representation result, and then identifying the limit energy
density through homogenization formulas giving the characterization (3.15).
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3.4 Simplified assumptions on the energy density

The proof of Theorem 3.8 will be performed under a simplified set of hypotheses
detailed below. We may indeed suppose in (H1)–(H3) that h = 1, 2M = M ′

and that vl are constant. Namely,

(H1) (existence of constant ground states) we have φ({zj+i}j∈Zn) = 0 for all
i ∈ Zn if and only if l ∈ {1, 2, . . . ,K} exists such that zj = vl for all
j ∈ Zn;

(H2) (coerciveness on nearest-neighbors) there exists C > 0 such that if u0 6= ui
for some i ∈ Zn with ‖i‖∞ = 1, then there exists j with ‖j‖∞ ≤ 2 such
that

φ({uj+k}k∈Zn) ≥ C;

(H3) (mild non-locality) given z, w ∈ A and m ∈ N such that zj = wj for all
j ∈ mQ ∩ Zn, then

|φ({wj}j∈Zn)− φ({zj}j∈Zn)| ≤ cm

where the constants cm are such that
∑
m∈N cmm

n−1 < +∞.

We show that this choice does not prejudice the generality upon the introduction
of a possibly much larger set of parameters.

We suppose that φ satisfies assumptions (H1)–(H3) in Section 3.1. It is not
restrictive to suppose that M ∈ 2hZ and that M ′ ≤ 2M . We will construct an
equivalent energy by constructing a suitable energy density φ̃.

Let X̃ = (X)MQ and define the bijection Ψ : (Zn)X̃ → (Zn)X as follows.
Given ũ : Zn → X̃

(Ψ(ũ))i = (ũĩ)i−ĩM , for all i ∈ ĩM +MQ. (3.16)

We then define φ̃ : (Zn)X̃ → [0, L] as

φ̃({ũj̃}j̃) =
1
Mn

∑
i∈MQ

φ({(Ψ(ũ))i+j}j). (3.17)

(H1) is satisfied with ṽl = Ψ−1(vl) in place of vl, and (H3) with cm replaced
by c̃m = c(m−1)M (taking c0 = 2L). As for (H2), it holds with C = CMM

−n.
Indeed, if ũ0 6∈ {ṽ1, . . . , ṽK} then we can use the corresponding hypothesis
in Section 3.1 with i = 0, while if ũ0 ∈ {ṽ1, . . . , ṽK} then we use the same
hypothesis with i = M

2 e1, noting that the condition ũ0 6= ũ1 implies that u does
not coincide with a ground state in M

2 e1 +MQ.
We note that
(i) setting

F̃ε(ũ, A) =
∑

j̃∈( 1
εMA∩Zn)

εn−1φ̃({ũj̃}j̃)

we have that Fε(u,A) = F̃ε(Ψ−1(u), A);
(ii) we may define a convergence ũε → A as in Section 3.2. In this case the

sets Il(ũ) are simply defined as Il(ũ) = {i ∈ Zn : ũi = ṽl} and the definition
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of the sets Ãε,l analog to the sets Aε,l must take into account the scaling factor
M ; namely,

Ãε,l(ũ) =
⋃
i∈Il

ε(iM +MQ).

By Theorem 3.7 with φ̃ in place of φ, this convergence is compact and
if uε → A then Ψ−1(uε) converges to the same A. Indeed by construction
Ãε,l(Ψ−1(uε)) ⊆ Aε,l(uε) so that the corresponding inclusions hold in the limit.
The conclusion follows remarking that we must have equality since the limiting
sets are partitions.

Finally we note that, by (i) and (ii), the Γ-convergence of Fε with respect to
the convergence uε → A is equivalent to the Γ-convergence of F̃ε with respect
to the convergence ũε → A.

Remark 3.10. Note that, if X̃ is identified with a subset of an Euclidean space,
then the convergence ũε → A is equivalent to the L1

loc-convergence of their
piecewise-constant interpolations to

∑K
l=1 vlχAl . This shows that the Γ-limit

can be set in the framework of separable metric spaces, and that it enjoys lower-
semicontinuity properties with respect to the L1

loc-convergence of the elements
of partitions.

4 Proof of the theorem

In this section we will work in the simplified set of hypotheses of Section 3.4, tak-
ing into account the observations therein. We will follow an indirect argument
by first proving an integral representation result and then identifying the energy
density. The necessity of this type of proof derives from the lack of a strong
density result of polyhedral (or smooth) partitions in all Caccioppoli partitions,
which makes the construction of recovery sequences particularly heavy.

4.1 Compactness and integral representation

We will follow the localization method for Γ-convergence [8] by studying the
properties of Fε(u,Ω) in dependence of the set Ω. The following lemma will be
used in particular to prove that the Γ-limit F0(A,Ω) of (a subsequence of) these
energies is the restriction of a measure for fixed A, and to deal with boundary-
value problems.

Lemma 4.1. Let U ′ ⊂⊂ U ⊂⊂ V be bounded open sets in Rn and let uU,ε and
uV,ε be sequences such that

sup
ε

(Fε(uU,ε) + Fε(uV,ε)) ≤ C < +∞. (4.1)

Then for all R ∈ N there exists vε ∈ A such that

(i) vε = uU,ε on Zn ∩ 1
εU
′,

(ii) vε = uV,ε on Zn \ 1
εU ,

(iii) for all V ′ ⊆ V

12



Fε(vε, V ′) ≤ Fε(uU,ε, V ′ ∩ U) + Fε(uV,ε, V ′ \ U ′)

+CUV εRn+1
(
Fε(uU,ε, U) + Fε(uV,ε, V )

)
+CUV

(∑
α≥R

cα +Rn+1‖p(uU,ε)− p(uV,ε)‖L1(U\U ′)

)
,

(4.2)

where CUV denotes a constant depending only on U and V , p(u) is defined in
(3.6) and cα is the same as in (H3). Furthermore if uU,ε and uV,ε both converge
to A, then vε converges to A.

Proof. Let µUε , µ
V
ε ∈M+(RN ) be defined as

µUε =
∑
i∈Zn

εn−1φ({ui+jU,ε }j)δεi, µVε =
∑
i∈Zn

εn−1φ({ui+jV,ε }j)δεi.

In terms of µUε and µVε assumption (4.1) reads

sup
ε

(µUε (Rn) + µVε (Rn)) ≤ C < +∞,

As a result there exist two positive finite measures µU , µV ∈ M+(Rn) such
that, up to subsequences,

µUε ⇀ µU and µVε ⇀ µV . (4.3)

Moreover, by (4.1) and Theorem 3.7, we also have that there exists AU and AV
partitions of Rn such that, up to subsequences,

uU,ε → AU and uV,ε → AV . (4.4)

By (4.3) and (4.4) there exists c ∈ (0,dist(U \ U ′)) such that, setting

Ac := {x ∈ Rn : dist(U ′, x) = c},

it holds

µUε (Ac +B8
√
nRε) + µVε (Ac +B8

√
nRε) ≤ εRCUV (Fε(uU,ε) + Fε(uV,ε)) (4.5)

‖p(uU,ε)− p(uV,ε)‖L1(Ac+B8
√
nRε)

≤ εRCUV ‖p(uU,ε)− p(uV,ε)‖L1(U\U ′).

We set
JR,ε = {j ∈ Zn : ε(Rj +RQ) ∩Ac 6= ∅} (4.6)

and note that
#JR,ε ≤ CU,V ε1−nR1−n. (4.7)

We define

viε =

{
uiV,ε if dist(U ′, εi) > c or if i ∈ Rj +RQ for some j ∈ JR,ε
uiU,ε otherwise,

(4.8)
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and we note that (i) and (ii) hold true. Setting

JUR,ε = {j ∈ JR,ε : uU,ε 6≡ vl on Rj + 4RQ for any l ∈ {1, 2, . . . ,K}},
JVR,ε = {j ∈ JR,ε : uV,ε 6≡ vl on Rj + 4RQ for any l ∈ {1, 2, . . . ,K}},
HR,ε = {j ∈ JR,ε \ (JUR,ε ∪ JVR,ε) : uU,ε 6≡ uV,ε on Rj + 4RQ},

we note that ⋃
j∈JUR,ε

ε(Rj + 4RQ) ⊂ Ac +B8
√
nRε,

⋃
j∈JVR,ε

ε(Rj + 4RQ) ⊂ Ac +B8
√
nRε,

⋃
j∈HR,ε

ε(Rj + 4RQ) ⊂ Ac +B8
√
nRε.

From the first two inclusions, by (H2) and (4.5) we get

εn−1(#JUR,ε + #JVR,ε) ≤ εRCUV (Fε(uU,ε) + Fε(uV,ε)), (4.9)

while from the third inclusion using (4.5) we obtain

#HR,εε
n ≤ εRCUV ‖p(uU,ε)− p(uV,ε)‖L1(U\U ′). (4.10)

Setting Dc = {x : dist(U ′, x) ≤ c} we define

UR,ε =
⋃
{ε(Rj +RQ) : ε(Rj + 3RQ) ∩Ac = ∅, ε(Rj + 3RQ) ⊂ Dc},

VR,ε =
⋃
{ε(Rj +RQ) : ε(Rj + 3RQ) ∩Ac = ∅, ε(Rj + 3RQ) ⊂ Rn \Dc}.

For all V ′ ⊂ V we may write

Fε(vε, V ′) ≤ Fε(vε, UR,ε ∩ V ′) + Fε(vε, VR,ε ∩ V ′)
+Fε(vε, V ′ \ (UR,ε ∪ VR,ε)). (4.11)

Note that if j ∈ UR,ε/ε then viε ≡ uiU,ε for all i ∈ j + αε(j)Q with εαε(j) −
dist(εj,Ac) = o(1), so that αε(j) diverges as ε→ 0. Combining that with (H3)
and the positivity of the energy, we have

Fε(vε, UR,ε) ≤ Fε(uU,ε, UR,ε) +
∑

α≥αε(j)

εn−1cα#{j ∈ UR,ε : αε(j) = α}

≤ Fε(uU,ε, U) + CU,V
∑
α≥R

cα + o(1). (4.12)

With the same argument, one has

Fε(vε, VR,ε ∩ V ′) ≤ Fε(uV,ε, V \ U
′
) + CU,V

∑
α≥R

cα + o(1). (4.13)

Setting

ZR,ε =
⋃
{ε(Rj + 4RQ) : j ∈ JR,ε},

WR,ε = {j ∈ Zn : ε(Rj +RQ) ⊆ ZR,ε},
HR,ε = {j ∈ Zn : Rj +RQ ⊂ Rz + 4RQ for some z ∈ HR,ε},
JR,ε = {j ∈ Zn : Rj +RQ ⊂ Rz + 4RQ for some z ∈ JUR,ε ∪ JVR,ε},
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using (H3), (4.9), (4.10) and the fact that, by (4.7), #WR,ε ≤ CU,V ε
1−nR1−n,

we may write

Fε(vε, V ′ \ (UR,ε ∪ VR,ε)) ≤ Fε(vε, ZR,ε)

≤
∑

j∈JR,ε

Fε(vε, εj + εRQ)

+
∑

j∈HR,ε

Fε(vε, εj + εRQ)

+
∑

j∈WR,ε\(JR,ε∪HR,ε)

Fε(vε, εj + εRQ)

≤ 4nLRn(#JUR,ε + #JVR,ε)ε
n−1

+4nLRn(#HR,ε)εn−1 +Rn
∑

j∈WR,ε

cRε
n−1

≤ εRn+1CUV (Fε(uU,ε) + Fε(uV,ε))
+Rn+1CU,V ‖p(uU,ε)− p(uV,ε)‖L1(U\U ′)

+CU,VRCR. (4.14)

We get (4.2) by gathering inequalities (4.12), (4.13) and (4.14) together in (4.11).

Remark 4.2. For all A there exists a partition composed of polyhedral sets Aε
such that |(Aεl4Al) ∩RQ| → 0 for all R,

lim sup
ε

K∑
l=1

Hn−1(∂Aεl ) ≤ KC
K∑
l=1

Hn−1(∂Al)

and (∂Aεl ∩ ∂Aεl′) ∩ (∂Aεm ∩ ∂Aεm′) = ∅ if {l, l′} 6= {m,m′}.
Indeed, upon identifying a partition A with a function u ∈ BVloc(Rn) by

setting u(x) = l if x ∈ Al we can use a classical argument by computing a
mollified uρ and using the coarea formula to find a partition Aρ composed of
C∞ sets converging to A as ρ→ 0 and with

K∑
l=1

Hn−1(∂Aρl ) ≤ |Du|(R
n) ≤ K

K∑
l=1

Hn−1(∂Al).

(see [7] for a detailed argument). The desired partitions can be obtained by
separately approximating each Aρl by polyhedral sets.

Proposition 4.3. Let Fε satisfy the same assumption of Theorem 3.8 and let
Ω be an open Lipschitz set in Rn. Then there exists a constant C > 0 such that

Γ- lim sup
ε

Fε(A,Ω) ≤ C
K∑
l=1

Hn−1(Ω ∩ ∂Al), (4.15)

where Γ- lim supε Fε(A,Ω) denotes the Γ- lim sup of the functionals Fε(uε,Ω)
with respect to the convergence of uε to A.
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Proof. In the course of the proof we will use the property that

A 7→ Γ- lim sup
ε

Fε(A,Ω)

is a lower semicontinuous function with respect to the L1-convergence of sets,
so that we are allowed small variations of our target partition.

We first consider the case Ω = Rn and A a partition of Rn into polyhedral
sets, and preliminarily deal with the case of a partition composed of only two
polyhedral sets. We can suppose that A1 = A, A2 = Rn \A and Ak = ∅ for all
k > 2.

We decompose ∂A as follows

∂A =
⋃
l∈I

Vl, (4.16)

with Vl is closed n−1-dimensional polytope and where I is a finite set of indices
and Vl ∩ Vl′ is a n − 2-dimensional polytope. We denote by νl the exterior
normal to A at Vl. Up to a translation we may suppose that 1

ε∂A ∩ Zn = ∅;
furthermore up to a rotation of A we may also suppose that (νl, ek) 6= 0 for all
k ∈ {1, 2, . . . n} and l ∈ I, so that for all x ∈ Rn there exists a unique x ∈ Πνl

such that ‖x−x‖∞ = min{‖y−x‖∞, y ∈ ∂A}. Note that, if we define ξl as the
vector such that (ξl, ek) = sign(νl, ek), then (x− x) is parallel to ξl. We define
vε ∈ A as

viε =

{
v1 if εi ∈ A
v2 otherwise,

(4.17)

where v1 and v2 are as in (H1) and observe that vε → A. We set

αε(i) = sup{α : vε is constant on (εi+ εαQ)}, (4.18)

Sl = Vl + ξlR and define the set of indices

Jl,ε = {i ∈ Zn ∩ 1
ε
Sl : ε(i+ (αε(i) + 1)Q) ∩ Vl 6= ∅}. (4.19)

We note that

#{i ∈ Jl,ε : αε(i) = α} ≤ C

εn−1
(Hn−1(Vl) + oε(1)). (4.20)

We now estimate the energy of vε as

Fε(vε) =
∑
l∈I

∑
i∈Jl,ε

εn−1φ({vi+jε }j) +
∑

i6∈
S
l∈I Jl,ε

εn−1φ({vi+jε }j) (4.21)

The estimates will be separated into different zones: stripes perpendicular to
each phase, which we further subdivide into contributions close to (light grey
zone in Fig. 2) or far from the boundary, and its complement that we further
parameterize in terms of the (n − 2)-dimensional polytopes of ∂A (in the two-
dimensional picture in Fig. 2 this reduces to the contribution in each angle as
the one highlighted in dark grey).
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For fixed l ∈ I we have that∑
i∈Jl,ε

εn−1φ({vi+jε }j) ≤
∑
i∈Jl,ε

εn−1cα(i)

≤
+∞∑
α=1

εn−1#{i ∈ Jl,ε : αε(i) = α}cα

≤ C(Hn−1(Vl) + oε(1))
+∞∑
α=1

cα (4.22)

We estimate the second term in (4.21) as∑
i 6∈

S
l∈I Jl,ε

εn−1φ({vi+jε }j) ≤
∑
l 6=l′

∑
i∈Cm

l,l′,ε

εn−1φ({vi+jε }j)

+
∑
l 6=l′

∑
i∈Zn\Cm

l,l′,ε

εn−1cαε(i) (4.23)

where
Cml,l′,ε = {i ∈ Zn : dist∞(εi, Vl ∩ Vl′) ≤ εm}.

S

A

l l

εm

V

Figure 2: different zones used in estimating the energy.

For the first sum we use that φ ≤ L to get that∑
l 6=l′

∑
i∈Cm

l,l′,ε

εn−1φ({vi+jε }j) ≤
∑
l 6=l′

CLεn−1#Cml,l′,ε

≤
∑
l 6=l′

εm2CL(Hn−2(Vl ∩ Vl′) + oεm(1))

≤ Cεm2 (4.24)

For the second sum we need to define for all i ∈ Zn

Rε(i) = sup{R : (εi+ εRQ) ∩ ∂A = ∅}. (4.25)
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We note that, since
⋃
l∈I Jl,ε =

⋃
l∈I

1
εSl, for all i 6∈

⋃
l∈I Jl,ε we have that

Rε(i) = dist∞(εi, ∂Vl ∩ ∂Vl′)

for some l, l′ ∈ I, l 6= l′. We set

Il,l′,ε = {i 6∈
⋃
l∈I

Jl,ε : Rε(i) = dist∞(εi, Vl ∩ Vl′)} (4.26)

Note that for such i we have that bRε(i)c ≤ αε(i) ≤ bRε(i)c+ 1 so that

#{i ∈ Il,l′,ε : αε(i) = α} ≤ C
1

εn−1
Hn−1{x : dist(x, Vl ∩ Vl′) = ε(α+ 1)}

≤ 1
εn−1

C(diam(Vl ∩ Vl′) + ε(α+ 1))n−1

≤ 1
εn−1

C(diam(A) + ε(α+ 1))n−1 (4.27)

and ∑
i∈Zn\Cm

l,l′,ε

εn−1cαε(i) ≤ C
∑
α≥m

(diam(A) + ε(α+ 1))n−1cα

≤ C
(diamA

m

)n−1 ∑
α≥m

αn−1cα (4.28)

From the estimates above we deduce that

Fε(vε) ≤ C
∑
l∈I

Hn−1(Vl) + Cεm2 + C
∑
α≥m

αn−1cα. (4.29)

Taking the lim sup as ε→ 0 and by the arbitrariness of m we obtain the desired
estimate (4.15).

For a general Lipschitz open set Ω we may suppose that A is such that

Hn−1(∂A ∩ Ωη) = Hn−1(∂A ∩ Ω) + oη(1),

where Ωη = {x ∈ Rn : dist (x,Ω) < η}. We may then define vε as above, and
estimate, as in (4.21),

Fε(vε,Ω) =
∑
l∈I

∑
i∈Jl,ε∩ 1

εΩ

εn−1φ({vi+jε }j) +
∑

i∈ 1
εΩ\

S
l∈I Jl,ε

εn−1φ({vi+jε }j).(4.30)

The second sum can be estimated by the second term in (4.21), giving a negli-
gible contribution as ε→ 0. As for the first sum, we note that in Jl,ε ∩ 1

εΩ only
indices i ∈ Zn∩ 1

εSl with εi with distance larger than η from Vl \Ωη are present,
so that αε(i) ≥ Cη/ε for some positive constant. As a result, proceeding as in
(4.22), for fixed m ∈ N we obtain∑

l∈I

∑
i∈Jl,ε∩ 1

εΩ

εn−1φ({vi+jε }j)

≤ C

(
Hn−1(Ωη ∩ ∂A)

∑
α≥1

cα +Hn−1(∂A \ Ωη)
∑
α≥m

cα

)
(4.31)
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In the case of a partition into K polyhedral sets the proof is the same upon
defining viε = vl for εi ∈ Al, with only a more complicated notation.

Finally, we may remove the assumption that the partition be composed by
polyhedral sets using the approximation argument of Remark 4.2.

Theorem 4.4 (compactness and integral representation). From every sequence
{εj} we can extract a subsequence (still denoted by {εj}) such that there exists
the Γ-limit of Fεj (·,Ω) for every Ω Lipschitz open set, denoted by F0(·,Ω), and
there exists a function ϕ : {1, . . . ,K}2 × Sn−1 → [0,+∞) such that

F0(A,Ω) =
∑

l,l′∈{1,...,K}

∫
Ω∩∂Al∩∂Al′

ϕ(l, l′, νl,l′)dHn−1 (4.32)

for all partitions A, where νl,l′ denotes the internal normal to Al′ at a point in
∂Al ∩ ∂Al′ .

Proof. The proof follows the localization method of Γ-convergence. First, upon
extracting a subsequence, we may suppose that Fεj (·, V ) Γ-converges to F0(·, V )
for all V finite union of n-dimensional rectangles with rational vertices, since
this is a countable class of sets.

Given a partition A for all sets V we define

F ′(A, V ) = Γ- lim inf
j

Fεj (A, V ), F ′′(A, V ) = Γ- lim sup
j

Fεj (A, V ).

We note that for Ω a Lipschitz set we have

F ′′(A,Ω) = sup{F ′′(A,Ω′) : Ω′ ⊂⊂ Ω}. (4.33)

This follows from Lemma 4.1 and Proposition 4.21. Indeed, choosing V = Ω,
U = Ω′ and U ′ ⊂⊂ Ω′, {uU,εj} and {uV,εj} giving F ′′(A,Ω′) and F ′′(A,Ω \U ′),
using the vεj constructed in the lemma to test F ′′(A,Ω), we get

F ′′(A,Ω) ≤ F ′′(A,Ω′) + F ′′(A,Ω \ U ′)

by (4.2). By Proposition 4.21 the last term can be made arbitrarily small as Ω′

tends to Ω, proving (4.33).
From (4.33) it follows that the Γ-limit F0(A,Ω) exists for all Ω Lipschitz sets

(see [12] Theorem 10.3).
In order to prove the integral representation, we will make use of Theorem

3.1 in [5]. To this end it suffices to prove that the set function defined on open
sets by

γA(V ) = sup{F ′′(A, V ′) : V ′ ⊂⊂ V }

satisfies:
(i) 0 ≤ γA(V ) ≤ C

∑K
l=1Hn−1(V ∩ ∂Al);

(ii) γA is the restriction of a Borel measure to the family of open sets;
(iii) γA(V ) = γA′(V ) if |(Al4A′l) ∩ V | = 0 for all l ∈ {1, . . . ,K};
(iv) A 7→ γA(V ) is lower semicontinuous with respect to the L1

loc convergence
of sets in the partition;

(v) γA(V + z) = γAz (V ), where (Az)l = Al − z.
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Note that in the definition of γ we can restrict the supremum to Lipschitz
U ′. Property (i) directly follows from Proposition 4.21. Property (iii) can be
obtained from Lemma 4.1 as follows: we choose U , U ′ and V ′ Lipschitz sets
with

U ′ ⊂⊂ U ⊂⊂ V ′ ⊂⊂ V,

and uU,ε → A and uV,ε → A′ such that

lim sup
ε

Fε(uU,ε, U) = F ′′(A, U), (4.34)

lim sup
ε

Fε(uV,ε, V ′ \ U
′
) = F ′′(A′, V ′ \ U ′). (4.35)

Observing that vε → A′ and that the last term of the estimate of (4.2) are
negligible, we obtain

F ′′(A′, V ′) ≤ F ′′(A, U) + c

K∑
l=1

Hn−1(∂A′l ∩ V ′ \ U
′
)

where we have used Proposition 4.21. Letting U ′ invade V ′ we get

F ′′(A′, V ′) ≤ F ′′(A, V ′)

and hence γA′(V ) ≤ γA(V ). The property (iii) follows by exchanging the role of
A and A′.

Property (iv) follows since A 7→ γA is the supremum of a family of lower
semicontinuous functions by definition.

Property (v) can be proved as follows: if V ′ ⊂⊂ V is a Lipschitz set and
uε → A is a recovery sequence in V ′, we choose iε = εb zε c and define viε = ui−iεε .
Observing that vε → Az we have, for all V ′′ ⊂⊂ V ′ + z

Fε(vε, V ′′) ≤ Fε(vε, V ′ + εiε) = Fε(uε, V ′), (4.36)

hence F ′′(Az, V ′′) ≤ F ′′(A, V ′) from which we deduce that γAz (V ) ≤ γA(V ).
Property (v) follows by a symmetry argument.

To prove (ii) we use the De Giorgi-Letta criterion (see [18]) which requires
to prove that γA satisfies

(a) γA is an increasing set function;
(b) γA is superadditive on disjoint sets;
(c) γA is inner regular;
(d) γA is subadditive.
Properties (a) and (c) follow immediately from the definition of γA.
To prove (b) note that, since for Lipschitz sets F ′′ = F0, it suffices to show

that
F0(A, V ) + F0(A, V ′) ≤ F0(A, V ∪ V ′)

when V and V ′ are Lipschitz open sets with positive distance. This inequality
follows immediately using a recovery sequence for the Γ-limit on the right-hand
side as test functions for the two Γ-limits on the left-hand side.

To prove (d) we need to show that, given Z and W two open subsets of Rn,
it holds

γA(Z ∪W ) ≤ γA(Z) + γA(W ). (4.37)
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For Z ′ ⊂⊂ Z and W ′ ⊂⊂ W we make use of Lemma 4.1 in which we choose
V = Z ′ ∪W ′, V ′ ⊂⊂ V , U ′ ⊂⊂ U ⊂⊂ Z ′, uU,ε and uV,ε recovery sequences for
the Γ- lim sup for A in Z ′ and W ′, respectively. By (4.2) we have

Fε(vε, V ′) ≤ Fε(uU,ε, Z ′) + Fε(uV,ε,W ′) + oε(1) + oR(1). (4.38)

Observing that vε → A we obtain that

F ′′(A, V ′) ≤ F ′′(A, Z ′) + F ′′(A,W ′), (4.39)

hence (4.37) by definition of γA.

4.2 An extension: a general compactness result

It is possible to extend the statement of Theorem 4.4 to energy densities de-
pending on ε if we assume that (H1), (H2) are satisfied uniformly with respect
to ε and that (H3) is modified as follows

(H3) (mild non-locality) given z, w ∈ A and m ∈ N such that zj = wj for
all j ∈ mQ ∩ Zn, then

|φε({wj}j∈Zn)− φε({zj}j∈Zn)| ≤ cεm

where the constants cεm are such that

lim sup
ε

∑
m∈N

cεmm
n−1 < +∞

and that for all δ > 0 there exists Mδ > 0 such that

lim sup
ε

∑
m>Mδ

cεmm
n−1 < δ. (4.40)

The proof the compactness result under this assumption follows exactly the
one of Theorem 4.4 applying (4.40) in the estimate of the remainder terms in
Proposition 4.21.

Furthermore, the same proof also applies to inhomogeneous energy densities
φiε, provided that all assumptions are satisfied uniformly in i. Note that in this
case we need refer to Theorem 3.2 in [11] for the integral representation result,
presented there in the more general context of infinite partitions, highlighting
that the limit energy density ϕ also depends on x. Since the proof involves only
notational changes, we do not include the details.

4.3 Homogenization formula

In order to characterize the energy density ϕ and to prove that the whole family
Fε converges as ε → 0 we first prove a homogenization formula in terms of
minimum problems related to F .

Proposition 4.5. For δ, T > 0, l, l′ ∈ {1, 2, . . . ,K} and ν ∈ Sn−1 we set

ml,l′

δ (TQν) := min{F (u, TQν), u ∈ Bl,l
′,ν

δ (TQν)}.
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Then the following equality holds

inf
δ>0

lim inf
T→+∞

1
Tn−1

ml,l′

δ (TQν) = inf
δ>0

lim sup
T→+∞

1
Tn−1

ml,l′

δ (TQν). (4.41)

Proof. Given ν ∈ Sn−1 we let {ν⊥1 , ν⊥2 , . . . , ν⊥n−1} be an orthonormal basis of
Πν . For all i = (i1, i2, . . . , in−1) ∈ (T +

√
n)Zn−1 we set zi =

∑n−1
k=1 ikν

⊥
k . For

δ > 0 and β ∈ N we take T, S > 0 such that S >> T and δT > 4β and we set

Zδ(T, S) := {i ∈ (T +
√
n)Zn−1 : bzic+ TQν ⊆ (1− δ)SQν} (4.42)

Given l, l′ ∈ {1, 2, . . . ,K} we take uT ∈ Bl,l
′,ν

δ (TQν) such that F (uT , TQν) =
ml,l′

δ (TQν). We now define uS ∈ Bl,l
′,ν

δ (SQν) as

ujS =

{
u
j−bzic
T if j ∈ bzic+ TQν and i ∈ Zδ(T, S),
ujl,l′,ν otherwise.

(4.43)

In order to estimate F (uS , SQν) we rewrite it as the sum of three terms

F (uS , SQν) =
∑

i∈Zδ(T,S)

F (uS , bzic+ (T −
√
nβ)Qν)

+
∑

i∈SQν∩Pδ,β(T,S)

φ({ui+jS }j) +
∑

i∈SQν\Pδ,β(T,S)

φ({ui+jS }j)

=: Σ1 + Σ2 + Σ3,

where we have set

Pδ,β(T, S) :=
{
i ∈ Zn \

⋃
j∈Zδ(T,S)

(bzjc+ (T −
√
nβ)Qν)) : dist(i,Πν) ≤ β

}
.

For all i ∈ Zδ(T, S) we have that

F (uS , bzic+ (T −
√
nβ)Qν) ≤ F (uT , (T −

√
nβ)Qν) + C

∑
α≥β

cαT
n−1

≤ F (uT , TQν) + C
∑
α≥β

cαT
n−1, (4.44)

where in the first inequality we have used the energy estimate in (H3) observing
that for all i ∈ Zδ(T, S) the functions uS and uT agree on the cubes bzic+TQν ,
while in the second inequality we have used the non-negativity of φ. By the
previous estimate, observing that

#Zδ(T, S) ≤ (1− δ)S
n−1

Tn−1
,

we get

Σ1 ≤ (1− δ)S
n−1

Tn−1
F (uT , TQν) + CSn−1

∑
α≥β

cαα
n−1. (4.45)
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Since φ ≤ L we estimate Σ2 as

Σ2 ≤ CLβδSn−1 + CL(βTn−2)
Sn−1

Tn−1
. (4.46)

In order to estimate Σ3 we observe that for all i ∈ Pδ,β(T, S) there exists α(i) ≥
β such that the function uS agrees with vl or with vl′ on all cubes i + α(i)Q
and that #{i ∈ Pδ,β(T, S) : α(i) = α} ≤ CSn−1αn−1. Therefore we have that

Σ3 ≤ CSn−1
∑
α≥β

cαα
n−1. (4.47)

Gathering together (4.45), (4.46) and (4.47) we have

1
Sn−1

ml,l′

δ (SQν) ≤ 1
Tn−1

ml,l′

δ (TQν) + C
∑
α≥β

cαα
n−1 + CLβ

(
δ +

1
T

)
which further implies that

lim sup
S→+∞

1
Sn−1

ml,l′

δ (SQν) ≤ lim inf
T→+∞

1
Tn−1

ml,l′

δ (TQν) + C
(∑
α≥β

cαα
n−1 + βδ

)
.

Observing that δ 7→ lim infT 1
Tn−1m

l,l′

δ (TQν) is an increasing function, passing
to the infimum on δ in the previous inequality we get

inf
δ>0

lim sup
S→+∞

1
Sn−1

ml,l′

δ (SQν) ≤ inf
δ>0

lim inf
T→+∞

1
Tn−1

ml,l′

δ (TQν) + C
(∑
α≥β

cαα
n−1
)
.

Equality (4.41) now follows by passing to the limit as β diverges in the previous
inequality since by (H3) limβ

∑
α≥β cαα

n−1 = 0.

4.4 Boundary-value problems

In this section we consider minimum problems with Dirichlet-type boundary
conditions for Fε. It will be convenient to impose the boundary condition in
a neighborhood of the boundary. To this end in what follows, for Ω ⊂ Rn a
bounded Lipschitz set and δ > 0 we denote by Ωδ the δ-thick boundary of Ω
defined as in (3.9) with δ in place of η.

Proposition 4.6. Let Ω ⊂ Rn be a bounded Lipschitz set and let A0 be a
partition of Rn in sets of finite perimeter. Suppose that Fε satisfy (H1)–(H3)
and that (upon extracting a subsequence) there exists

F0(A,Ω) = Γ- lim
ε→0

Fε(u,Ω).

Let u0,ε ∈ A be such that u0,ε → A0 and that

inf
δ

lim sup
ε→0

Fε(u0,ε,Ω \ Ω2δ) = 0. (4.48)

Then, setting

mε,δ = min
{
Fε(u,Ω) : ui = ui0,ε, i ∈ Zn \ 1

ε
Ωδ
}
,

m0,δ = min{F0(A,Ω) : A = A0 on Rn \ Ωδ},
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it holds

inf
δ

lim sup
ε→0

mε,δ ≤ inf
δ
m0,δ ≤ inf

δ
lim inf
ε→0

mε,δ. (4.49)

Proof. Let uδ,ε be a minimizer for mε,δ. By Theorem 3.7 we have that uδ,ε → Aδ
with Aδ = A on Rn \ Ωδ. Using the lower semicontinuity inequality we have

m0,δ ≤ F0(Aδ,Ω) ≤ lim inf
ε→0

Fε(uδ,ε,Ω) = lim inf
ε→0

mε,δ,

by which, taking the infimum over δ one obtains the second inequality in (4.49).

Fix A a minimizer in m0,δ and let uε be a recovery sequence for F0 at A.
By Lemma 4.1 with U ′ = Ω2δ, U = Ωδ, V = Ω, uU,ε = uε and uV,ε = u0,ε,
there exists vε such that vε = uε on Zn ∩ 1

εΩ2δ , vε = u0,ε on Zn \ 1
εΩδ, for

V ′ = V = Ω,

Fε(vε,Ω) ≤ Fε(uε,Ω) + Fε(u0,ε,Ω \ Ω2δ)
+O(ε) + oR(1) + CRn+1‖p(uε)− p(u0,ε)‖L1(Ωδ\Ω2δ) (4.50)

As a consequence

lim sup
ε

Fε(vε,Ω) ≤ m0,δ + lim sup
ε

Fε(u0,ε,Ω \ Ω2δ)

+oR(1) + CRn+1 lim sup
ε
‖p(uε)− p(u0,ε)‖L1(Ωδ\Ω2δ).

Noting that the applications δ 7→ lim supε ‖p(uε) − p(u0,ε)‖L1(Ωδ\Ω2δ) and δ 7→
lim supε Fε(u0,ε,Ω \ Ω2δ) are increasing, taking the infimum over δ and using
(4.48) we finally obtain the first inequality in (4.49).

Remark 4.7. Due to the oscillating nature of the ground states it is not possible
to give a simple statement for general boundary value problems, both of Dirichlet
and Neumann type. This is evident even in a one-dimensional setting for ‘parity’
reasons.

As a simple example, we can take the antiferromagnetic nearest-neighbor
spin energy φ({uj}j) = (u0 + u1)2 and Dirichlet boundary conditions; e.g.,
u0 = uN = 1. Then the minimizer depends on the parity of N , which may force
the appearance of an interface.

A similar parity issue applies for free boundary conditions (i.e., no condi-
tions on the extreme values u0 and uN ) for the next-to-nearest antiferromag-
netic interactions of Example 5.2. Then no interface appears but the minimizer
coincides with one of the ground states, which one depending on N .

4.5 Conclusion of the proof of Theorem 3.8

In this section we prove Theorem 3.8 collecting the compactness and integral
representation results of Theorem 4.4, the homogenization formula proven in
Proposition 4.5 and the convergence of boundary value problems in Proposition
4.6.
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Proof. Let F0 and ϕ be given by Theorem 4.4. In particular we have that
ϕ is a BV -elliptic integrand [5]; i.e., the two-set partition Al,l′,ν , given by
(A1, A2, . . . Ak) such that Al = {x ∈ Rn : (x, ν) > 0}, Al′ = {x ∈ Rn :
(x, ν) < 0} and Aj = ∅ for j 6∈ {l, l′}, is minimal among all its perturbations
with compact support. In particular, for δ > 0 sufficiently small

ϕ(l, l′, ν) = min{F0(A, Qν) : A = Al,l′,ν on Qν \ (1− δ)Qν}, (4.51)

since F (Al,l′,ν , Qν) = ϕ(l, l′, ν). By Proposition 4.6 we then deduce that ϕ is
given by the asymptotic formulas in Proposition 4.5, and in particular it does
not depend on the subsequence {εj}. This proves (3.14) and (3.15).

5 Examples: textures for spin systems

In this section we include some examples that illustrate the use of Theorem 3.8
to describe the behavior of spin systems; i.e., X = {−1,+1}. The energy we
are going to consider will be sums of pair interactions, which can always be
distinguished between ferromagnetic (minimized by spins of the same sign) and
antiferromagnetic (minimized by spins of opposite sign) pair interactions. We
will usually write such pair interactions as (ui−uj)2 and (ui+uj)2, respectively.

We will include some pictorial description of interactions and ground states.
To that end the values 1 and −1 will be represented by white and black circles,
and (where this is relevant) ferromagnetic and antiferromagnetic interactions
will be represented by a single and a double segment, respectively. Finally, when
we will wish to highlight frustration of an interaction (i.e., that such interaction
is not minimized) then we will use dashed lines.

We note that in all the examples interactions are of finite range, so that (H3)
is trivially satisfied. The other two assumptions are verified by minimizing the
energy densities and noting that minimizers are periodic.

Example 5.1 (anti-phase boundaries for antiferromagnetic nearest-neighbor
interactions). Beside the usual ferromagnetic energies, the simplest example is
that of antiferromagnetic nearest-neighbor interactions. In order to use Theorem
3.8, antiferromagnetic interactions must be rewritten so as to satisfy conditions
(H1)–(H3); e.g., taking

φ({uj}j) =
n∑
k=1

(uek + u0)2 = 2
n∑
k=1

(1 + ueku0). (5.1)

The two ground states are then the alternating states v1 and v2 of period 2 given
by vi1 = (−1)|i|1 and v2 = −v1, represented in the periodicity cell in dimension
2 in Fig. 3. Note that v1 differs from v2 by a unit translation, so that locally

Figure 3: antiferromagnetic alternating ground states
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they represent the same microscopic pattern. In this case (when the two states
on both sides of an interface differ by a translation) we talk about an anti-phase
boundary.

Note that in this case we have a complete equivalence with a nearest-neighbor
ferromagnetic interaction energy by the change of variables wi = (−1)|i|1ui, so
that the computation of the homogenized energy density gives ϕ(ν) = 8‖ν‖1
(the constant 8 due to the normalization in (5.1)) (see also [2]).

Example 5.2 (modulated anti-phase boundaries for next-to-nearest one-dimen-
sional antiferromagnetic interactions). In one dimension, we consider interac-
tions of the form

φ({uj}j) = (u1 + u−1)2 + c(u1u0 + u0u−1). (5.2)

If c = 0 this represents an interaction energy between next-to-nearest neighbors
only, which gives decoupled alternating ground states on 2Z and 2Z + 1. The
ground states are the same if |c| < 2. In terms of functions defined in Z we
have four 4-periodic ground states of the form vik = vi+k (k = 1, 2, 3, 4), where
v (equal to v4) is given by

vi =

{
−1 if i = 1, 2
1 if i = 3, 4

and is represented in Fig. 4.

Figure 4: four-periodic ground state

The homogenized energy density of a transition between vl and vl′ , is ob-
tained by first solving a simplified minimal-transition problem

ψ(k) = min
{ +∞∑
i=−∞

(
(ui−1 + ui+1)2 + c(uiui−1 + ui+1ui)

)
:

ui = vi for i ≤ −4, ui = vik for i ≥ 4
}

for k ∈ {1, 2, 3}. This value is computed over a finite set of states, and is

ψ(k) =


2 min{6− 3c, 2 + c} if k = 1
8− 4|c| if k = 2
2 min{6 + 3c, 2− c} if k = 3.

We then have
ϕ(l, l′) = ψ(|l − l′|).

The minima in the definition of ψ highlight the possibility of different types
of interfacial structures between two modulated phases. The two possibilities
(depending on the value of c) for k = 1 are represented in Fig. 5.
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Figure 5: minimal interfacial microstructures

Example 5.3 (phase and anti-phase boundaries for two-dimensional next-to-
nearest antiferromagnetic interactions). We briefly rewrite an example treated
in detail in [2] in our context, involving next-to-nearest antiferromagnetic inter-
actions. In this two-dimensional example we consider

φ({uj}j) = (u(1,1) + u(0,0))2 + (u(1,−1) + u(0,0))2

+(u(−1,1) + u(0,0))2 + (u(−1,−1) + u(0,0))2. (5.3)

In this way we have nearest-neighbor antiferromagnetic interactions between
points of two disjoint square lattices (the one with i1 + i2 odd and the one
with i1 + i2 even), on each of which we have two alternating ground states as
described in Example 5.1 above. Note that, as in Example 5.2, those two square
lattices can be coupled by adding a nearest-neighbor term of the form

c

n∑
k=1

ueku0 (5.4)

without changing the ground states if c is sufficiently small (both positive or
negative). The four two-periodic ground states are represented in Fig. 6, where
the dashed lines represent the frustrated nearest-neighbor interactions.

Figure 6: antiferromagnetic ‘stripe-patterned’ ground states

Note that we have both anti-phase boundaries (between ground states dif-
fering by a translation) and phase boundaries (between two states given by
‘stripes’ in different directions), which are reflected in the different form of the
corresponding homogenized energy densities, for whose computation we refer to
[2]. If the constant c in the nearest-neighbor contribution (5.4) is large then
(after a renormalization of the energy in order to have ground states of zero
energy) this term dominates, and the ground states are either alternating if c is
positive or constant if c is negative.
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Example 5.4 (multiple phase and anti-phase boundaries for two-dimensional
long-range antiferromagnetic interactions). We now extend Example 5.2 to di-
mension two by considering

φ({uj}j) = (u(1,0) + u(−1,0))2 + (u(0,1) + u(0,−1))2, (5.5)

where we have an antiferromagnetic interaction between all points at distance
2 on the lattice Z2.

The resulting energy can be decoupled as the contributions on horizontal
and vertical directions, noting that on each vertical or horizontal line we have
interactions as in Example 5.2. As a result, minimal states are four-periodic
functions with alternating pairs of +1 and −1 in each direction. Such functions
are determined by their values on a square of period two; hence, we have 16
different ground states, subdivided into three families of modulated phases with
different textures: four-periodic checkerboards (with 8 elements) and stripes at
plus or minus 45-degrees, respectively (with 4 elements each). In Fig. 7 we
picture the configurations on a period for three different elements, one for each
family.

Figure 7: three patterns of ground states

In order to compute the homogenized energy density it is convenient to
introduce a vector parameter, after noticing that the energy can be rewritten
as the sum of four decoupled antiferromagnetic energies on the lattices 2Z2 + i
with i ∈ {(0, 0), (1, 0), (0, 1), (1, 1)}. A ground state v is then described by
the vector y = (v(0,0), v(1,0), v(0,1), v(1,1)) in Y = {±1}4, which plays the role
of l ∈ {1, . . . ,K} in Section 3.1. Using such a parameter the energy density is
simply given by

ϕ(y, y′, ν) = |y − y′|2 ‖ν‖1.

This formula highlights that we have a superposition of the separate energy
densities (yk − y′k)2‖ν‖1 (i.e., 4‖ν‖1 whenever we have an interface for the k-th
component); the factor 4 in place of 8 (see Example 5.1) is due to the fact that
each such interaction is considered on the lattice 2Z.

As in the previous examples, note that we can add nearest (and also next-
to-nearest) neighbor interactions with small coefficients without modifying the
patterns of the ground states.

In the next examples we will consider the triangular lattice in R2. Note that
interactions on the triangular lattice can be parameterized on Z2 by suitably
identifying first neighbors in the triangular lattice with first and second neigh-
bors in the square lattice. Anyhow we will use a parameterization on a unit
triangular lattice.
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Example 5.5 (total frustration for the triangular lattice for antiferromagnetic
interaction). We now check the well-known fact that antiferromagnetic inter-
actions in the triangular lattice are not described as in Theorem 3.8. We may
consider the normalized antiferromagnetic energy density φ as

φ({uj}j) = u(0,0)u(1,0) + u(1,0)u(1/2,
√

3/2) + u(1/2,
√

3/2)u(0,0) + 1. (5.6)

The corresponding energy is minimized by functions u not taking a constant
value on each unit triangle of the lattice.

In order to check that a parameterization with a finite number of ground
states is not possible, we show that there are infinitely many distinct periodic
ground states. To that end it suffices to exhibit a compact-support perturbation
of a periodic ground state. Indeed, we can choose as a periodic ground state
the one with alternate horizontal lines of +1 and −1, and we remark that we
can exchange the values on those lines on a rhombus as pictured in Fig. 8. By
placing periodically copies of such a rhombus we can construct minimal states
with arbitrary period.

Figure 8: compact-support perturbation of a periodic ground state

Example 5.6 (‘stabilization’ for the triangular lattice for antiferromagnetic in-
teraction). We now show that the addition of a (even small) ferromagnetic or
antiferromagnetic next-to-nearest neighbor interaction to a system of antiferro-
magnetic nearest-neighbor interactions allows to apply Theorem 3.8.

We first consider ferromagnetic next-to-nearest neighbor interaction, choos-
ing

φ({uj}j) = u(0,0)u(1,0) + u(1,0)u(1/2,
√

3/2) + u(1/2,
√

3/2)u(0,0) + 1

+c
(

(u(0,0) − u(0,
√

3))2 + (u(0,0) − u(3/2,−
√

3/2))2

+(u(0,0) − u(−3/2,−
√

3/2))2
)
, (5.7)

the ferromagnetic part selects ground states with u constant on the three tri-
angular sub-lattices with triangles of size length

√
3. As a result, the ground

states are the six non-constant functions which are constant on each of the three
lattices. They form two families of modulated phases with hexagonal symme-
tries, two elements of which are pictured in Fig. 9 (the other ones differing by a
translation).
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Figure 9: hexagonal patterns in the triangular lattice

As in Example 5.4, in order to compute the homogenized energy density it
is convenient to label a ground states v with (v(0,0), v(1,0), v(1/2,

√
3/2)) ∈ Y :=

{±1}3 \ {(1, 1, 1), (−1,−1,−1)}. By decoupling the interactions on the three
‘ferromagnetic’ triangular lattices one obtains

ϕ(y, y′, ν) = c|y − y′|2 ϕhex(ν),

where ϕhex denotes the homogenized energy for the ferromagnetic interactions
on one of the three lattices (see [2]).

An analogous argument holds for antiferromagnetic next-to-nearest neighbor
interaction, for which we can choose

φ({uj}j) = u(0,0)u(1,0) + u(1,0)u(1/2,
√

3/2) + u(1/2,
√

3/2)u(0,0) + 1

+c
(
u(0,0)u(0,

√
3) + u(0,0)u(3/2,−

√
3/2) + u(0,0)u(−3/2,−

√
3/2) + 1

)
.

In this case, the six ground states have a striped pattern and are determined by
their values on two adjacent triangles (see Fig. 10).

Figure 10: striped patterns in the triangular lattice

6 Analysis of inhomogeneous energies

Theorem 3.8 can be applied to treat inhomogeneous energies, when the energy
densities themselves depend on the index i; namely, we have

F (u,Ω) :=
∑

i∈Zn∩Ω

φi({ui+j}j∈Zn), (6.1)

and i 7→ φi : (X)Zn → [0, L] is itself h-periodic, and Fε are defined accordingly
as in (3.1). Using the approach of Section 3.4 such energies can be rewritten
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as homogeneous energies on a coarser lattice. Indeed in the notation of that
section, it suffices to define

φ({û̂}̂) =
1
hn

∑
i∈{1,...,h}n

φi({Ψ(û)i+j}j∈Zn). (6.2)

Under the assumption that (up to addition of a constant in order to normalize
the minimum to 0, if necessary) φ satisfies (H1)–(H3), we can then apply Theo-
rem 3.8. Note that the homogenized energy density ϕ is described by the same
formulas with F as in (6.1).

Remark 6.1 (general lattices). The extension to inhomogeneous interactions
allows to consider also more general non-Bravais lattices, which are not in-
variant under translations by their elements, e.g., the hexagonal lattice, upon
interpreting φi({ui+j}j∈L−i) as defined on the lattice L − i.

6.1 Examples: mixtures of spin interactions

The extension to inhomogeneous energies allows us to consider some homoge-
nization problems for mixtures of ferromagnetic and anti-ferromagnetic interac-
tions.

Example 6.2 (non-frustrated systems). A simple criterion that ensures that
a periodic system of mixtures of ferromagnetic and antiferromagnetic nearest-
neighbor interactions in the square lattice is non-frustrated is that each square
has an even number of ferromagnetic interactions. In this case, if T denotes the
period of the system, the value of u(0,0) determines the whole non-frustrated
u, which is T -periodic if u(T,0) = u(0,T ) = u(0,0), and it is 2T periodic other-
wise. Hence, (H1)–(H3) are satisfied with φi given simply by the sum of the
interactions with one vertex in i (with (uj − u0)2 if the interaction between i
and i + j is ferromagnetic, and (uj + u0)2 if it is antiferromagnetic), K = 2,
h = 2T and M ′ = 2M = 2h. Clearly, a non-frustrated system is equivalent
to a ferromagnetic system up to a suitable change of sign of, e.g., all sites that
take the value −1 at a ground state. Hence, the homogenized energy density is
8‖ν‖1.

A suitable choice of the geometry allows us to exhibit mixtures for which
ground states are non-frustrated. We include three two-dimensional examples,
with different textures for the minimizers.

(1) We consider a nearest-neighbor interaction system with

φi({uj}j) =

{
(u(1,0) + u(0,0))2 + (u(0,1) − u(0,0))2 if i1 is even
(u(1,0) − u(0,0))2 + (u(0,1) − u(0,0))2 if i1 is odd;

i.e., a two-dimensional system with all ferromagnetic vertical interaction, and
alternating columns of antiferromagnetic and ferromagnetic horizontal interac-
tions. The two ground states are then alternating vertical pairs of lines of +1
and −1 spins (see Fig. 11);

(2) We consider a nearest-neighbor interaction system with

φi({uj}j) = (u(1,0) + (−1)i2 u(0,0))2 + (u(0,1) + (−1)i1 u(0,0))2;
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Figure 11: non-frustrated lines

i.e., a two-dimensional system with alternating horizontal and vertical lines of
ferromagnetic and antiferromagnetic interactions. The two ground states are
then uniform states with the opposite value on the lattice 2Z2 (see Fig. 12).

Figure 12: non-frustrated inclusions

3) We consider a nearest-neighbor interaction system with

φi({uj}j) = (u(1,0) + (−1)i1+i2 u(0,0))2 + (u(0,1) + (−1)i1+i2 u(0,0))2;

i.e., a two-dimensional system with a zig-zag pattern of alternated ferromagnetic
and antiferromagnetic interactions. The two ground states are then stripes at
−45 degrees (see Fig. 13).

Figure 13: non-frustrated stripes

Remark 6.3 (systems parameterized by the ‘majority phase’). We may con-
sider a h-periodic system of nearest-neighbor interactions where the antiferro-
magnetic interactions form a periodic set composed of isolated components. If
the distance between such connected components is large enough then ground
state are non-constant only on isolated sets, so that we may take this ‘majority
value’ ±1 as parameterizing the ground states, ensuring a relevant continuum
parameter of ferromagnetic type. The Γ-convergence can be given in terms of
that parameter [14]. Note however that Theorem 3.8 may not directly apply
if we have more than one pattern minimizing the isolated antiferromagnetic
contributions, since in this case (H2) would be violated.
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The observation above suggests that Theorem 3.8 may be extended to the
case when (H2) does not hold, provided we can define an equivalence class among
ground states that can be mixed with zero interfacial energy. The following
example clarifies this observation.

Example 6.4 (equivalent ground states and interfacial microstructure). We
consider the three-periodic two dimensional system with

φi({uj}j) =

{
(u(1,0) + u(0,0))2 + (u(0,1) + u(0,0))2 if i = (0, 0)
(u(1,0) − u(0,0))2 + (u(0,1) − u(0,0))2 otherwise.

Note that the system is frustrated; hence, no function satisfies F (u) = 0. In this
case φ directly defined as in (6.2) does not satisfy the hypotheses of Theorem
3.8 since its pointwise minimization does not correspond to a ground state for
F . We then have to regroup the terms in the sum giving F and renormalize the
energy. We can choose φ defined on functions defined on 3Z2 by

φ({û̂}̂) = 4u(1,0)u(0,0) + 4u(−1,0)u(0,0) − 8

+
1
2

∑
i∈{−1,0,1,2}2

(
(ui+e1 − ui)2 + (ui+e1+e2 − ui+e1)2

+(ui+e2 − ui+e1+e2))2 + (ui − ui+e2)2
)
,

where u = Ψ(û). Minimizing this energy density we obtain two pairs of functions
defined on {−1, 0, 1, 2}2 which have a constant value on all points except at
(0, 0) where they can take equivalently the value +1 or −1. In particular, two
functions with the same constant value on most points give two ‘equivalent’
ground states, with no interfacial energy between them (see Fig. 14).

Figure 14: two equivalent ground states

Note that the optimal microstructure for the interfacial energy is obtained
by maximizing non-frustrated interactions along the interface (see e.g. Fig. 15
for an optimal microstructure for a 45-degree interface).

Example 6.5 (a non-coercive case). We show an example of application of
Theorem 3.8 to a case when (H1) and (H2) are not satisfied. As a consequence,
the resulting Γ-limit is degenerate and non-coercive on partitions of sets of finite
perimeter.
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Figure 15: optimal interfacial microstructure

We consider the inhomogeneous system on Z2 with

φi({uj}j) =



(u(1,0) − u(0,0))2 + (u(1,1) − u(1,0))2

+(u(0,1) − u(1,1))2 + (u(0,0) − u(0,1))2 if i1 = 0 modulo 4
(u(1,0) − u(0,0))2 + (u(1,1) + u(1,0))2

+(u(0,1) − u(1,1))2 + (u(0,0) − u(0,1))2 − 1 if i1 = 1 modulo 4
(u(1,0) + u(0,0))2 + (u(1,1) + u(1,0))2

+(u(0,1) + u(1,1))2 + (u(0,0) + u(0,1))2 if i1 = 2 modulo 4
(u(1,0) + u(0,0))2 + (u(1,1) − u(1,0))2

+(u(0,1) + u(1,1))2 + (u(0,0) + u(0,1))2 − 1 if i1 = 3 modulo 4.

These interactions are four periodic in the horizontal direction, are ferromag-
netic on squares with the left-hand side vertices i with i1 = 0 modulo 4 and
antiferromagnetic on squares with the left-hand side vertices i with i1 = 2 mod-
ulo 4. On the other squares the horizontal interactions are the same as the
vertical interaction on the left edge, so that we have three ferromagnetic in-
teractions and a antiferromagnetic one or the converse, which are normalized
accordingly.

We note that functions with zero energy restricted to four-by-two cells have
one of the four patterns in Fig. 16. Note that each of these functions u can be

Figure 16: minimal patterns

viewed as a pair of a uniform ferromagnetic state and an alternating antiferro-
magnetic state, so that it can be identified, after extension by periodicity, with
the value (u(0,0), u(2,0)) ∈ {1,−1}2.

We can apply Theorem 3.8 using l ∈ {1,−1}2 as parameters, with a slight
abuse of notation. Note that the energy density ϕ is degenerate on vertical
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interfaces; i.e.,
ϕ(l, l′, e1) = 0 for all l, l′ ∈ {1,−1}2

(see Fig. 17 for a vertical interface between (1, 1) and (−1, 1) with zero energy),
while for horizontal interfaces we have

Figure 17: a vertical interface with zero energy

ϕ(l, l′, e1) =
1
2
|l − l′|2.

An example of minimal horizontal interface between (1, 1) and (−1, 1) is given
in Fig. 18. By approximation of an arbitrary interface with interfaces in the

Figure 18: a horizontal minimal interface

coordinate directions we obtain

ϕ(l, l′, ν) =
1
2
|l − l′|2|ν1|.

Note that, since our system does not satisfy (H1) and (H2), the compactness
Theorem 3.7 cannot be applied.

Example 6.6 (some degenerate cases). We show some cases when we cannot
apply Theorem 3.8.

(i) We consider a system as in the Example 6.4 but with a shorter periodicity;
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namely, with φ defined on functions defined on 2Z2 by

φ({û̂}̂) = (u(1,0) + u(0,0))2 + (u(0,1) + u(0,0))2 − 8

+(u(−1,0) − u(0,0))2 + (u(0,−1) − u(0,0))2

+
1
2

(
(u(1,0) − u(1,1))2 + (u(1,1) − u(0,1))2

+(u(0,1) − u(−1,1))2 + (u(−1,1) − u(−1,0))2

+(u(−1,0) − u(−1,−1))2 + (u(−1,−1) − u(0,−1))2

+(u(0,−1) − u(1,−1))2 + (u(1,−1) − u(0,0))2
)
,

where u = Ψ(û). In this case we have non-periodic minimal states, since we can
construct 45-degree interfaces with zero interfacial energy between two uniform
minimal periodic states as those in Fig. 19. Hence, we can construct alternating

Figure 19: uniform minimal states with highlighted frustrated interactions

layers of those two states of arbitrary (non-periodic) thickness (see Fig. 20).
Note that in this example the minimum of φ is negative, even though F ≥ 0.

Figure 20: interface with zero energy

This examples mixes the features of Example 6.4 (equivalent ground states)
and Example 6.5 (degeneracy in one directions).

(ii) (a totally frustrated example). We now give a two-dimensional example
on the square lattice with a behavior similar to antiferromagnetic interactions
on a triangular lattice. In this example the interactions corresponding to the
sides of a unit lattice square are three ferromagnetic interactions and one anti-
ferromagnetic interaction, or the converse. We choose the interactions so that
all squares in a horizontal line are of the same type. Since minimizers have only
one of the four interactions frustrated, interactions are easily normalized. We
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may choose φi as follows:

φi({uj}j) =


(u(1,0) + u(0,0))2 + (u(1,1) − u(1,0))2

+(u(0,1) − u(1,1))2 + (u(0,0) − u(0,1))2 − 4 if i2 is even
(u(1,0) − u(0,0))2 + (u(1,1) + u(1,0))2

+(u(0,1) + u(1,1))2 + (u(0,0) + u(0,1))2 − 4 if i2 is odd

Particular ground states of this energy are the functions v and −v, where vi =
(−1)bi2/2c (double alternate horizontal stripes).

In order to show that the energy is not minimized only on periodic ground
states it suffices to exhibit a function with F (u) = 0 consisting of a compact-
support perturbation of the function v defined above. Such a function u is
described in Fig. 21.

Figure 21: inclusion with no interfacial energy

7 Conclusions

We have provided a characterization of lattice systems with interfacial energies
between modulated phases and textures. The result relies on the possibility of
identifying a finite number of ground states that completely describe locally
the possible patterns. These ground states themselves play the role of the
parameters in the limit description, that hence can be set in a (much) higher-
dimensional space. The overall behavior of the interfaces has been described
by homogenization formulas that account for surface microstructure. We noted
that such microstructure is not a characteristic of the ground states only but
depends on the details of the interactions.

We have shown a number of spin systems which can be described by our re-
sult, but also some frustrated systems for which we have infinitely many periodic
and non-periodic ground states. For some of such systems we can still pinpoint
a finite number of ground states locally characterizing functions with bounded
energy and some weak form of coerciveness holds that may make a (partial)
description using our result still meaningful. Nevertheless, we also exhibited
‘totally frustrated’ systems for which no strong or weak type of interfacial en-
ergy seems to make sense. The problem remains open of distinguishing between
the types of situations not covered by our results.
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