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Abstract. In this paper we introduce, in the Riemannian setting, the notion of conformal Ricci soliton, which includes as particular cases Einstein manifolds, conformal Einstein manifolds and (generic and gradient) Ricci solitons. We provide here some necessary integrability conditions for the existence of these structures that also recover, in the corresponding contexts, those already known in the literature for conformally Einstein manifolds and for gradient Ricci solitons. A crucial tool in our analysis is the construction of some appropriate and highly nontrivial $(0,3)$-tensors related to the geometric structures, that in the special case of gradient Ricci solitons become the celebrated tensor $D$ recently introduced by Cao and Chen. A significant part of our investigation, which has independent interest, is the derivation of a number of commutation rules for covariant derivatives (of functions and tensors) and of transformation laws of some geometric objects under a conformal change of the underlying metric.

1. Introduction

In recent years the pioneering works of R. Hamilton ([18]) and G. Perelman ([30]) towards the solution of the Poincaré conjecture in dimension 3 have produced a flourishing activity in the research of self similar solutions, or solitons, of the Ricci flow. The study of the geometry of solitons, in particular their classification in dimension 3, has been essential in providing a positive answer to the conjecture; however, in higher dimension and in the complete, possibly noncompact case, the understanding of the geometry and the classification of solitons seems to remain a desired goal for a not too proximate future. In the generic case a soliton structure on the Riemannian manifold $(M, g)$ is the choice (if any) of a smooth vector field $X$ on $M$ and a real constant $\lambda$ satisfying the structural requirement

\begin{equation}
\text{Ric} + \frac{1}{2} L_X g = \lambda g,
\end{equation}

where $\text{Ric}$ is the Ricci tensor of the metric $g$ and $L_X g$ is the Lie derivative of this latter in the direction of $X$. In what follows we shall refer to $\lambda$ as to the soliton constant. The soliton is called expanding, steady or shrinking if, respectively, $\lambda < 0$, $\lambda = 0$ or $\lambda > 0$. When $X$ is the gradient of a potential $f \in C^\infty(M)$, the soliton is called a gradient Ricci soliton and the previous equation (1.1) takes the form

\begin{equation}
\text{Ric} + \text{Hess} f = \lambda g.
\end{equation}

Both equations (1.1) and (1.2) can be considered as perturbations of the Einstein equation

\begin{equation}
\text{Ric} = \lambda g
\end{equation}

and reduce to this latter in case $X$ or $\nabla f$ are Killing vector fields. When $X = 0$ or $f$ is constant we call the underlying Einstein manifold a trivial Ricci soliton. The great interest raised by these structures is also shown by the rapidly increasing number of works devoted to their study; for instance, just to cite a
few of them, we mention in particular [19], [29], [16], [28], [36], [3], [27], [31], [9], [6], [12], [32], [10], [11], [8], [5], [25], [13] (and references therein) on Ricci solitons and [20], [2], [33], [34], [24] (and references therein) on Einstein manifolds.

A natural question, which arises for instance in conformal geometry, is to construct conformally Einstein manifolds, i.e. Riemannian manifolds $(M,g)$ for which there exists a pointwise conformal deformation $\tilde{g} = e^{2u}g$, $u \in C^\infty(M)$, such that the new metric $\tilde{g}$ is Einstein. This problem has received a considerable amount of attention by mathematicians and physicists in the last decades: just to mention some old and recent papers we cite the pioneering work of Brinkmann, [4], Yano and Nagano, [35], Gover and Nurowski, [17], Kapadia and Sparling, [21], Derdzinski and Maschler, [15], and references therein. In particular in [17] the authors describe two necessary integrability conditions for the existence of the conformal deformation $\tilde{g}$ realizing the Einstein metric. They are of course related to the system

$$\tilde{\text{Ric}} = \lambda \tilde{g},$$

where tilded quantities refer to the metric $\tilde{g}$, and they are expressed in terms of the Cotton, Weyl and Bach tensors and the gradient of $u$ in the background metric $g$ (see Section 2 for precise definitions); precisely, performing a computation in some sense reminiscent of the classical Cartan’s approach to the treatment of differential systems, Gover and Nurowski show that if $(M,g)$ is a conformally Einstein Riemannian manifold, then the Cotton tensor, the Weyl tensor, the Bach tensor and the exponent $u$ of the stretching factor satisfy the conditions (see also Proposition 6.4)

$$C_{ijk} - (m-2)u_t W_{tijk} = 0,$$

$$B_{ij} - (m-4)u_t u_k W_{itjk} = 0.$$

On the other hand, Cao and Chen in [7] and [8] study the geometry of Bach flat gradient solitons, introducing a $(0,3)$-tensor $D$ related to the geometry of the level surfaces of the potential $f$ that generates the soliton structure. The vanishing of $D$, obtained via the vanishing of the Bach tensor, is a crucial ingredient in their classification of a wide family of complete gradient Ricci solitons; in particular in their proof they show that every gradient Ricci soliton satisfies the two conditions

$$C_{ijk} + f_t W_{tijk} = D_{ijk},$$

$$B_{ij} = \frac{1}{m-2} \left[ D_{ijk,k} + \left( \frac{m-3}{m-2} \right) f_t C_{jit} \right].$$

The above equations must be intended as integrability conditions for solitons, in the same way as (1.5) and (1.6) are related to conformally Einstein manifolds. We observe that the aforementioned classification result has been recently generalized by the present authors in [14] to a new general structure (which includes Ricci solitons, Yamabe solitons, quasi-Einstein manifolds and almost Ricci solitons), called (gradient) Einstein-type manifold, for which the corresponding integrability conditions have also been computed.

In the present work we introduce for the first time the counterpart of the tensor $D$ in the case of generic Ricci solitons: we call it $D^X$ and we show that in this setting the integrability conditions take the form

$$C_{ijk} + X_t W_{tijk} = D^X_{ijk},$$

$$B_{ij} = \frac{1}{m-2} \left( D^X_{ijk,k} + \frac{m-3}{m-2} X_t C_{jit} + \frac{1}{2}(X_{tk} - X_{kt}) W_{itjk} \right)$$

(see Theorem 8.2). We explicitly note that, if $X = \nabla f$ for some $f \in C^\infty(M)$, then $D^X \equiv D$ and the two previous equations become, as one should expect, (1.7) and (1.8) respectively.

Since Einstein metrics are trivial solitons, it is now natural to study conformal Ricci solitons, i.e. to search for pointwise conformal transformations of the metric as above, such that the manifold $(M, \tilde{g})$ is
a gradient Ricci soliton, that is for some $f \in C^\infty(M)$ and $\lambda \in \mathbb{R}$ we have the structural relation
\begin{equation}
\label{eq:gradient_soliton}
Ric + \text{Hess}(f) = \lambda \tilde{g}.
\end{equation}

One of the main aims of the paper is to produce integrability conditions corresponding to these structures; in their study we introduce here for the first time a natural $(0,3)$-tensor, which we denote by $D^{(u,f)}$ (see (7.8)) and which allows to interpret the corresponding integrability conditions as interpolations between those associated to conformally Einstein manifolds (1.5) and (1.6), and those related to gradient Ricci solitons (1.7) and (1.8). Moreover, $D^{(u,f)}$ vanishes identically in the case of a conformally Einstein manifold, while it reduces to the tensor $D$ on a gradient Ricci soliton. More precisely, in Section 7 we obtain two integrability conditions for (1.11) (see Theorems 7.6 and 7.10), which tell us that if $(M,g)$ is a conformal gradient Ricci soliton then
\begin{equation}
\label{eq:gradient_soliton_1}
C_{ijk} - [(m - 2)u_t - f_t]W_{tijk} = D^{(u,f)}_{ijk}
\end{equation}
and
\begin{equation}
\label{eq:gradient_soliton_2}
B_{ij} = \frac{1}{m - 2} \left(D^{(u,f)}_{ijk,k} - \left(\frac{m - 3}{m - 2}\right) [(m - 2)u_t - f_t]C_{jit} + [f_t u_k + f_k u_t - (m - 2)u_t u_k]W_{tijk}\right).
\end{equation}
In Section 9 we further extend our results to the very general case of a conformal generic Ricci soliton, that is a Riemannian manifold $(M,g)$ such that, for a conformal change of the metric $\tilde{g} = e^{2u}g$ with $u \in C^\infty(M)$, there exist a smooth vector field $X$, not necessarily a gradient, and a constant $\lambda$ such that
\[\tilde{\text{Ric}} + \frac{1}{2} \mathcal{L}_X \tilde{g} = \lambda \tilde{g}.
\] In this case the integrability conditions that we produce (see Theorems 9.6 and 9.8) involve the construction of the appropriate generalization of both the tensors $D^X$ and $D^{(u,f)}$, that we call $D^{(u,X)}$ and which reduces to the previous ones in the corresponding cases. As one can expect, these new conditions capture all those appearing in the aforementioned settings.

As it will become apparent to the reader, the analysis carried out in this paper is very heavy from the computational point of view; in order to ease the comprehension and also to provide help for future investigations, another aim of this paper is to present, in an organized way, a number of useful formulas ranging from transformation laws for certain tensors to commutation rules for covariant derivatives that, to the best of our knowledge, are either difficult to find or not even present in the literature. In performing our calculations we exploit the moving frame formalism, that turns out to be particularly appropriate for very long and involved computations like those appearing in our work.

The paper is organized as follows. In Section 2 we recall the relevant definitions and notation; in Section 3 we compute the transformations laws of the previously introduced geometric objects under a conformal change of the underlying metric, while in Section 4 we provide (and prove, in some particular cases) a number of useful commutation rules of covariant derivatives of functions, vector fields and geometric tensors. Sections 5 and 6 are brief reviews of results related to Ricci solitons and conformally Einstein manifolds, respectively. In Section 7 we study conformal gradient Ricci solitons, introducing the tensor $D^{(u,f)}$ and the related integrability conditions. The subsequent Sections 8 and 9 are devoted to the analysis of generic Ricci solitons and their conformal counterparts, involving the tensors $D^X$ and $D^{(u,X)}$. In Section 10 we come back to the case of gradient Ricci solitons and we deduce the third and fourth integrability conditions. We end the paper with a final section in which we describe some interesting open problems, which - we hope - will inspire further investigations in these challenging but stimulating lines of research.

2. Definitions and notation

We begin by introducing some classical notions and objects we will be dealing with in the sequel (see also [26] and [14]).
To perform computations, we use the moving frame notation with respect to a local orthonormal coframe. Thus we fix the index range \(1 \leq i, j, \ldots \leq m\) and recall that the Einstein summation convention will be in force throughout.

We denote by \(R\) the Riemann curvature tensor (of type \((1,3)\)) associated to the metric \(g\), and by \(\text{Ric}\) and \(S\) the corresponding Ricci tensor and scalar curvature, respectively. The \((0,4)\)-versions of the Riemann curvature tensor and of the Weyl tensor \(W\) are related in the following way:

\[
R_{ijkt} = W_{ijkt} + \frac{1}{m-2} \left( R_{ik} \delta_{jt} - R_{it} \delta_{jk} + R_{jt} \delta_{ik} - R_{jk} \delta_{it} \right) - \frac{S}{(m-1)(m-2)} \left( \delta_{ik} \delta_{jt} - \delta_{it} \delta_{jk} \right)
\]

and they satisfy the symmetry relations:

\[
R_{ijkt} = -R_{jikt} = -R_{ijtk} = R_{ktij};
\]

\[
W_{ijkt} = -W_{jikt} = -W_{ijtk} = W_{ktij}.
\]

A simple checking shows that the Weyl tensor is also totally trace-free and that it vanishes if \(m = 3\).

According to the above the (components of the) Ricci tensor and the scalar curvature are given by

\[
R_{ij} = R_{itjt} = R_{titj}
\]

and

\[
S = R_{tt}.
\]

The Schouten tensor \(A\) is defined as

\[
A = \text{Ric} - \frac{S}{2(m-1)} g
\]

so that its trace is

\[
\text{tr}(A) = A_{tt} = \frac{(m-2)}{2(m-1)} S.
\]

In terms of the Schouten tensor the decomposition of the Riemann curvature tensor reads as

\[
R = W + \frac{1}{m-2} A \otimes g,
\]

where \(\otimes\) is the Kulkarni-Nomizu product; in components,

\[
R_{ijkt} = W_{ijkt} + \frac{1}{m-2} \left( A_{ik} \delta_{jt} - A_{it} \delta_{jk} + A_{jt} \delta_{ik} - A_{jk} \delta_{it} \right).
\]

We note that \(W\) (more precisely, its \((1,3)\)-version) is a conformal invariant (see e.g. [26]), hence the above decomposition shows that the Schouten tensor is crucial in the study of conformal transformations.

The Cotton tensor \(C\) can be introduced as the obstruction for the Schouten tensor to be Codazzi, that is,

\[
C_{ijk} = A_{ij,k} - A_{ik,j} = R_{ij,k} - R_{ik,j} - \frac{1}{2(m-1)} (S_{ik} \delta_{ij} - S_{ij} \delta_{ik}).
\]

We recall that, for \(m \geq 4\), the Cotton tensor can also be defined as one of the possible divergences of the Weyl tensor:

\[
C_{ijk} = \left( \frac{m-2}{m-3} \right) W_{ikj,t} - \left( \frac{m-2}{m-3} \right) W_{ijk,t}.
\]

A computation shows that the two definitions coincide (see again [26]). The Cotton tensor enjoys skew-symmetry in the second and third indices (i.e. \(C_{ijk} = -C_{ikj}\)) and furthermore is totally trace-free (i.e. \(C_{iik} = C_{iki} = C_{kii} = 0\)).
In what follows a relevant role will be played by the \textit{Bach tensor}, first introduced in general relativity by Bach, \cite{1}. Its componentwise definition is

\begin{equation}
B_{ij} = \frac{1}{m-3} W_{ikjl,tl} + \frac{1}{m-2} R_{kl} W_{ijkl} = \frac{1}{m-2} (C_{ijk,k} + R_{kl} W_{ikjl}).
\end{equation}

A computation using the commutation rules for the second covariant derivative of the Weyl tensor or of the Schouten tensor (see the next section for both) shows that the Bach tensor is symmetric (i.e. $B_{ij} = B_{ji}$); it is also evidently trace-free (i.e. $B_{ii} = 0$). As a consequence we observe that we can write

$B_{ij} = \frac{1}{m-2} (C_{ijk,k} + R_{kl} W_{ikjl}).$

It is worth reporting here the following interesting formula for the divergence of the Bach tensor (see e.g. \cite{8} for its proof)

\begin{equation}
B_{ij,j} = \frac{m-4}{(m-2)^2} R_{kt} C_{kti}.
\end{equation}

We also recall the definition of the \textit{Einstein tensor}, which in components is given by

\begin{equation}
E_{ij} = R_{ij} - \frac{S}{2} \delta_{ij}.
\end{equation}

One of the main objects of our investigation are \textit{Ricci solitons}, which are defined through equation \eqref{1.1}; we explicitly note that in components this latter becomes

\begin{equation}
R_{ij} + \frac{1}{2} (X_{ij} + X_{ji}) = \lambda \delta_{ij}, \quad \lambda \in \mathbb{R}
\end{equation}

and, in the gradient case,

\begin{equation}
R_{ij} + f_{ij} = \lambda \delta_{ij}, \quad \lambda \in \mathbb{R}.
\end{equation}

The tensor $D$, introduced by Cao and Chen in \cite{6}, turns out to be a fundamental tool in the study of the geometry of gradient Ricci solitons and, more in general, of gradient Einstein-type manifolds, as observed in \cite{14}; in components it is defined as

\begin{equation}
D_{ijk} = \frac{1}{m-2} (f_k R_{ij} - f_j R_{ik}) + \frac{1}{(m-1)(m-2)} f_t (R_{tk \delta_{ij}} - R_{ij \delta_{tk}}) - \frac{S}{(m-1)(m-2)} (f_k \delta_{ij} - f_j \delta_{ik}).
\end{equation}

The $D$ tensor is skew-symmetric in the second and third indices (i.e. $D_{ijk} = -D_{ikj}$) and totally trace-free (i.e. $D_{iik} = D_{kii} = 0$). Note that our convention for the tensor $D$ differs from that in \cite{8}. A simple computation, using the definitions of the tensors involved, equation \eqref{2.16} and the fact that, for gradient Ricci solitons, the fundamental identity

$S_i = 2 f_t R_{ti}$

holds (see Section 4), shows that the tensor $D$ can be written in four equivalent ways:

\begin{equation}
D_{ijk} = \frac{1}{m-2} (f_k R_{ij} - f_j R_{ik}) + \frac{1}{(m-1)(m-2)} f_t (R_{tk \delta_{ij}} - R_{ij \delta_{tk}}) - \frac{S}{(m-1)(m-2)} (f_k \delta_{ij} - f_j \delta_{ik})
= \frac{1}{m-2} (f_k R_{ij} - f_j R_{ik}) + \frac{1}{2(m-1)(m-2)} (S_k \delta_{ij} - S_j \delta_{ik}) - \frac{S}{(m-1)(m-2)} (f_k \delta_{ij} - f_j \delta_{ik})
= \frac{1}{m-2} (f_k A_{ij} - f_j A_{ik}) + \frac{1}{(m-1)(m-2)} f_t (E_{tk \delta_{ij}} - E_{ij \delta_{tk}})
= \frac{1}{m-2} (f_k f_{ik} - f_k f_{ij}) + \frac{1}{(m-1)(m-2)} f_t (f_{tk \delta_{ij}} - f_{tk \delta_{ij}}) - \frac{\Delta f}{(m-1)(m-2)} (f_k \delta_{ik} - f_k \delta_{ij}).
\end{equation}
3. Transformation laws under a conformal change of the metric

Let \((M, g)\) be a Riemannian manifold of dimension \(m \geq 3\). The moving frame formalism is extremely useful in the calculation of the transformation laws of geometric tensors under a conformal change of the metric and in the derivation of commutation rules, as we shall see in the next section. For the sake of completeness (see [26] for details) we recall that, having fixed a (local) orthonormal coframe \(\{\theta^i\}\), \(i = 1, \ldots, m\) with dual frame \(\{e_i\}\), \(i = 1, \ldots, m\), the corresponding Levi-Civita connection forms \(\{\theta^i_j\}\), \(i, j = 1, \ldots, m\) are the unique 1-forms satisfying

\[
d\theta^i = -\theta^i_j \wedge \theta^j \quad \text{(first structure equations),}
\]

\[
\theta^i_j + \theta^j_i = 0.
\]

The curvature forms \(\{\Theta^i_j\}\), \(i, j = 1, \ldots, m\), associated to the coframe are the 2-forms defined through the second structure equations

\[
d\theta^i_j = -\theta^i_k \wedge \theta^k_j + \Theta^i_j,
\]

They are skew-symmetric (i.e. \(\Theta^i_j + \Theta^j_i = 0\)) and they can be written as

\[
\Theta^i_j = \frac{1}{2} R^i_{jkt} \theta^k \wedge \theta^t = \sum_{k < t} R^i_{jkt} \theta^k \wedge \theta^t,
\]

where \(R^i_{jkt}\) are precisely the coefficients of the ((1,3)-version of the) Riemann curvature tensor.

The covariant derivative of a vector field \(X \in \mathfrak{X}(M)\) is defined as

\[
\nabla X = (dX^i + X^j \theta^i_j) \otimes e_i = X^i_k \theta^k \otimes e_i,
\]

while the covariant derivative of a 1-form \(\omega\) is defined as

\[
\nabla \omega = (d\omega_i - w_j \theta^i_j) \otimes \theta^i = \omega_{ik} \theta^k \otimes \theta^i.
\]

The divergence of the vector field \(X \in \mathfrak{X}(M)\) is the trace of \(\nabla X\), that is,

\[
\text{div} \ X = \text{tr} (\nabla X) = g(\nabla e_i, X, e_i) = X^i_i.
\]

For a function \(f \in C^\infty(M)\) we can write

\[
df = f_i \theta^i,
\]

for some smooth coefficients \(f_i \in C^\infty(M)\). The Hessian of \(f\), Hess\((f)\), is the \((0, 2)\)-tensor defined as

\[
\text{Hess}(f) = \nabla df = f_{ij} \theta^i \otimes \theta^j,
\]

with

\[
f_{ij} \theta^j = df_i - f_i \theta^j_i
\]

and

\[
f_{ij} = f_{ji}
\]

(see also next section). The Laplacian of \(f\) is the trace of the Hessian, that is

\[
\Delta f = \text{tr} (\text{Hess}(f)) = f_{ii}.
\]

Now we are ready to recall (and prove, in some cases) the transformation laws that will be useful in our computations.

We consider the conformal change of the metric (written in “exponential form”)

\[
\tilde{g} = e^{2u} g, \quad u \in C^\infty(M);
\]

\(e^u\) is called the stretching factor of the conformal change. We use the superscript \(~\) to denote quantities related to the metric \(~\).
It is obvious that in the new metric $\tilde{g}$ the 1-forms
\begin{equation}
\tilde{\theta}^i = e^u \theta^i, \quad i = 1, \ldots, m,
\end{equation}
give a local orthonormal coframe. It is easy to deduce that, if $du = u_t \theta^i$, the 1-forms
\begin{equation}
\tilde{\theta}_j^i = \theta_j^i + u_j \theta^i - u_i \theta^j
\end{equation}
are skew-symmetric and satisfy the first structure equation. Hence, they are the connection forms relative to the coframe defined in (3.10). A straightforward computation using the structure equations and (3.8)
shows that the curvature forms relative to the coframe (3.10) are
\begin{equation}
\tilde{\Theta}_j^i = \Theta_j^i + \left[ (u_{jk} - u_j u_k) \delta_i^j - (u_{ik} - u_i u_k) \delta_j^i - |\nabla u|^2 \delta_i^j \delta_j^i \right] \theta_k \wedge \theta^i.
\end{equation}
Equation (3.12) is the starting point for the next transformation laws that we list without further comments.

- **Riemann curvature tensor:**
\begin{equation}
e^{2u} \tilde{R}_{ijkl} = R_{ijkl} + (u_{jk} - u_j u_k) \delta_{il} - (u_{ij} - u_i u_j) \delta_{lk} - (u_{ik} - u_i u_k) \delta_{lj} + (u_{il} - u_i u_l) \delta_{jk} - |\nabla u|^2 (\delta_{ik} \delta_{lj} - \delta_{ij} \delta_{lk}).
\end{equation}

**Proof.** The previous equation follows easily skew-symmetrizing the coefficients of the wedge products on the right hand side of (3.12), and recalling equation (3.4).

- **Ricci tensor:**
\begin{equation}
\tilde{\text{Ric}} = \text{Ric} - (m - 2) \text{Hess} (u) + (m - 2) du \otimes du - \Delta u g - (m - 2) |\nabla u|^2 g,
\end{equation}
that, in components, reads as
\begin{equation}
e^{2u} \tilde{R}_{ij} = R_{ij} - (m - 2) u_{ij} + (m - 2) u_i u_j - \Delta u \delta_{ij} - (m - 2) |\nabla u|^2 \delta_{ij}.
\end{equation}

**Proof.** The definition of covariant derivative implies that
\begin{equation}
e^{3u} \tilde{R}_{i,j,k} \theta^k = dR_{ij} - R_{ij} \theta^k - R_{il} \theta^l.
\end{equation}
Now equation (3.17) follows from (3.18), from the fact that
\begin{equation}
e^{3u} \tilde{R}_{i,j,k} \theta^k = d(e^{2u} \tilde{R}_{ij}) - (e^{2u} \tilde{R}_{ij}) \theta^k - (e^{2u} \tilde{R}_{il}) \theta^l = \tilde{R}_{ij} d(e^{2u})
\end{equation}
and from (3.15).
Second Covariant derivative of the Ricci tensor:

\begin{equation}
(3.19) \quad e^{\alpha u} \tilde{R}_{ij,kt} = R_{ij,kt} - (m - 2)u_{ijkl} + u_{skkt} \delta_{ij} + 3(u_{ituassk} + u_{k}u_{sakt}) \delta_{ij} - g(\nabla u, \nabla \Delta u) \delta_{ij} \delta_{kt} + 2 \Delta u (u_{ij} - 4u_{u}, u_{jt} + |\nabla u|^2 \delta_{kl}) \delta_{ij} \\
+ u_{it} R_{it, kl} + u_{kt} R_{kl, t} + u_{ti} R_{kl, t} + u_{ti} R_{kl, t} + u_{ti} R_{kl, t} + R_{it} u_{lt} \delta_{jk} + R_{it} u_{lt} \delta_{jk} \\
- (u_{it} R_{ij, kl} + u_{jt} R_{kl, t} + u_{it} R_{kl, t} + 3u_{tk} R_{ij, t} + 3u_{tk} R_{ij, t}) \\
- (u_{it} R_{ij, kl} + u_{jt} R_{kl, t} + 2u_{kt} R_{ij, t}) \\
+ (m - 2)(2u_{ijkl} + u_{ijkl} + u_{ijkl} + u_{ijkl}) \\
- (m - 2)(2u_{ijkl} + u_{ijkl} + u_{ijkl} + u_{ijkl}) \\
- (R_{it} u_{ij} \delta_{jk} + R_{it} u_{ij} \delta_{jk} + 3R_{it} u_{ij} \delta_{jk} + 3R_{it} u_{ij} \delta_{jk} + \text{Ric} (\nabla u, \nabla u) (\delta_{jk} \delta_{ij} + \delta_{jk} \delta_{ij}) \\
- 4u_{it} R_{ij, kl} + u_{it} R_{kl, t} + 2u_{it} R_{kl, t} + 3u_{it} R_{kl, t} + 3u_{it} R_{kl, t} \\
- 8(m - 2)(u_{it} u_{ik} + u_{it} u_{ik} + u_{it} u_{ik} + u_{it} u_{ik} + u_{it} u_{ik}) \\
- (m - 2)(u_{it} u_{ij} \delta_{ij} + u_{it} u_{ij} \delta_{ij} - |\nabla u|^2 (R_{ij} \delta_{kl} + R_{ij} \delta_{kl} + 2R_{ij} \delta_{kl}) \\
- (u_{it} R_{ij} \delta_{kl} + u_{it} R_{ij} \delta_{kl} + u_{it} R_{ij} \delta_{kl} + u_{it} R_{ij} \delta_{kl} + u_{it} R_{ij} \delta_{kl} + 2u_{it} R_{ij} \delta_{kl} \\
+ (m - 2)(u_{it} u_{ij} \delta_{ij} + u_{it} u_{ij} \delta_{ij} + 2u_{it} u_{ij} \delta_{ij} + 2u_{it} u_{ij} \delta_{ij}) \\
- (m - 2) \text{Hess} (u) (\nabla u, \nabla u) (\delta_{kl} \delta_{ij} + \delta_{kl} \delta_{ij} + 2\delta_{ij} \delta_{kl}) \\
+ 24(m - 2) u_{it} u_{ik} u_{jt} \\
- 4(m - 2) |\nabla u|^2 (u_{it} u_{ij} \delta_{ij} + u_{it} u_{ij} \delta_{ij} + u_{it} \delta_{ij} + u_{it} \delta_{ij} + u_{it} \delta_{ij} + 2u_{it} \delta_{ij}) \\
+ (m - 2) |\nabla u|^2 (\delta_{ijkl} \delta_{ij} + \delta_{ij} \delta_{kl} + 2\delta_{ij} \delta_{kl}).
\end{equation}

The proof of (3.19) is just a really long computation, similar to the one performed to obtain equation (3.17).

**Differential of the scalar curvature:**

\begin{equation}
(3.20) \quad e^{3u} \tilde{S}_k = S_k - 2(m - 1) u_{ttk} - 2(m - 1)(m - 2) u_{ttk} - 2 \left[ S - 2(m - 1) \Delta u - (m - 1)(m - 2)|\nabla u|^2 \right] u_k.
\end{equation}

*Proof.* It follows from the fact that \( e^{3u} \tilde{S}_k \theta_k = e^{2u} dS = d \left( e^{2u} \tilde{S}_k \right) \) and from (3.16). \( \square \)

**Hessian of the scalar curvature:**

\begin{equation}
(3.21) \quad e^{4u} \tilde{S}_{kk} = S_{kk} - 2(m - 1) u_{sskt} - 2(m - 1)(m - 2) u_{sskt} - 2(m - 1)(m - 2) u_{sskt} + 6(m - 1)(m - 2) u_{sskt} + 6(m - 1)(m - 2) u_{sskt} \\
+ (m - 1)(m - 2)(u_{kk} u_{ss} + u_{kk} u_{ss}) - 3(S_{kk} + S_{kk}) \\
- 2 \left( S - 2(m - 1) \Delta u - (m - 1)(m - 2)|\nabla u|^2 \right) u_{kk} - 4u_{kk} u_{kk} + |\nabla u|^2 \delta_{kk} \\
+ |g(\nabla S, \nabla u) - 2(m - 1)g(\nabla u, \nabla \Delta u) - 2(m - 1)(m - 2) \text{Hess} (u) (\nabla u, \nabla u) \delta_{kk}.
\end{equation}

*Proof.* Equation (3.21) follows from the fact that \( e^{4u} \tilde{S}_{kk} \theta_k = d \left( e^{3u} \tilde{S}_k \right) - \tilde{S}_k d(e^{3u}) - e^{3u} \tilde{S}_k \theta_k \) and from (3.16) and (3.20). Alternatively, (3.21) can be obtained tracing (3.19) with respect to \( i \) and \( j \). \( \square \)

Tracing (3.21) and using (4.9) (see next Section) we deduce
\begin{itemize}
  \item Laplacian of the scalar curvature:
  \begin{align}
  e^{4u} \Delta \tilde{S} &= \Delta S - 2(m - 1)\Delta^2 u - 2(m - 1)(m - 2)|\text{Hess}(u)|^2 \\
  &- 2(m - 1)(m - 2) \text{Ric}(\nabla u, \nabla u) - 4(m - 1)(m - 4)g(\nabla u, \nabla \Delta u) \\
  &- 2(m - 1)(m - 2)(m - 6)\text{Hess}(u)(\nabla u, \nabla u) + (m - 6)g(\nabla S, \nabla u) - 2\Delta \Delta u + 4(m - 1)(\Delta u)^2 \\
  &+ 2(m - 1)(3m - 10)|\nabla u|^2 \Delta u + 2(m - 1)(m - 2)(m - 4)|\nabla u|^4 - 2(m - 4)S|\nabla u|^2.
  \end{align}

  \item the Hessian of a function \( f \in C^\infty(M) \):
  \begin{align}
  \text{Hess}(f) &= \text{Hess}(f) - (df \otimes du + du \otimes df) + g(\nabla f, \nabla u)g,
  \end{align}
  which in components reads as
  \begin{align}
  e^{2u} \tilde{f}_{ij} = f_{ij} - (f_i u_j + f_j u_i) + (f_{ij} u_t) \delta_{ij}.
  \end{align}
  \textbf{Proof.} From \( du = u_i \theta^i \) \( \tilde{u}_i = e^{-u} u_i \). Now (3.24) follows from a straightforward computation using (3.25), (3.8) and (3.11).

  \item the Laplacian of a function \( f \in C^\infty(M) \):
  \begin{align}
  e^{2u} \tilde{\Delta} f &= \Delta f + (m - 2)g(\nabla f, \nabla u) = f_{tt} + (m - 2)f_t u_t.
  \end{align}

  \item the third derivative of a function \( f \in C^\infty(M) \):
  \begin{align}
  e^{3u} \tilde{f}_{ijk} &= f_{ijk} - 2(f_{ij} u_k + f_{ik} u_j + f_{jk} u_i) - (f_i u_{jk} + f_j u_{ik}) + 3(f_{ij} u_i + f_j u_i) u_k + 2u_i u_j f_k \\
  &\quad + u_t(f_{ik} \delta_{ij} + f_{ij} \delta_{ik} + f_{ij} \delta_{jk}) + f_{ij} u_i k \delta_{ij} - (f_{ij} u_i)(u_i \delta_{jk} + u_j \delta_{ik} + 2u_k \delta_{ij}) - |\nabla u|^2 (f_i \delta_{jk} + f_j \delta_{ik});
  \end{align}
  in particular,
  \begin{align}
  e^{3u} \tilde{f}_{ttk} &= f_{ttk} - 2\Delta f u_k + (m - 2)[f_{tti} u_k + u_t f_{tk} - 2(f_{ti} u_i) u_k].
  \end{align}
  \textbf{Proof.} By definition of covariant derivative we have \( \tilde{f}_{ijk} \theta^k = d\tilde{f}_{ij} - \tilde{f}_{ij} \theta^i - \tilde{f}_{it} \theta^j \),
  which can be written as
  \begin{align}
  e^{3u} \tilde{f}_{ijk} \theta^k &= e^{2u} d\tilde{f}_{ij} - e^{2u} \tilde{f}_{ij} \theta^i - e^{2u} \tilde{f}_{it} \theta^j = d(e^{2u} \tilde{f}_{ij}) - \tilde{f}_{ij} d(e^{2u}) - e^{2u} \tilde{f}_{ij} \theta^i - e^{2u} \tilde{f}_{it} \theta^j.
  \end{align}
  Now equation (3.27) follows using (3.24), (3.11) and simplifying.

  \item Schouten tensor:
  \begin{align}
  \tilde{A} &= A - (m - 2)\text{Hess}(u) + (m - 2)du \otimes du - \left(\frac{m - 2}{2}\right)|\nabla u|^2 g,
  \end{align}
  which in components reads as
  \begin{align}
  e^{2u} \tilde{A}_{ij} &= A_{ij} - (m - 2)u_{ij} + (m - 2)u_i u_j - \left(\frac{m - 2}{2}\right)|\nabla u|^2 \delta_{ij}.
  \end{align}
  The proof of (3.29) follows easily from the definition of the Schouten tensor and from (3.14) and (3.16).
\end{itemize}
\begin{itemize}
  \item Covariant derivative of the Schouten tensor:
  \begin{equation}
  e^{3u} \tilde{A}_{ij,k} = A_{ij,k} - (m - 2)u_{ij,k} + u_{it}A_{it,j} + u_{t}A_{ij,k} - (u_{i}A_{jk} + u_{j}A_{ik} + 2u_{k}A_{ij})
  \end{equation}
  + 2(m - 2)(u_{ij}u_{jk} + u_{ij}u_{ik} + u_{k}u_{ij}) - (m - 2)(u_{ij}u_{ik} - u_{ij}u_{ik} + u_{t}u_{i}u_{j} + u_{t}u_{i}u_{j})
  - 4(m - 2)u_{ij}u_{t}u_{k} + (m - 2)\|\nabla u\|^2(u_{ij}u_{k} + u_{j}u_{i}u_{k} + u_{k}u_{i}u_{j}).
  \end{itemize}

\textbf{Proof.} The definition of covariant derivative implies that

\begin{equation}
A_{ij,k} \delta^k = dA_{ij} - A_{ij} \delta^l - A_{il} \delta^j.
\end{equation}

Now equation (3.31) follows from (3.32), from the fact that

\begin{equation}
\begin{split}
  e^{3u} \tilde{A}_{ij,k} \theta^k &= d(e^{2u} \tilde{A}_{ij}) - \left( e^{2u} \tilde{A}_{ij} \right) \theta^l - \left( e^{2u} \tilde{A}_{il} \right) \theta^j
  \end{split}
\end{equation}

and from (3.30). \hfill \Box

\begin{itemize}
  \item Second Covariant derivative of the Schouten tensor:
  \begin{equation}
  e^{4u} \tilde{A}_{ij,kl} = A_{ij,kl} - (m - 2)u_{ij,kl}
  \end{equation}
  + u_{it}A_{it,kl} + u_{i}A_{it,kl} + u_{it}A_{ij,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{k}A_{ij,kl} + u_{k}A_{ij,kl} + u_{i}A_{it,kl}
  - u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl}
  + (m - 2)(u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl})
  + (m - 2)(u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl})
  - (m - 2)(u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl})
  - (m - 2)(u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl} + u_{i}A_{it,kl})
  + (m - 2)(2u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  - (m - 2)(2u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  - (m - 2)(u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  + (m - 2)(u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  + (m - 2)(u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  - (m - 2)(u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  + (m - 2)(u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  - (m - 2)(u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl} + u_{ij}u_{kl})
  \end{equation}

The proof of (3.33) is just a really long computation, similar to the one performed to obtain equation (3.32).

\begin{remark}
3.1. Equations (3.31) and (3.33) can be also obtained from the corresponding relations for the Ricci tensor, with the aid of (3.16), (3.20) and (3.21).
\end{remark}

\begin{itemize}
  \item Weyl tensor \((1,3)\)-version:
  \begin{equation}
  e^{2u} \tilde{W}_{jkt} = W_{jkt}
  \end{equation}
  For the proof of (3.34) we refer to [26], Chapter 2.
\end{itemize}
• Cotton tensor:

\[(3.35) \quad e^{3u} \tilde{C}_{ijk} = C_{ijk} - (m - 2)u_t W_{ijkt}.\]

**Proof.** From the definition of the Cotton tensor and from (3.32) we have
\[e^{3u} \tilde{C}_{ijk} = e^{3u} \tilde{A}_{ijk} - e^{3u} \tilde{A}_{ikj} = A_{ijk} - A_{ikj} - (m - 2)(u_{ijk} - u_{ikj}) + u_t(A_{ij} \delta_{ik} - A_{ik} \delta_{ij}) + u_j A_{ik} - u_k A_{ij}.\]
Equation (3.35) now follows using (4.5) (see next section) and simplifying.

\[\square\]

• Bach tensor:

\[(3.36) \quad e^{4u} \tilde{B}_{ij} = B_{ij} + (m - 4) \left[u_t u_k W_{tijk} + \frac{1}{m - 2} (C_{ij} + C_{ji}) u_t \right].\]

**Proof.** (sketch) From the definition of the Bach tensor we have
\[e^{4u} \tilde{B}_{ij} = \frac{e^{4u}}{m - 2} \left[ \tilde{C}_{ij,t} + \tilde{R}_{kt} \tilde{W}_{ikj} \right] = \frac{1}{m - 2} \left[ e^{4u} \left( \tilde{A}_{ij,t} - \tilde{A}_{tij} \right) + e^{4u} \tilde{R}_{kt} \tilde{W}_{ikj} \right].\]
The second term on the right hand side is easily computed using (3.15) and (3.34):
\[e^{4u} \tilde{R}_{kt} \tilde{W}_{ikj} = R_{kt} W_{ikj} - (m - 2)u_{kt} W_{ikj} + (m - 2)u_k u_t W_{ikj}.\]
As far as the first term is concerned, we trace (3.33) with respect to the third and fourth indices and then with respect to the second and the fourth, then we simplify with a lot of patience. Summing up we finally obtain (3.36).

\[\square\]

Using the previous relations (in particular equations (3.24), (3.15), (3.17), (3.20)) and the fact that \(e^3 f_t = f_t\), we can prove, with a really long but straightforward calculation, the tranformation laws for \(D\) and \(\nabla D\).

• **D tensor:** If \((M, \tilde{g}, f, \lambda)\) is a soliton structure, then

\[(3.37) \quad e^{3u} \tilde{D}_{ij} = \frac{1}{m - 2} \left(f_k R_{ij} - f_j R_{ik} \right) + \frac{1}{(m - 1)(m - 2)} f_t (R_{tk} \delta_{ij} - R_{ij} \delta_{ik}) - \frac{S}{(m - 1)(m - 2)} \left(f_k \delta_{ij} - f_j \delta_{ik} \right) + u_t (f_k u_j - f_j u_k) + f_j u_{ik} - f_k u_{ij} + \frac{1}{m - 1} \left[ \Delta u (f_k \delta_{ij} - f_j \delta_{ik}) + f_t (u_{ij} \delta_{ik} - u_{ik} \delta_{ij}) + (f_t u_t) (u_k \delta_{ij} - u_j \delta_{ik}) - |\nabla u|^2 (f_k \delta_{ij} - f_j \delta_{ik}) \right].\]

Viceversa, if \((M, g, f, \lambda)\) is a soliton structure, then we have

\[(3.38) \quad e^{3u} \left\{ \frac{1}{m - 2} \left( f_t \tilde{R}_{ij} - f_j \tilde{R}_{ik} \right) + \frac{1}{(m - 1)(m - 2)} f_t (\tilde{R}_{tk} \tilde{\delta}_{ij} - \tilde{R}_{ij} \tilde{\delta}_{ik}) - \frac{S}{(m - 1)(m - 2)} \left( f_k \tilde{\delta}_{ij} - f_j \tilde{\delta}_{ik} \right) \right\} = D_{ij} + u_t (f_k u_j - f_j u_k) + f_j u_{ik} - f_k u_{ij} + \frac{1}{m - 1} \left[ \Delta u (f_k \delta_{ij} - f_j \delta_{ik}) + f_t (u_{ij} \delta_{ik} - u_{ik} \delta_{ij}) + (f_t u_t) (u_k \delta_{ij} - u_j \delta_{ik}) - |\nabla u|^2 (f_k \delta_{ij} - f_j \delta_{ik}) \right].\]
- Covariant derivative of the D tensor: If \((M, \tilde{g}, f, \lambda)\) is a soliton structure, then

\[
e^{4u} D_{ijk,t} = \frac{1}{m-2} [(f_{kt} R_{ij} - f_{jt} R_{ik}) + (f_k R_{ij,t} - f_j R_{ik,t})]
+ \frac{1}{(m-1)(m-2)} [f_{st}(R_{sk} \delta_{ij} - R_{sj} \delta_{ik}) + f_s(R_{sk,t} \delta_{ij} - R_{sj,t} \delta_{ik})]
- \frac{1}{(m-1)(m-2)} [S_t(f_k \delta_{ij} - f_j \delta_{ik}) + S(f_{kt} \delta_{ij} - f_{jt} \delta_{ik})]
+ (u_{ik} f_{jt} - u_{ij} f_{kt}) + (u_{sk} f_j - u_{sj} f_k) + (u_{ij} f_{kt} - u_{ik} f_{jt}) + \frac{1}{m-1} u_{stat}(f_k \delta_{ij} - f_j \delta_{ik})
- \frac{3}{m-2} u_t(f_k R_{ij} - f_j R_{ik}) - \frac{1}{m-1} f_s(u_{sk,t} \delta_{ij} - u_{sj,t} \delta_{ik}) - \frac{1}{m-2} f_t(u_k R_{ij} - u_j R_{ik})
+ \frac{1}{m-2} (f_s u_s)(R_{ij} \delta_{kt} - R_{ik} \delta_{jt}) + \frac{1}{m-2} u_s R_{st}(f_k \delta_{jt} - f_j \delta_{kt}) + \frac{1}{m-2} u_s \delta_{st}(f_k R_{ij} - f_j R_{ik})
+ 3 u_t(f_k u_{ij} - f_j u_{ik}) + f_t(u_k u_{ij} - u_j u_{ik}) - (f_s u_s)(u_{ij,t} \delta_{kt} - u_{ik,t} \delta_{jt}) + (f_s u_s)(u_{ij} \delta_{kt} - u_{ik} \delta_{jt}) + \frac{1}{m-1} (\Delta u - |\nabla u|^2)(R_{kt} \delta_{ij} - f_j \delta_{ik} - 5 u_t u_s(u_j f_k - u_k f_j))
- \frac{3}{m-1} (\Delta u - |\nabla u|^2) u_t(f_k \delta_{ij} - f_j \delta_{ik}) - \frac{1}{m-1} (\Delta u - |\nabla u|^2) f_t(u_k \delta_{ij} - u_j \delta_{ik})
+ \frac{1}{m-1} \Delta u(f_s v_{ij,t} - f_j v_{ik,t}) + |\nabla u|^2 u_t(R_{ij} f_k - f_j f_k) + 2 u_t(R_{ij,t} f_k - f_j f_k) + 2 u_t(u_j f_k - u_k f_j)\]

- \frac{1}{m-1} f_{st}(u_{ks} \delta_{ij} - u_{js} \delta_{ik}) + \frac{1}{m-1} u_s f_{st}(u_{sk} \delta_{ij} - u_{sj} \delta_{ik}) - \frac{3}{(m-1)(m-2)} u_t f_s(R_{sk} \delta_{ij} - R_{sj} \delta_{ik})
- \frac{1}{(m-1)(m-2)} f_s u_t(u_k \delta_{ij} - u_j \delta_{ik}) + \frac{3}{m-1} f_s u_t(u_k \delta_{ij} - u_j \delta_{ik})
- \frac{4}{m-1} (f_s u_s) u_t(u_k \delta_{ij} - u_j \delta_{ik}) + \frac{1}{m-1} (f_s u_s)(u_{ks} \delta_{ij} - u_{js} \delta_{ik}) + \frac{2}{m-1} f_s u_t(u_k \delta_{ij} - u_j \delta_{ik})
+ \frac{1}{(m-1)(m-2)} \text{Ric}(\nabla f, \nabla f)(\delta_{kt} \delta_{ij} - \delta_{jt} \delta_{ik}) - \frac{1}{m-1} \text{Hess}(u)(\nabla u, \nabla f)(\delta_{kt} \delta_{ij} - \delta_{jt} \delta_{ik})
+ \frac{3}{(m-1)(m-2)} S_{st}(f_k \delta_{ij} - f_j \delta_{ik}) + \frac{1}{(m-1)(m-2)} S_{ft}(u_k \delta_{ij} - u_j \delta_{ik})
- \frac{1}{(m-1)(m-2)} (f_s u_s) S(f_t \delta_{ij} - \delta_{jt} \delta_{ik}).

- Covariant derivative of a vector field and Lie derivative of the metric (see [26], Lemma 2.4)

**Lemma 3.2.** Let \(X \in \mathfrak{X}(M)\) be a vector field on the Riemannian manifold \((M, g)\), and let \(\tilde{g} = e^{2u}g\), a conformally deformed metric. Then

\[
\mathcal{L}_X \tilde{g} = e^{2u}[\mathcal{L}_X g + 2g(X, \nabla u)g].
\]

**Proof.** Let \(\{e_i\}, i = 1, \ldots, m\) be the frame dual to the local coframe \(\{\theta^i\}\). From (3.10) we deduce that \(\tilde{e}_i = e^{-u}e_i\); moreover,

\[
X = X^i e_i = \tilde{X}^i \tilde{e}_i,
\]

thus

\[
\tilde{X}^i = e^u X^i.
\]
From the definition of covariant derivative of a vector field we have

\[\nabla X = X^i_k \theta^k \otimes e_i, \quad \tilde{\nabla} X = \tilde{X}^i_k \tilde{\theta}^k \otimes \tilde{e}_i,\]

with \(X^i_k \theta^k = (dX^i + X^j \theta^j_i)\) and \(\tilde{X}^i_k \tilde{\theta}^k = (d\tilde{X}^i + \tilde{X}^j \tilde{\theta}^j_i)\). A computation using (3.43) and (3.11) now shows that

\[\tilde{X}^i_k = X^i_k + \left( X^i u_k + X^j u_j \delta_{ik} - u_i X^k \right),\]

which implies

\[\tilde{X}^i_k + \tilde{X}^k_i = X^i_k + X^k_i + 2X^t u_t \delta_{ik}.\]

Equation (3.40) now follows easily from (3.45) and from the fact that \((L_X g)_{ij} = X^i_j + X^j_i = X_{ij} + X_{ji}\).

\[\square\]

From equation (3.45) we deduce, tracing with respect to \(i\) and \(k\),

- **Divergence of a vector field** \(X \in C^\infty(M)\):

\[\tilde{\text{div}} X = \text{div} X + mg(X, \nabla u).\]

Finally, from equation (3.44) we can obtain the following transformation law for the second covariant derivative of a vector field \(X \in \mathfrak{X}(M)\):

\[e^u \tilde{X}_{ijk} = X_{ijk} + (X_{ij} u_k - X_{jk} u_i) - (X_{ik} \delta_{ij} - X_{jk} u_i) u_k + (X_{it} u_{tk} + u_t X_{ik}) \delta_{ij} - u_t (X_{it} \delta_{jk} + X_{ij} \delta_{tk}) + (X_{it} u_{tk} (u_j \delta_{ik} - u_i \delta_{jk}) + |\nabla u|^2 (X_{ij} \delta_{jk} - X_{jk} \delta_{ij});\]

in particular,

\[e^u \tilde{X}_{ttk} = X_{ttk} + m (X_{tt} u_{tk} + u_t X_{tk}).\]

**Remark 3.3.** If the vector field \(X\) is the gradient of a function with respect to the metric \(\tilde{g}\), i.e. \(X = \tilde{\nabla} f = e^{-2u} \nabla f\), it is not hard to verify that (3.47) becomes equation (3.27).

## 4. Commutation rules

In this section we compute commutation rules of covariant derivatives of functions, vector fields and of the geometric tensors introduced in Section 2. Some of these results are well-known in the literature, some already appeared in [14, Section 4] or in [26], for instance, while for many of them we are not aware of any good, exhaustive reference. We collect all of them here for the sake of completeness. We begin with
Lemma 4.1. If \( f \in C^\infty(M) \) then:

\[
(4.1) \quad f_{ij} = f_{ji};
\]

\[
(4.2) \quad f_{ijk} = f_{jik};
\]

\[
(4.3) \quad f_{ijk} = f_{ikj} + f_t R_{ij};
\]

\[
(4.4) \quad f_{ijk} = f_{ikj} + f_t W_{ij} + \frac{1}{m-2}(f_t R_{ij} \delta_{ik} - f_t R_{ik} \delta_{ij} + f_j R_{ik} - f_k R_{ij})
\]

\[
- \frac{S}{(m-1)(m-2)}(f_j \delta_{ik} - f_k \delta_{ij});
\]

\[
(4.5) \quad f_{ijkt} = f_{ikjt} + f_t R_{ijkt} + f_j R_{itk};
\]

\[
(4.6) \quad f_{ijkt} = f_{ikjt} + f_s R_{ijk};
\]

\[
(4.7) \quad f_{ijkt} = f_{ikjt} + f_t R_{skj} + f_s R_{sijk};
\]

\[
(4.8) \quad f_{ijkt} = f_{ktij} + f_s R_{skj} + f_j R_{skt};
\]

In particular, tracing (4.3) and (4.8) it follows that

\[
(4.9) \quad f_{ist} = f_{sti} + f_t R_{st};
\]

\[
(4.10) \quad f_{ijst} = f_{ist} + f_t R_{st} - 2 f_{ist} R_{s} - f_t R_{ist} - f_t R_{st} + f_t R_{ist};
\]

\[
(4.11) \quad f_{ijst} = f_{ist} + f_t R_{st} - 2 f_{ist} R_{s} + f_t R_{ist} - f_t R_{st} + f_t R_{ist}.
\]

Remark 4.2. Clearly Lemma 4.1 still works if \( f \) is at least of class \( C^1(M) \).

Proof. Let \( df = f_\theta \). Differentiating and using the structure equations we get

\[
0 = df_t \wedge \theta^i + f_t d\theta^i = (f_{ij} \theta^j + f_k \theta^k) \wedge \theta^i - f_i \theta^i \wedge \theta^k,
\]

\[
= f_i \theta^i \wedge \theta^i
\]

\[
= \frac{1}{2} (f_{ij} - f_{ji}) \theta^j \wedge \theta^i;
\]

thus

\[
0 = \sum_{1 \leq j < i \leq m} (f_{ij} - f_{ji}) \theta^j \wedge \theta^i;
\]

since \( \{ \theta^j \wedge \theta^i \} \) \((1 \leq j < i \leq m)\) is a basis for the 2-forms we get equation (4.1). Equation (4.2) follows taking the covariant derivative of (4.1). By definition of covariant derivative

\[
(4.12) \quad f_{ijk} \theta^k = df_{ij} - f_k \theta^i_k - f_i \theta^i_j.
\]

Differentiating equation (3.8) and using the structure equations we get

\[
df_{ik} \wedge \theta^k - f_{ij} \theta^i_k \wedge \theta^k = -df_t \wedge \theta^i + f_k \theta^k \wedge \theta^i - f_i \Theta^i_k =
\]

\[
= -(f_{ik} \theta^k + f_k \theta^k) \wedge \theta^i + f_k \theta^k \wedge \theta^i - \frac{1}{2} f_k R_{ijk} \theta^i \wedge \theta^k,
\]

thus

\[
(df_{ik} - f_k \theta^i_k - f_i \theta^i_k) \wedge \theta^k = - \frac{1}{2} f_t R_{ijk} \theta^i \wedge \theta^k,
\]

and, by (4.12),

\[
(f_{ij} \theta^j \wedge \theta^k = - \frac{1}{2} f_t R_{ijk} \theta^i \wedge \theta^k.
\]

Skew-symmetrizing we get

\[
\frac{1}{2} (f_{ik} - f_{jk} \theta^i \wedge \theta^k = - \frac{1}{2} f_t R_{ijk} \theta^i \wedge \theta^k;
\]

that is (4.3). Equations (4.4) and (4.5) follow easily from (4.3), using the definitions of the Weyl tensor and of the Schouten tensor (see Section 2). To prove (4.6) we start from (4.3) and we take the covariant
Lemma 4.4. For the second and third derivatives we prove

\begin{equation}
(4.13) \quad f_{ijkl} - f_{ikjl} = f_{st} R_{sijk} + f_s R_{sijk,l}.
\end{equation}

Differentiating both sides of (4.12), using the structure equations and (4.12) itself, we arrive at

\[ f_{ijkl} \theta^j \wedge \theta^k = -\frac{1}{2} (f_{ij} R_{sitk} + f_{st} R_{tijk}) \theta^j \wedge \theta^k, \]

from which, interchanging \( k \) and \( l \) and adding, we have the thesis. Equation (4.8) now follows using all the previous relations, starting from (4.7).

For the components of a vector field and for their covariant derivatives the commutation relations are similar to the ones proved for functions in Lemma 4.1; in particular we have the following

Lemma 4.3 (Lemma 2.1 in [25]). Let \( X \in \mathfrak{X}(M) \) be a vector field. Then we have

\begin{align}
(4.14) & \quad X_{ijk} - X_{ikj} = X_t R_{tijk}; \\
(4.15) & \quad X_{ijkl} - X_{ikjl} = R_{tijk} X_{tl} + R_{tijl,k} X_t; \\
(4.16) & \quad X_{ijkl} - X_{ijlk} = R_{tikl} X_{tl} + R_{tijl,k} X_t.
\end{align}

Concerning the Riemann curvature tensor, we begin with the classical Bianchi identities, that in our formalism become

\begin{align}
(4.17) & \quad R_{ijkl} + R_{ikjl} + R_{iklj} = 0 \quad \text{(the First Bianchi Identity)}; \\
(4.18) & \quad R_{ijkl,i} + R_{ijlk,i} + R_{ijlk,j} = 0 \quad \text{(the Second Bianchi Identity)}.
\end{align}

For the second and third derivatives we prove

Lemma 4.4.

\begin{align}
(4.19) & \quad R_{ijkl,ls} - R_{ijkl,sl} = R_{ijkl,t} R_{sitr} + R_{iklt} R_{sjlr} + R_{ijst} R_{sklr} + R_{ijks} R_{tisl}; \\
(4.20) & \quad R_{ijkl,ts} - R_{ijkl,st} = R_{ijkl,t} R_{virs} + R_{ivkt,t} R_{sjlr} + R_{ijst} R_{ckrs} + R_{ijks} R_{vtls} + R_{ijkl,s} R_{vtrs}.
\end{align}

Proof. By definition of covariant derivative we have

\begin{equation}
(4.21) \quad R_{ijkl,t} \theta^l = dR_{ijkl} - R_{ijkl} \theta^l_i - R_{ijkl} \theta^l_k - R_{ijkl} \theta^l_t.
\end{equation}

and

\begin{equation}
(4.22) \quad R_{ijkl,t} \theta^r = dR_{ijkl} - R_{ijkl} \theta^l_i - R_{ijkl} \theta^l_j - R_{ijkl} \theta^l_k - R_{ijkl} \theta^l_r - R_{ijkl,s} \theta^r_i.
\end{equation}

Differentiating equation (4.21) and using the first structure equations we get

\begin{equation}
(4.23) \quad dR_{ijkl,s} \wedge \theta^s - R_{ijkl,t} \theta^s_i + R_{ijkl,t} \theta^s_k - R_{ijkl,t} \theta^s_l = -dR_{ijkl} \wedge \theta^s_i + R_{ijkl} \theta^s_i - \Theta^s_i,
\end{equation}

\begin{align*}
&= dR_{ijkl} \wedge \theta^s_i + R_{ijkl} \theta^s_i - R_{ijkl} \Theta^s_i.
\end{align*}

Now we repeatedly use (4.22) and (3.4) into the previous relation; after some manipulations we arrive at

\begin{align*}
(dR_{ijkl,s} - R_{ijkl,s} \theta^s_i - R_{ijkl,s} \theta^s_k - R_{ijkl,s} \theta^s_l - R_{ijkl,t} \theta^s_t) \wedge \theta^s = & \quad \frac{1}{2} (R_{ijkl} \theta^r \theta^s + R_{ijkl} \theta^s \theta^r) \\
& \quad + R_{ijkl} \theta^r \theta^s_t + R_{ijkl} \theta^s \theta^r_t).
\end{align*}

Renaming indices and skew-symmetrizing the left hand side, which is precisely \( R_{ijkl,s} \theta^r \wedge \theta^s \), we obtain (4.19). A similar computation shows the validity of (4.20).

For the Ricci and the Schouten tensors we have the following.
Lemma 4.5.

(4.24) \( R_{ij,k} - R_{sk,j} = -R_{tk,j},t = R_{tsk},t \)
(4.25) \( R_{ij,kt} - R_{ij,tk} = R_{iklt}R_{lj} + R_{jkt}R_{li} \)
(4.26) \( R_{ij,ktl} - R_{ij,kitl} = R_{skj}R_{rstt} + R_{is,k}R_{sjlt} + R_{ij,s}R_{sktl}. \)

Proof. The previous relations follow easily tracing equations (4.18), (4.19) and (4.20), respectively. \( \square \)

A simple computation using the definition of the Schouten tensor, Lemma 4.5 and equations (4.1) and (4.3) applied to the scalar curvature shows the validity of

Lemma 4.6.

(4.27) \( A_{ij,k} - A_{ik,j} = C_{ijk} = \left( \frac{m - 2}{m - 3} \right) W_{tsk},t \)
(4.28) \( A_{ij,kt} - A_{ij,tk} = R_{iklt}A_{lj} + R_{jkt}A_{li} \)
(4.29) \( A_{ij,ktl} - A_{ij,kitl} = A_{skj}R_{rstt} + A_{is,k}R_{sjlt} + A_{ij,s}R_{sktl}. \)

A direct consequence of the definition of the Weyl tensor and of the First Bianchi identity for the Riemann curvature tensor is the First Bianchi identity for \( W \):

(4.30) \( W_{ijkt} + W_{itjk} + W_{ikjt} = 0. \)

As far as the first derivatives of \( W \) are concerned, we have

Lemma 4.7.

(4.31) \( W_{ijkt,l} + W_{ijkt,l} + W_{ijlt,k} = \frac{1}{m - 2} (C_{ikt}\delta_{jk} + C_{itk}\delta_{jl} + C_{ikt}\delta_{jl} - C_{jlt}\delta_{ik} - C_{jlk}\delta_{it} - C_{ikt}\delta_{it}). \)

Proof. We start by taking the covariant derivative of (2.1):

(4.32) \( R_{ijkt,l} = W_{ijkt,l} + \frac{1}{m - 2} (R_{ikt,l}\delta_{jk} + R_{itk,l}\delta_{jl} + R_{jkt,l}\delta_{jl} - R_{jlk,t}\delta_{it}) - \frac{S_l}{(m - 1)(m - 2)} (\delta_{ik}\delta_{jl} - \delta_{il}\delta_{jk}). \)

Permuting cyclically the last three indices, summing up and using (4.17) we deduce

\[-(W_{ijkt,l} + W_{ijkt,l} + W_{ijlt,k}) = \frac{1}{m - 2} [(R_{ikt,l} - R_{itk,l})\delta_{jk} + (R_{ikt,l} - R_{ikt,l})\delta_{jk} + (R_{ikt,l} - R_{ikt,l})\delta_{jl}]
- \frac{1}{m - 2} [(R_{jkt,l} - R_{jkt,l})\delta_{ik} + (R_{jkt,l} - R_{jkt,l})\delta_{ik} + (R_{jkt,l} - R_{jkt,l})\delta_{it}]
- \frac{1}{(m - 1)(m - 2)} [S_l(\delta_{ik}\delta_{jl} - \delta_{il}\delta_{jk}) + S_l(\delta_{il}\delta_{jk} - \delta_{ik}\delta_{jl}) + S_k(\delta_{il}\delta_{jk} - \delta_{ik}\delta_{jl})]. \]

Using the fact that \( R_{ij,k} - R_{ik,j} = C_{ijk} + \frac{1}{2(m - 1)} (S_k\delta_{ij} - S_j\delta_{ik}) \), after some manipulation we get (4.31). \( \square \)

For the second and third derivatives of \( W \), a computation similar to the one used in the proof of Lemma 4.4 shows that

Lemma 4.8.

(4.33) \( W_{ijkl,ts} - W_{ij,kl,ts} = W_{ijkl,R_{rst}} + W_{irkl,R_{ejst}} + W_{ijrt,R_{ekst}} + W_{ijkr,R_{rlest}}; \)
(4.34) \( W_{ijkl,tsr} - W_{ij,kl,tsr} = W_{ij,kl,R_{eirs}} + W_{ieklt,R_{ejrs}} + W_{ij,vt,R_{ekrs}} + W_{ijvk,R_{relra}} + W_{ijkt,vR_{etra}}. \)

Using the definition of the Weyl tensor in equation (4.33) we obtain
Lemma 4.9.

\[(4.35) \quad W_{ijkl,ts} - W_{ijkl,ts} = W_{rjkl}W_{rsts} + W_{irklt}W_{rjst} + W_{ijr}W_{rkst} + W_{ijkv}W_{vwrs} + \frac{1}{m - 2} \left[ W_{rjkl}(R_{r\delta\gamma} - R_{r\gamma\delta} + R_{r\delta\gamma} - R_{r\gamma\delta}) \
+ W_{irklt}(R_{r\delta\gamma} - R_{r\gamma\delta} + R_{r\delta\gamma} - R_{r\gamma\delta}) \
+ W_{ijr}(R_{r\delta\gamma} - R_{r\gamma\delta} + R_{r\delta\gamma} - R_{r\gamma\delta}) \
+ W_{ijkv}(R_{r\delta\gamma} - R_{r\gamma\delta} + R_{r\delta\gamma} - R_{r\gamma\delta}) \right] \
- \frac{S}{(m - 1)(m - 2)} \left[ W_{rjkl}(\delta_{\delta\gamma} - \delta_{\delta\gamma}) + W_{irklt}(\delta_{\delta\gamma} - \delta_{\delta\gamma}) \right] \right]. \]

Tracing the previous relation we also get

\[(4.36) \quad W_{ijkl,ts} = R_{st}W_{ijkl} + W_{irklt}W_{rjst} + W_{ijr}W_{rkst} + W_{ijkv}W_{vwrs} + \frac{1}{m - 2} (R_{tr}W_{tjrk} - R_{tr}W_{tjkr}) \]

Using the definition of the Weyl tensor in equation (4.34) we obtain

Lemma 4.10.

\[(4.37) \quad W_{ijkl,tsr} = W_{ijkl,tsr} = W_{ijkl,t}W_{uvrs} + W_{ijkl,uv}W_{jrps} + W_{ijkl,uj}W_{jvrs} + W_{ijkl,uv}W_{vrs} + \frac{1}{m - 2} \left[ W_{ijkl,t}(R_{uv}\delta_{rs} - R_{rs}\delta_{uv} + R_{rs}\delta_{uv} - R_{uv}\delta_{rs}) \right] \]

The First Bianchi Identities for the Weyl tensor immediately imply

\[(4.38) \quad C_{ijk} + C_{jki} + C_{kij} = 0.\]

From the definition of the Cotton tensor we also deduce

\[(4.39) \quad C_{ijkl} = A_{ijkl} - A_{ikjl} = R_{ijkl} - R_{ikjl} - \frac{1}{2(m - 1)} (S_{kt}\delta_{ij} - S_{jt}\delta_{ik}); \]

since, by Lemma 4.5 and Schur’s identity \(S_i = \frac{1}{2} R_{ik,k}\),

\[(4.40) \quad R_{ik,jk} = R_{ik,kj} + R_{ij}R_{tk} + R_{tk}R_{ti} = \frac{1}{2} S_{ij} - R_{ik}R_{tij} + R_{tl}R_{tij}, \]

we obtain the following expression for the divergence of the Cotton tensor:

\[(4.41) \quad C_{ijk,k} = R_{ijkl} - \frac{m - 2}{2(m - 1)} S_{ij} + R_{ik}R_{ljk} - R_{il}R_{tij} - \frac{1}{2(m - 1)} \Delta S_{ij}. \]

The previous relation also shows that

\[(4.42) \quad C_{ijk,k} = C_{jik,k}.\]
thus confirming the symmetry of the Bach tensor, see (2.12).

Taking the covariant derivative of (4.38) and using (4.42) we can also deduce that
\begin{equation}
C_{kij,k} = 0.
\end{equation}

5. Some useful relations for Ricci solitons

The aim of this short section is to recall a number of useful relations, valid on every Ricci soliton, that have been consistently exploited in the literature to obtain several well known results.

First we have (see also [25], Lemma 2.2 and Lemma 2.3, [16]):

**Proposition 5.1.** Let \((M,g,X)\) be a generic Ricci soliton structure on \((M,g)\). Then the following identities hold:
\begin{align}
R_{ij} + \frac{1}{2} (X_{ij} + X_{ji}) &= \lambda \delta_{ij}; \\
S + \text{div} \, X &= m \lambda; \\
S_k &= -X_{ik}; \\
R_{ij} X_t &= -X_{ikt}; \\
R_{ij,k} - R_{ik,j} &= -\frac{1}{2} R_{tijk} X_t + \frac{1}{2} (X_{kij} - X_{jik}); \\
R_{ij,k} - R_{kj,i} &= \frac{1}{2} R_{lijk} X_l + \frac{1}{2} (X_{kji} - X_{ijk}); \\
\frac{1}{2} \Delta S &= \frac{1}{2} g(X, \nabla S) + \lambda S - |\text{Ric}|^2.
\end{align}

If \(X = \nabla f\) for some \(f \in C^\infty(M)\) then
\begin{align}
R_{ij} + f_{ij} &= \lambda \delta_{ij}; \\
S + |\nabla f|^2 &= m \lambda; \\
S_k &= 2f_t R_{ik}; \\
R_{ij,k} - R_{kj,i} &= -f_t R_{tijk}; \\
S &= |\nabla f|^2 - 2\lambda f = C, \quad C \in \mathbb{R}; \\
\frac{1}{2} \Delta S &= \frac{1}{2} g(\nabla f, \nabla S) + \lambda S - |\text{Ric}|^2.
\end{align}

From the work of Cao and Chen (see [8], Lemma 3.1 and equation (4.1); see also [14]), we have the validity of the following integrability conditions:

**Theorem 5.2.** If \((M,g,f)\) is a gradient Ricci soliton with potential function \(f\), then the Cotton tensor, the Weyl tensor, the Bach tensor, the potential and the tensor \(D\) satisfy the conditions:
\begin{align}
C_{ijk} + f_t W_{tijk} &= D_{ijk}, \\
B_{ij} &= \frac{1}{m-2} \left[ D_{ijk,k} + \left( \frac{m-3}{m-2} \right) f_t C_{jit} \right].
\end{align}

**Remark** 5.3. From (5.14) we deduce
\begin{equation}
f_t C_{tij} = f_t D_{tij}.
\end{equation}

Moreover, let \([ijk]\) denote a summed cyclic permutation of \(i,j,k\) (for example \(T_{[ijk]} = T_{ijk} + T_{jki} + T_{kij}\)), a long but straightforward calculation shows that for the tensor \(D\) the following holds:

**Lemma 5.4.** Let \((M,g,\nabla f)\) be a gradient Ricci soliton structure on \((M,g)\). Then the following identities hold:
\begin{align}
D_{[ijk]} &= 0; \\
D_{[ijk,t]} &= \frac{1}{m-2} [ f_t (C_{ikt} \delta_{ij} + C_{itj} \delta_{ik} + C_{ijk} \delta_{it}) - (f_t C_{ikt} + f_t C_{itj} + f_t C_{ijk}) ]
\end{align}
In this short section we first recall the definition of a conformally Einstein manifold; then we present the integrability conditions of Gover and Nurowski and we prove equation (6.5), which relates the Laplacian of the scalar curvature of a conformally Einstein manifold to \( u \) (the exponent of the stretching factor) and its covariant derivatives.

**Definition 6.1.** A Riemannian manifold \((M, g)\) is said to be conformally Einstein if there exists a conformal change of the metric \( \tilde{g} = e^{2u}g, \) \( u \in C^\infty(M) \), such that \((M, \tilde{g})\) is Einstein, i.e.

\[
\tilde{\text{Ric}} = \frac{\tilde{S}}{m} \tilde{g} = \lambda \tilde{g}, \quad \lambda \in \mathbb{R}.
\]

Since in an orthonormal frame (6.1) becomes

\[
\tilde{R}_{ij} = \frac{\tilde{S}}{m} \delta_{ij} = \lambda \delta_{ij},
\]

using equations (3.15) and (3.16) we can easily deduce that \((M, g)\) is conformally Einstein if and only if there exists a solution \( u \in C^\infty(M) \) of the equation

\[
R_{ij} - (m - 2)u_{ij} + (m - 2)u_iu_j = \frac{1}{m} \left( S - (m - 2)\Delta u + (m - 2)|\nabla u|^2 \right) \delta_{ij}, \tag{6.3}
\]

with

\[
S - 2(m - 1)\Delta u - (m - 1)(m - 2)|\nabla u|^2 = \lambda me^{2u}. \tag{6.4}
\]

Equation (6.3) can be also written in terms of the Schouten tensor as

\[
A_{ij} - (m - 2)u_{ij} + (m - 2)u_iu_j = \frac{1}{m} \left( \frac{(m - 2)S}{2(m - 1)} - (m - 2)\Delta u + (m - 2)|\nabla u|^2 \right) \delta_{ij}, \tag{6.5}
\]

**Remark 6.2.** Note that equation (6.4) is just the trace of (6.3). The system (6.3)-(6.4) is equivalent to the single equation

\[
R_{ij} - (m - 2)u_{ij} + (m - 2)u_iu_j = \left( \Delta u + (m - 2)|\nabla u|^2 + \lambda e^{2u} \right) \delta_{ij}. \tag{6.6}
\]

**Remark 6.3.** The global version of equation (6.3) is

\[
\text{Ric} - (m - 2)\text{Hess}(u) + (m - 2)du \otimes du = \frac{1}{m} \left( S - (m - 2)\Delta u + (m - 2)|\nabla u|^2 \right) g. \tag{6.7}
\]

We have the following proposition, reported in Gover and Nurowski ([17], Proposition 2.1), which describes the integrability conditions of conformally Einstein metrics:

**Proposition 6.4.** If \((M, g)\) is a conformally Einstein Riemannian manifold, then the Cotton tensor, the Weyl tensor, the Bach tensor and the exponent \( u \) of the stretching factor satisfy the conditions:

\[
C_{ijk} - (m - 2)u_iW_{sjk} = 0, \tag{6.8}
\]

\[
B_{ij} - (m - 4)u_iu_kW_{tijk} = 0. \tag{6.9}
\]

The proof of (6.8) starts from the covariant derivative of (6.5); one then skew-symmetrizes, traces and rearranges (after a lot of simple but long calculations). Taking the divergence of (6.8), using the
Let Proposition 6.5. Using (6.12), (6.13) and (6.11) in (3.22) and simplifying we deduce the following

\[ (6.13)\text{ \ }\text{Ric} (\nabla u, \nabla u) = \frac{1}{2(m-1)} g(\nabla \tilde{S}, \nabla u) - \text{Ric}(\nabla u, \nabla u) - \frac{1}{m(m-1)} S|\nabla u|^2 + \left(\frac{m+2}{m}\right) \Delta u |\nabla u|^2 + \left(\frac{m-2}{m}\right) |\nabla u|^4. \]

Moreover, we observe that, from equation (6.3),

\[ (6.14)\text{ \ }\text{Ric}(\nabla u, \nabla u) - (m-2) \text{Hess}(u)(\nabla u, \nabla u) = \frac{1}{m} |\nabla u|^2 \left[ S - (m-2) \Delta u - (m-1)(m-2)|\nabla u|^2 \right]. \]

Using (6.12), (6.13) and (6.11) in (3.22) and simplifying we deduce the following

**Proposition 6.5.** Let \((M, g)\) be a conformally Einstein manifold. Then

\[ (6.14)\text{ \ }\frac{1}{2} [\Delta \tilde{S} - (m-2) g(\nabla \tilde{S}, \nabla u)] = (m-1) \Delta^2 u + (m-1)(m-2)|\text{Hess}(u)|^2 + S \Delta u - 2(m-1)(\Delta u)^2 \]

\[ \text{ } + \left(\frac{m+2}{m}\right) |\nabla u|^2 \left[ S - 2(m-1) \Delta u - (m-1)(m-2)|\nabla u|^2 \right]. \]

**Remark 6.6.** Equation (6.14) can also be obtained by taking the Laplacian of both sides of (6.4), using the divergence of equation (6.10) and the classical Bochner-Weitzenböck formula (see e.g. [2]).

**Remark 6.7.** Since, by equation (6.4),

\[ \left(\frac{m+2}{m}\right) |\nabla u|^2 \left[ S - 2(m-1) \Delta u - (m-1)(m-2)|\nabla u|^2 \right] = (m+2) \lambda e^{2u} |\nabla u|^2, \]

equation (6.14) can also be written as

\[ (6.15)\text{ \ }\frac{1}{2} [\Delta \tilde{S} - (m-2) g(\nabla \tilde{S}, \nabla u)] = S \Delta u - 2(m-1)(\Delta u)^2 + (m-1) \Delta^2 u + (m-1)(m-2)|\text{Hess}(u)|^2 \]

\[ \text{ } + (m+2) \lambda e^{2u} |\nabla u|^2. \]

**Remark 6.8.** If we take \(u = \log v^{\frac{m+2}{m-2}}\), for some \(v \in C^\infty(M)\), \(v > 0\), equation (6.4) becomes the classical Yamabe equation

\[ \frac{4(m-1)}{m-2} \Delta \tilde{v} - \tilde{S} v^{\frac{m+2}{m-2}}, \]

while equation (6.3) becomes

\[ R_{ij} - \frac{2 v_{ij}}{v} + \frac{2 m}{m-2} \frac{v_i v_j}{v^2} = \frac{1}{m} \left[ S - \frac{2}{v} \Delta \tilde{v} + \frac{2 m}{m-2} \frac{|\nabla v|^2}{v^2} \right] \delta_{ij}. \]

7. **Conformal Gradient Ricci Solitons**

In this section we introduce the notion of a conformal gradient Ricci soliton, inspired by the two particular cases of Ricci solitons and conformally Einstein metrics, in order to create a link between them.
Definition 7.1. A Riemannian manifold \((M, g)\) is said to be a conformal gradient Ricci soliton if there exist a conformal change of the metric \(\tilde{g} = e^{2u}g\), \(u \in C^\infty(M)\), a function \(f \in C^\infty(M)\) and a constant \(\lambda \in \mathbb{R}\) such that \((M, \tilde{g})\) is a gradient Ricci soliton, i.e.

\[
\text{(7.1)} \quad \text{Ric} + \text{Hess}(f) = \lambda \tilde{g}.
\]

In terms of the geometry of the manifold \((M, g)\), (7.1) leads to the following

Lemma 7.2. \((M, g)\) is a conformal gradient Ricci soliton if and only if there exist \(u \in C^\infty(M)\), a function \(f \in C^\infty(M)\) and a constant \(\lambda \in \mathbb{R}\) such that

\[
\text{(7.2)} \quad \text{Ric} - (m - 2) \text{Hess}(u) + (m - 2)du \otimes du + \text{Hess}(f) - (df \otimes du + du \otimes df) = \frac{1}{m} \left[ S - (m - 2) \left( \Delta u - |\nabla u|^2 \right) + \Delta f - 2g(\nabla f, \nabla u) \right] g
\]

and

\[
\text{(7.3)} \quad S - 2(m - 1)\Delta u - (m - 1)(m - 2)|\nabla u|^2 + \Delta f + (m - 2)g(\nabla f, \nabla u) = m\lambda e^{2u}.
\]

Proof. In an orthonormal frame \((7.1)\) becomes

\[
\text{(7.4)} \quad \tilde{R}_{ij} + \tilde{f}_{ij} = \lambda \delta_{ij},
\]

while tracing \((7.1)\) we deduce that

\[
\text{(7.5)} \quad m\lambda = \tilde{S} + \tilde{\Delta} f.
\]

Multiplying both sides of \((7.5)\) through \(e^{2u}\) and using \((3.16)\) and \((3.26)\) we get \((7.3)\); multiplying both sides of \((7.4)\) by \(e^{2u}\), using \((3.15)\), \((3.24)\) and \((7.3)\) we deduce

\[
\text{(7.6)} \quad R_{ij} - (m - 2)u_{ij} + (m - 2)u_{ij} + f_{ij} - (f_{ij} + u_{ij}) = \frac{1}{m} \left[ \frac{m - 2}{2(m - 1)} S - (m - 2) \left( \Delta u - |\nabla u|^2 \right) + \Delta f - 2g(\nabla f, \nabla u) \right] \delta_{ij},
\]

that is \((7.2)\).

Remark 7.3. A computation using equation \((7.6)\) shows that the tensor \(D^{(u, f)}\) can also be written as follows:

\[
\text{(7.8)} \quad D^{(u, f)}_{ijk} = \frac{1}{m - 2} \left( f_k R_{ij} - f_j R_{ik} \right) + \frac{1}{(m - 1)(m - 2)} f_i (R_{jk} \delta_{ij} - R_{ij} \delta_{ik}) - \frac{1}{m - 1} \left( f_k \delta_{ij} - f_j \delta_{ik} \right) - \frac{1}{m - 1} (f_k u_{ij} - f_j u_{ik}) + (f_k u_{ij} - f_j u_{ik}) - \frac{1}{m - 1} (f_k u_{ij} - f_j u_{ik})
\]

Remark 7.3. A computation using equation \((7.6)\) shows that the tensor \(D^{(u, f)}\) can also be written as follows:

\[
\text{(7.9)} \quad D^{(u, f)}_{ijk} = \frac{1}{m - 2} \left[ f_k (f_j \delta_{ik} - f_i \delta_{jk}) - |\nabla f|^2 (u_{ij} \delta_{ik} - u_{ik} \delta_{ij}) + (f_i u_t)(f_j \delta_{ik} - f_k \delta_{ij}) \right]
\]

\[
- \frac{1}{m - 2} \left[ f_j f_k - f_k f_j + f_i (u_{ik} - u_{jk}) \right] + \frac{1}{m - 1}(m - 2)(f_k \delta_{ij} - f_j \delta_{ik}).
\]

We have the following

Proposition 7.4. If the conformal gradient soliton is a conformal Einstein manifold (i.e. \(f\) is constant) then \(D^{(u, f)}|_{f=\text{const.}} \equiv 0\), while if the conformal gradient soliton is a soliton (i.e. \(u = 0\)) then \(D^{(u, f)}|_{u=0} = D^{(0, f)} = D\).
Proof. The proof is straightforward using the definition of $D^{(u,f)}$ given in (7.8). Using instead the definition (7.9), for the first condition we just observe that the right hand side of (7.9) vanishes when $f$ is constant. If $u = 0$ then equation (7.9) becomes

$$D^{(0,f)}_{ijk} = \frac{1}{(m-1)(m-2)} \left[ f_i (f_j \delta_{ik} - f_k \delta_{ij}) \right] - \frac{1}{m-2} (f_i f_k - f_k f_j) + \frac{\Delta f}{(m-1)(m-2)} (f_k \delta_{ij} - f_j \delta_{ik}).$$

Now the conclusion follows using the solitons equation (2.16) and its traced version $S + \Delta f = \lambda m$.

From the definition (7.8) of $D^{(u,f)}$ and from equation (3.37) we immediately deduce the following

**Lemma 7.5.** If $(M, g)$ is a conformal gradient Ricci soliton then

$$D^{(u,f)} = e^{3u} \tilde{D}.$$  

The first main result of this section is the following

**Theorem 7.6.** If $(M, g)$ is a conformal gradient Ricci soliton then

$$C_{ijk} - [(m-2)u_t - f_t] W_{ijkl} = D^{(u,f)}_{ijk}.$$  

**Remark 7.7.** Equation (7.12) is the first integrability condition for a conformal gradient Ricci soliton. Moreover, using Proposition 7.4, when $f$ is constant we recover equation (6.8) of Gover and Nurowski, while when $u = 0$ we recover equation (5.14) of Cao and Chen.

**Proof.** There are two ways to prove (7.12).

*First proof* (the direct one).

We start from (7.7). Taking the covariant derivative and skew-symmetrizing with respect to the second and third index we get

$$C_{ijk} = (m-2) u_t R_{ijkl} + f_t R_{ijkl} + (m-2)(u_i u_k - u_i u_k) + f_i u_k - f_k u_i + u_i f_k - u_k f_i =$$

$$+ \frac{m-2}{m} \left\{ \frac{S_k}{2(m-1)} - u_{tk} + \frac{f_{tk}}{m-2} \right\} \delta_{ij} - \left[ \frac{S_j}{2(m-1)} - u_{tj} + \frac{f_{tj}}{m-2} \right] \delta_{ik} \right\} \delta_{ik} + \frac{2}{m-2} f_t (u_k \delta_{ij} - u_j \delta_{ik}).$$

Tracing equation (7.13) with respect to $i$ and $j$ we deduce the following interesting relation, which will come in handy later:

$$S_k \frac{1}{2(m-1)} - u_{tk} + f_{tk} \frac{1}{m-2} \frac{m-2}{m-1} (u_t R_{tk} - \frac{1}{m-2} f_t R_{tk}) - \frac{m-2}{m-1} u_t u_k + \frac{1}{m-1} (u_t f_k + f_t u_k) =$$

$$- \frac{m}{m-1} \Delta u u_k + \frac{m}{(m-1)(m-2)} (u_k \Delta f + f_k \Delta u).$$
Substituting equation (7.14) in (7.13), using the definition of the Weyl tensor (see equation (2.1)) and rearranging we arrive at
\begin{equation}
C_{ijk} - [(m - 2)u_t - f_t]W_{tijk} = \frac{1}{(m - 1)(m - 2)}[(m - 2)u_t - f_t](R_{ij} \delta_k - R_{ik} \delta_j) + (R_{ik} u_j - R_{ij} u_k)
\end{equation}
\begin{align*}
&+ \frac{1}{m - 2}(R_{ij} f_k - R_{ik} f_j) + \frac{S}{(m - 1)(m - 2)}[(m - 2)(u_k \delta_j - u_j \delta_k) - (f_k \delta_j - f_j \delta_k)] \\
&+ u_k[(m - 2)u_{ij} - f_{ij}] - u_j[(m - 2)u_{ik} - f_{ik}] + (f_k u_{ij} - f_m u_{ij}) \\
&+ \frac{(m - 2)}{(m - 1)}u_t(u_k \delta_j - u_j \delta_k) + \frac{1}{m - 1}u_t(f_k \delta_j - f_j \delta_k) \\
&+ \frac{1}{m - 1}f_t(u_j \delta_k - u_k \delta_j) + \frac{1}{m - 1}[(m - 2)\Delta u - \Delta f(u_j \delta_k - u_k \delta_j) \\
&+ \frac{1}{m - 1}\Delta u(f_k \delta_j - f_j \delta_k).
\end{align*}

Now we use (7.6) every time the Hessian of \( u \) appears in equation (7.15); rearranging and simplifying (with a lot of patience) we deduce (7.12).

**Remark 7.8.** The same argument obviously works in the case of conformally Einstein manifolds, leading to equation (6.8).

**Second proof (sketch).** Since \((M, g)\) is a conformal gradient Ricci soliton we have the validity of (5.14) with respect to the metric \(\tilde{g}\), i.e.
\[ \tilde{C}_{ijk} + \tilde{f}_t \tilde{W}_{tijk} = \tilde{D}_{ijk}; \]

multiplying both members through \(e^{3u}\) we get
\[ e^{3u} \tilde{C}_{ijk} + \left(e^u \tilde{f}_t\right)\left(e^{2u} \tilde{W}_{tijk}\right) = e^{3u} \tilde{D}_{ijk}. \]

Now using (3.34), (3.35), (3.37) and the fact that \(e^u \tilde{f}_t = f_t\) we obtain (7.12). \(\square\)

**Remark 7.9.** The first proof of Theorem 7.6 is long but elementary, using only the definition of the Cotton tensor and the equation defining a conformal Ricci soliton. The second proof is obviously shorter, but requires a lot of preliminary work to deduce the necessary transformation laws.

As far as the second integrability condition is concerned we have

**Theorem 7.10.** If \((M, g)\) is a conformal gradient Ricci soliton then
\begin{equation}
B_{ij} = \frac{1}{m - 2} \left\{ D_{ijk,k}^{(u,f)} - \frac{m - 3}{m - 2}[(m - 2)u_t - f_t]C_{jit} + [f_t u_k + f_k u_t - (m - 2)u_t u_k]W_{tijk}\right\};
\end{equation}

Equivalently,
\begin{equation}
B_{ij} = \frac{1}{m - 2} \left\{ \left[(m - 2)(m - 4)u_t u_k - (m - 4)(u_k f_t + f_k u_t) + \frac{m - 3}{m - 2}f_t f_k\right]W_{tijk}ight.
\end{equation}
\begin{align*}
&- \frac{m - 3}{m - 2}\left[(m - 2)u_t - f_t\right]D_{jit,t}^{(u,f)} + D_{ij,t,t}^{(u,f)}\right\}.\end{align*}

**Remark 7.11.** Equation (7.16) is the second integrability condition for a conformal gradient Ricci soliton. Moreover, if \(f\) is constant we recover equation (6.9) of Gover and Nurowski, while if \(u = 0\) we recover equation (5.15) of Cao and Chen.

**Proof.** Again, there are two ways to prove (7.16).

**First proof** (the direct one). We take the covariant derivative of equation (7.12) to get
\begin{equation}
C_{ijk,l} - [(m - 2)u_{tl} - f_t]W_{tijk} - [(m - 2)u_t - f_t]W_{tijk,l} = D_{ijk,l}^{(u,f)};
\end{equation}
tracing with respect to $k$ and $l$ and using the definition of the Bach tensor and the fact that $W_{i,j,k,l} = W_{k,j,i,l} = -\left(\frac{m-3}{m-2}\right)C_{j,ik}$ we deduce

\begin{equation}
(m - 2)B_{ij} - [R_{ik} - (m - 2)u_{ik} + f_{ik}]W_{i,j,k} + \left(\frac{m - 3}{m - 2}\right)\left[(m - 2)u_i - f_i\right]C_{j,ik} = D^{(u,f)}_{ij,k,k}.
\end{equation}

Now we note that, by equation (7.6),

\begin{equation}
R_{ik} - (m - 2)u_{ik} + f_{ik} = -\left[(m - 2)u_{ik} + f_{ik} + f_{ik}u_k + \frac{1}{2m}\left[S - (m - 2)\left(\Delta u - |\nabla u|^2\right) + \Delta f - 2g(\nabla f, \nabla u)\right]\delta_{ik};
\end{equation}

substituting in (7.19) and computing we obtain (7.16). Equation (7.17) can be now obtained using (7.12) in (7.16) and rearranging.

**Second proof (sketch).** Since $(M,g)$ is a conformal gradient Ricci soliton we have the validity of (5.15) with respect to the metric $\tilde{g}$, i.e.

\begin{equation}
(m - 2)\tilde{B}_{ij} = \tilde{D}_{ij,t,t} + \left(\frac{m - 3}{m - 2}\right)\tilde{f}_{ij}C_{j,ik};
\end{equation}

the thesis now follows from (3.36), (3.39) (traced with respect to $k$ and $t$), (3.35) and a long computation. \hfill \Box

**Remark 7.12.** Following the second proof of Theorem 7.10 it is possible to show that

\begin{equation}
D^{(u,f)}_{ij,t,t} = e^{2u}\tilde{D}_{ij,t,t} - (m - 4)u_t D^{(u,f)}_{ij,t} + u_t D^{(u,f)}_{ij,t}.
\end{equation}

We observe that equation (7.14) gives a relation between $\nabla S$, $\nabla \Delta u$ and $\nabla \Delta f$ for a conformal gradient Ricci soliton. On the other hand, taking the covariant derivative of equation (7.3), we deduce that

\begin{equation}
\frac{S_k}{2(m - 1)} - u_{ttk} + \frac{f_{ttk}}{2(m - 1)} = (m - 2)u_t u_{tk} - \frac{m - 2}{2(m - 1)}f_{tu_k} - \frac{m - 2}{2(m - 1)}u_t f_{tk} + \frac{S}{m - 1}u_k - 2\Delta u u_k
\end{equation}

\begin{equation}
- (m - 2)|\nabla u|^2 u_k + \frac{1}{m - 1}\Delta f u_k + \left(\frac{m - 2}{m - 1}\right)(f_t u_k) u_k.
\end{equation}

Subtracting (7.21) from (7.14) and rearranging we obtain

\begin{equation}
f_{ttk} = 2(m - 2)u_t R_{tk} - 2f_t R_{tk} - 2(m - 2)^2 u_t u_{tk} + (m - 2)u_t f_{tk} + (m - 2)f_t u_{tk} + 2\left(\frac{m - 2}{m}\right)^2 \Delta u u_k
\end{equation}

\begin{equation}
- \frac{2(m - 2)}{m} S u_k + 2\left(\frac{m - 1}{m}\right)(m - 2)^2 |\nabla u|^2 u_k + \frac{4}{m}\Delta f u_k + 2\Delta u f_k - 2\left(\frac{m - 2}{m}\right)(f_t u_k) u_k.
\end{equation}

Now using equation (7.6) to substitute every term containing the Hessian of $u$ and rearranging we deduce the following

**Proposition 7.13.** Let $(M,g,f,\lambda)$ be a conformal gradient Ricci soliton; then we have

\begin{equation}
f_{ttk} = f_t f_{tk} - f_t R_{tk} - (m - 2)u_t f_{tk} + \left(\frac{m - 2}{m}\right)(2m - 1)|\nabla u|^2 f_k + 2\Delta f u_k + \left(\frac{3m - 2}{m}\right)\Delta u f_k
\end{equation}

\begin{equation}
+ (m - 2)g(\nabla f, \nabla u) u_k - |\nabla f|^2 u_k - \left(\frac{S + \Delta f}{m}\right)f_k - \left(\frac{m - 2}{m}\right)g(\nabla f, \nabla u) f_k.
\end{equation}

Inserting now (7.23) into (7.14) and rearranging we obtain the following, interesting expression for $\nabla \Delta u$. 

Theorem 7.14. Let \((M, g, f, \lambda)\) be a conformal gradient Ricci soliton; then we have

\begin{equation}
(7.24) \quad u_{ttk} = \frac{S_k}{2(m-1)} - u_t R_{tk} - u_t f_{tk} + \frac{1}{m-1} f_t f_{tk} + \frac{(m-2)}{m} |\nabla u|^2 u_k + \frac{(m-2)}{m} g(\nabla f, \nabla u) u_k
\end{equation}

- \frac{S}{m(m-1)} (u_k + f_k) + \frac{(m+2)}{m} \Delta u u_k - \frac{1}{m-1} |\nabla f|^2 u_k + \frac{1}{m} \Delta f u_k + \frac{2(m-1)}{m} |\nabla u|^2 f_k

- \frac{m-2}{m(m-1)} g(\nabla f, \nabla u) f_k + \frac{2}{m} \Delta u f_k - \frac{1}{m(m-1)} \Delta f f_k.

8. Generic Ricci solitons: necessary conditions

In this section we construct, for a generic Ricci solitons\((M, g, X, \lambda)\), two integrability conditions which are a direct generalization of the ones in section 5, valid for a gradient Ricci solitons. To state them we first need to define the tensor \(D^X\) as follows:

\begin{equation}
(8.1) \quad D_{ijk}^X = \frac{1}{m-2} (X_k R_{ij} - X_j R_{ik}) + \frac{1}{m-1(m-2)} (X_i R_{jk} \delta_{ij} - X_i R_{ij} \delta_{ik}) - \frac{S}{m-1(m-2)} (X_k \delta_{ij} - X_j \delta_{ik})
\end{equation}

\begin{equation}
+ \frac{1}{2} (X_{kji} - X_{jki}) + \frac{1}{2(m-1)} [(X_{ikt} - X_{ktt}) \delta_{ij} - (X_{ijt} - X_{jit}) \delta_{ik}].
\end{equation}

Remark 8.1. If \(X = \nabla f\) for some \(f \in C^\infty(M)\), then \(D^X \equiv D\) (since \(X_{kji} = f_{kji} = X_{jki} = f_{jki}\)).

The following theorem shows that \(D^X\) is the natural counterpart of \(D\) in the generic case:

Theorem 8.2. If \((M, g, X, \lambda)\) is a generic Ricci soliton with respect to the smooth vector field \(X\), then the Cotton tensor, the Weyl tensor, the Bach tensor, \(X\) and the tensor \(D^X\) satisfy the conditions:

\begin{equation}
(8.2) \quad C_{ijk} + X_i W_{ijk} = D_{ijk}^X,
\end{equation}

\begin{equation}
(8.3) \quad B_{ij} = \frac{1}{m-2} \left( D_{ijk,k}^X + \frac{m-3}{m-2} X_i C_{jjk} + \frac{1}{2} (X_{tk} - X_{kt}) W_{ij} \right).
\end{equation}

Remark 8.3. If \(X = \nabla f\) for some \(f \in C^\infty(M)\), equations (8.2) and (8.3) become, respectively, (5.14) and (5.15).

Remark 8.4. From (8.2) we deduce

\begin{equation}
(8.4) \quad X_i C_{ij} = X_i D_{ij}.
\end{equation}

We omit here the proof, since Theorem 8.2 will be a consequence of Theorems 9.6 and 9.8 of the next section.

9. Conformal generic Ricci solitons

As a further step toward generalization, not unexpectedly, in this section we define the notion of a conformal generic Ricci soliton.

Definition 9.1. A Riemannian manifold \((M, g)\) is said to be a conformal generic Ricci soliton if there exist a conformal change of the metric \(\tilde{g} = e^{2u} g\), \(u \in C^\infty(M)\), a smooth vector field \(X \in \mathfrak{X}(M)\) and a constant \(\lambda \in \mathbb{R}\) such that \((M, \tilde{g})\) is a generic Ricci soliton, i.e.

\begin{equation}
(9.1) \quad \tilde{\text{Ric}} + \frac{1}{2} \mathcal{L}_X \tilde{g} = \lambda \tilde{g}.
\end{equation}

In terms of the geometry of the manifold \((M, g)\), (9.1) leads to the following

Lemma 9.2. \((M, g)\) is a conformal generic Ricci soliton if and only if there exist \(u \in C^\infty(M)\), a smooth vector field \(X \in \mathfrak{X}(M)\) and a constant \(\lambda \in \mathbb{R}\) such that

\begin{equation}
(9.2) \quad \text{Ric} - (m-2) \text{Hess}(u) + (m-2) du \otimes du + \frac{1}{2} e^{2u} \mathcal{L}_X g = \frac{1}{m} \left[ S - (m-2) \left( \Delta u - |\nabla u|^2 \right) + e^{2u} \text{div} X \right] g
\end{equation}
Proof. In an orthonormal frame (9.1) becomes

\[
R_{ij} - \frac{1}{2}(X_{ij} + X_{ji}) = \lambda \delta_{ij},
\]

while tracing (9.1) we deduce that

\[
m\lambda = \tilde{S} + \div X.
\]

Multiplying both sides of (9.5) by \(e^{2u}\) and using (3.16) and (3.46) we get (9.3); multiplying both sides of (9.4) by \(e^{2u}\), using (3.15), (3.45) and (9.3) we deduce

\[
R_{ij} - (m-2)u_{ij} + (m-2)u_{ij} + \frac{1}{2}e^{2u}(X_{ij} + X_{ji}) = \frac{1}{m}[S - (m-2)(\Delta u - |\nabla u|^2) + e^{2u}\div X] \delta_{ij},
\]

that is (9.2). \(\square\)

**Remark 9.3.** If \(u = 0\) equations (9.2) and (9.3) give

\[
R_{ij} + \frac{1}{2}(X_{ij} + X_{ji}) = \frac{1}{m}(S + \div X) \delta_{ij} = \lambda \delta_{ij},
\]

that is the equation of generic Ricci solitons; if in addition \(X = \nabla f\) for some \(f \in C^\infty(M)\), we obviously recover the equation of gradient Ricci solitons. On the other hand, if \(u \neq 0\) but \(X\) is the gradient of some function \(f\) with the respect to the metric \(\tilde{g}\), we recover equations (7.2) and (7.3). To prove this we observe that

\[
X = \tilde{\nabla} f = \tilde{f}_i \tilde{e}_i = \tilde{f}_i e^{-u} e_i = e^{-2u} f_i e_i,
\]

so we deduce

\[
X = \nabla f = e^{-2u} \nabla f.
\]

Moreover we have

\[
X_i = e^{-2u} f_i,
\]

\[
X_{ij} = e^{-2u} (f_{ij} - 2 f_i u_j), \quad X_{ji} = e^{-2u} (f_{ij} - 2 f_j u_i),
\]

\[
\div X = X_{ii} = e^{-2u}(\Delta f - 2 g(\nabla u, \nabla f)).
\]

Substituting the previous relations in (9.6) we get (7.6).

Note that equation (9.6) can be written, using the Schouten tensor, as

\[
A_{ij} - (m-2)u_{ij} + (m-2)u_{ij} + \frac{1}{2}e^{2u}(X_{ij} + X_{ji}) = \frac{1}{m} \left[ \frac{m-2}{2(m-1)}S - (m-2)(\Delta u - |\nabla u|^2) + e^{2u}\div X \right] \delta_{ij}.
\]

For a conformal generic Ricci soliton we now define the tensor \(D^{(u,X)}\) as follows:

\[
D^{(u,X)}_{ijk} = e^{2u} \left\{ \frac{1}{m-2} (X_k R_{ij} - X_j R_{ik}) + \frac{1}{(m-1)(m-2)} (X_l R_{tk} \delta_{ij} - X_i R_{jk} \delta_{il}) - \frac{S}{(m-1)(m-2)} (X_k \delta_{ij} - X_j \delta_{ik}) \right. \\
+ \frac{1}{2} (X_{kj} - X_{jk}) + \frac{1}{2(m-1)} [(X_{kt} - X_{kt}) \delta_{ij} - (X_{tj} - X_{jt}) \delta_{ik}] - \frac{1}{2} [(X_{ij} + X_{ji}) u_k - (X_{ik} + X_{ki}) u_j] \\
- \frac{1}{2(m-1)} [u_t [X_{ik} + X_{ti}] \delta_{kj} - (X_{ij} + X_{ji}) u_k] + \frac{1}{m-1} (\div X)(u_k \delta_{ij} - u_j \delta_{ik}) \right\}.
\]

We have the following

**Proposition 9.4.** If the conformal generic Ricci soliton is a conformal Einstein manifold (i.e. \(X \equiv 0\)) then \(D^{(u,X)}\big|_{X=0} = D^{(u,0)} \equiv 0\), while if the conformal generic Ricci soliton is a generic Ricci soliton (i.e. \(u = 0\)) then \(D^{(u,X)}\big|_{u=0} = D^{(0,X)} = D^{X} \).
Proof. The proof is just a straightforward calculation. □

A computation similar to the one leading to equation (7.11) shows the validity of the following

**Lemma 9.5.** If \((M, g)\) is a conformal generic Ricci soliton then

\[
D(u, X) = e^{3u} D^X.
\]

We now come to the main result of this section, i.e. the first integrability condition for conformal generic Ricci solitons.

**Theorem 9.6.** If \((M, g)\) is a conformal generic Ricci soliton then

\[
C_{ijk} - [(m - 2)u_t - e^{2u} X_j] W_{tijk} = D_{tijk}^{(u, X)}.
\]

**Remark 9.7.** If \(u = 0\), (9.11) becomes equation (8.2); if \(X = 0\), we recover equation (6.8); if \(X = \tilde{\nabla} f\) for some \(f \in C^\infty(M)\), we have equation (7.12).

Proof. As in the case of Theorem 7.6, there are two equivalent ways to prove (9.11).

**First proof** (the direct one).

We start from (9.8). Taking the covariant derivative and skew-symmetrizing with respect to the second and third index we get

\[
C_{ijk} - [(m - 2)u_t - e^{2u} X_j] W_{tijk} = D_{tijk}^{(u, X)}.
\]

Note that, using the first Bianchi identity (4.17) and Lemma 4.3, we have

\[
X_{jik} - X_{kji} = X_{jki} - X_{kji} + X_t R_{tijk},
\]

so that

\[
\frac{1}{2} e^{2u} X_t R_{tijk} + \frac{1}{2} e^{2u} (X_{jik} - X_{kji}) = e^{2u} X_t R_{tijk} + \frac{1}{2} e^{2u} (X_{jki} - X_{kji}).
\]

Tracing equation (9.12) with respect to \(i\) and \(j\) we deduce the following interesting relation (compare it with equation (7.14)):

\[
\frac{(m - 2)}{2(m - 1)} S_k - (m - 2)u_{ttk} + e^{2u} X_{ttk} = \frac{m}{m - 1} [(m - 2)u_t - e^{2u} X_t] R_{tk} - \frac{(m - 2)^2}{m - 1} u_t u_{tk} + \frac{2}{m - 1} e^{2u} (\text{div} X) u_k
\]

\[
- \frac{m(m - 2)}{m - 1} \Delta u u_k - \frac{m}{m - 1} e^{2u} u_t (X_{tk} + X_{kt}) + \frac{m}{2(m - 1)} e^{2u} (X_{tkt} - X_{ktt}).
\]
Now we insert (9.14), (9.13) and (2.1) into (9.12); after some manipulation we arrive at (9.15)
\[ C_{ijk} - [(m - 2)u_t - e^{2u}X_t]W_{tijk} = \frac{1}{(m-1)(m-2)} [(m - 2)u_t - e^{2u}X_t](R_{ij}\delta_{ik} - R_{ik}\delta_{ij}) + \]
\[ + \frac{1}{m-2}R_{ik}[(m-2)u_j - e^{2u}X_j] - \frac{1}{m-2}R_{ij}[(m-2)u_k - e^{2u}X_k] \]
\[ + \frac{S}{(m-1)(m-2)}\left\{ [(m-2)u_k - e^{2u}X_k]\delta_{ij} - [(m-2)u_j - e^{2u}X_j]\delta_{ik} \right\} \]
\[ + (m-2)(u_{ij}u_k - u_{ik}u_j) + e^{2u}[(X_{ik} + X_{ki})u_j - (X_{ij} + X_{ji})u_k] \]
\[ + \frac{1}{2}e^{2u}(X_{kj} - X_{jk}) + \left( \frac{m-2}{m-1} \right) u_t(u_k\delta_{ij} - u_{ij}\delta_{ik}) \]
\[ + \frac{2}{m-1}e^{2u}(\text{div} X)(u_k\delta_{ij} - u_{ij}\delta_{ik}) - \left( \frac{m-2}{m-1} \right) \Delta u(u_k\delta_{ij} - u_{ij}\delta_{ik}) \]
\[ - \frac{1}{m-1}e^{2u}[u_t(X_{ik} + X_{ki})\delta_{ij} - (X_{ij} + X_{ji})\delta_{ik}] \]
\[ + \frac{1}{2(m-1)}e^{2u}[(X_{tk} - X_{kt})\delta_{ij} - (X_{ij} - X_{ji})\delta_{ik}] \].

Using (9.6) every time the Hessian of \( u \) appears in equation (9.15), rearranging and simplifying (with a lot of patience, again) we deduce (9.11).

**Second proof (sketch).** Since \((M,g)\) is a conformal generic Ricci soliton we have the validity of (8.2) with respect to the metric \( \tilde{g} \), i.e.
\[ \tilde{C}_{ijk} + \tilde{X}_i\tilde{W}_{tijk} = \tilde{D}_{ijk}^X. \]

Now one should multiply both members through \( e^{2u} \), use (3.34), (3.35), the fact that \( \tilde{X}_t = e^{u}X_t \) and the computation producing equation (9.10). \( \square \)

As far as the second integrability condition is concerned we have

**Theorem 9.8.** If \((M,g)\) is a conformal generic Ricci soliton then
\[ B_{ij} = \frac{1}{m-2} \left\{ D^{(u,X)}_{ij,k} - \left( \frac{m-3}{m-2} \right) [(m - 2)u_t - e^{2u}X_t]C_{jil} + \left[ \frac{1}{2}e^{2u}(X_{tk} - X_{kt})\delta_{ij} - (X_{ij} + X_{ji})\delta_{ik} \right] W_{itjk} \right\}. \]

**Remark 9.9.** If \( u = 0 \), (9.16) becomes equation (8.3); if \( X = 0 \), we recover equation (6.9); if \( X = \tilde{\nabla}f \) for some \( f \in C^\infty(M) \), we have equation (7.16).

**Proof.** Taking the covariant derivative of equation (9.11) we get
\[ C_{ijk,l} - [(m - 2)u_{il} - 2e^{2u}X_{il}u_t - e^{2u}X_t]W_{tijk} - [(m - 2)u_t - e^{2u}X_t]W_{tijk,l} = D^{(u,X)}_{ijk,l}. \]

Now we trace with respect to \( k \) and \( l \) and we use the definition (2.12) of the Bach tensor to deduce
\[ (m-2)B_{ij} - R_{ik}W_{tijk} + [(m-2)u_{ik} - 2e^{2u}X_{ik}u_t - e^{2u}X_t]W_{tijk} - [(m - 2)u_t - e^{2u}X_t]W_{tijk,k} = D^{(u,X)}_{ijk,k}. \]

Inserting (2.11) and (9.6) in the previous relation, simplifying and rearranging we get (9.16). \( \square \)
10. Higher order integrability condition for gradient Ricci solitons

In this short section we present the third and the fourth integrability conditions for gradient Ricci solitons of dimension $m \geq 4$. Starting from equation (5.15) in Theorem 5.2 we get the following

**Theorem 10.1.** If $(M, g, f)$ is a gradient Ricci soliton with potential function $f$, then the Cotton tensor, the Bach tensor and the tensor $D$ satisfy the condition

\[ R_{kt}C_{kti} = (m-2)D_{itk,tk}, \]

or, equivalently,

\[ (\text{div } B)_i = B_{ik,k} = \left( \frac{m-4}{m-2} \right) D_{itk,tk}. \]

**Proof.** We take the covariant derivative of equation (5.15), obtaining

\[ (m-2)B_{ij,k} = D_{ij,tk} + \left( \frac{m-3}{m-2} \right)(f_{tk}C_{jit} + ftC_{jit,k}), \]

which implies, using the soliton equation,

\[ (m-2)B_{ij,k} = D_{ij,tk} + \left( \frac{m-3}{m-2} \right)(\lambda C_{jik} + R_{tk}C_{jti} + ftC_{jit,k}). \]

Tracing with respect to $j$ and $k$, using equation (4.43) and the fact that the Cotton tensor is totally trace-free we get

\[ (m-2)B_{ik,k} = D_{ikt,tk} + \left( \frac{m-3}{m-2} \right)R_{tk}C_{jti}. \]

Now we exploit (2.13) in the previous relation, obtaining (10.1). To get (10.2) we simply insert again (2.13) into (10.1). □

**Theorem 10.2.** If $(M, g, f)$ is a gradient Ricci soliton with potential function $f$, then the Cotton tensor, the Bach tensor and the tensor $D$ satisfy the condition

\[ \frac{1}{2}|C|^2 + (m-2)R_{ij}B_{ij} - R_{ij}R_{kt}W_{ikjt} = (m-2)D_{itk,tki}, \]

or, equivalently,

\[ B_{ik,ki} = \left( \frac{m-4}{m-2} \right) D_{itk,tki}. \]

**Proof.** Equation (10.4) follows by taking the divergence of (10.2). To get (10.3) we take the divergence of (10.1),

\[ R_{kt,i}C_{kti} + R_{kt}C_{kti,i} = (m-2)D_{itk,tki}. \]

Now we use the symmetry of the Cotton tensor and the definition of the Bach tensor, obtaining

\[ \frac{1}{2}(R_{kt,i} - R_{kt,i})C_{kti} + R_{kt}[(m-2)B_{kt} - R_{ij}W_{ikjt}] = (m-2)D_{itk,tki}, \]

from which we immediately deduce (10.3). □

11. Open questions

We conclude the paper with a brief overview of interesting open problems.

First of all, sufficient conditions for a generic Riemannian manifold to be conformally equivalent (locally or globally) to a Einstein manifold have been found by several authors, see for instance Gover-Nurowsky [17] and Listing [22], [23]; it would be of great interest to find similar results in the Ricci soliton case.

Another interesting result would be to deduce some a priori estimate on scalar curvature for conformally Einstein manifolds or conformally Ricci solitons, using PDE methods to study scalar equations obtained from their structure; a similar approach has been used for instance in [25] and [13].
In the spirit of [8] and [5], rigidity and classification results for Bach-flat gradient Ricci solitons can be derived using the first and the second integrability conditions, see also [14]. It is then natural to ask if it is possible to obtain similar results under weaker assumptions, such as div $B = 0$, exploiting also the third and fourth integrability conditions provided in the previous section. We explicitly remark that in dimension three the condition div $B = 0$ is sufficient to obtain the classification, see [5]. Moreover, in obtaining the aforementioned classification results, a key role is played by the vanishing of the tensor $D$; it would be significant to identify weaker requirements on the Bach tensor and/or its divergence that could ensure this condition.
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