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DISLOCATIONS AT THE CONTINUUM SCALE: FUNCTIONAL
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SETTING AND VARIATIONAL PROPERTIES

RICCARDO SCALA AND NICOLAS VAN GOETHEM

ABSTRACT. Considering the existence of solutions to a minimum problem for
dislocations in finite elasticity [21], in the present paper we first exhibit a
constraint reaction field, due to the geometrical constraint that the deforma-
tion curl is a concentrated measure. The appropriate functional spaces and
their properties needed to describe dislocations are then established. Follow-
ing the preceding theoretical developments, the first variation of the energy
at the minimum points with respect to Lipschitz variations of the lines and
to curl-free deformations is carried on. Our first purpose is to show that the
constraint reaction provides explicit expressions of the Piola-Kirchhoff stress
and Peach-Ko&hler force. Then, equilibrium at optimality shows that the latter
force is balanced by a defect-induced configurational force. Our main result
is to establish that the Peach-Kohler force is a concentrated Radon measure
in the dislocation. In the modeling application, in order to consider complex
structures such as dislocation clusters, countable families of dislocations are
represented by means of integer-valued l-currents at the continuum scale in
the spirit of [21].
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1. INTRODUCTION

Dislocations in elastic bodies are at the origin of dissipative phenomena, and in
particular their motion is responsible for the plastic behaviour of single crystals. A
dislocation loop L is a closed curve in Q. Outside the dislocation, i.e. in Q\ L, the
body is considered as perfectly elastic. This scale of matter description is called the
mesoscopic, or the continuum scale. Motivated by physical reasons [15,18,32,33],
we consider finite elasticity near the line with a less-than-quadratic strain energy,
while linear elasticity is a valid assumption away from the dislocations. Nonetheless,
it is not easy to understand the physical nature of a mesoscopic dislocation. In
fact, it is not a material line, since it can be equivalently generated by an excess
or a lack of lattice atoms. Moreover, contrarily to fracture, it can not even be
defined as a mere singularity in the reference configuration where deformation fields
would be unbounded. In fact, a dislocation must be viewed as a singularity of the
deformation field whose support lies in the current configuration (see, e.g., [1,21]).
Therefore, dislocation location and field singularity are bound notions. Specifically,
the support of the curl of the deformation field (which in general is not a gradient)
is identified with the dislocation density field. This definition is at the basis of the
present work, since a constraint reaction will be generated by the satisfaction of
the latter relation between model variables.

1.1. Mathematical and physical properties of dislocations. The intrinsic
mathematical difficulties generated by dislocations are fundamentaly different from
those encountered in the mathematical modeling of fracture mechanics: (i) disloca-
tions are HY =2 field singularities; (ii) dislocations are free to mutually annihilate,
recombine, split, spontaneously appear, and hence form complex geometrical struc-
tures, without any law such as irreversibility; (iii) there is no natural reference
configuration and hence intrinsic approaches must be preferred. In particular, the
displacement is not an appropriate model variable, as opposed to most of Solid
Mechanics problems; (iv) the stress and strain fields are not square-integrable and
so the less tractable L? spaces with 1 < p < 2 must be considered; (v) bounds on
the model fields are given in terms of the curl and the divergence, in place of the
full gradient; (vi) these curl and divergence are found in measure spaces instead of
Sobolev spaces. Moreover, we believe that in order to model single crystals with
dislocations, where complex geometries such as dislocation clusters (cf. Fig. 1) are
observed [32], one can hardly rely on the assumption of a period array of disloca-
tions. Therefore, one is forced to build a specific mathematical framework step by
step, which should provide

(i) An appropriate functional framework.
(ii) A geometric description of the lines.

To achieve (ii), the mathematical formalism of currents as briefly described in
Section 1.2 has been proposed. In this framework, a cluster as depicted in Fig. 1
is modelled as a continuum dislocation [21]. Moreover this formalism introduces in
a natural way the notions of geometrically necessary and unnecessary dislocations,
which are well known to engineers. Restricting ourselves to a quasi-static regime,
in this work we assume that the crystal obeys minimization laws (note that such
minimization states are reached very fast in actual crystals such as pure copper,
where resistence to dislocation motion is negligible [3]).

The first step we should achieve is thus to establish the functional setting appro-
priate to describe mesoscopic (otherwise called continuum) dislocations. The main
features are that (i) when Sobolev spaces WP are considered, exponent p is in the
“bad range” 1 < p < 3/2, and (ii) the second grade variable is the curl instead of
the gradient, and the curl must be a concentrated Radon measure. Minimization
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FicURE 1. Example of a continuum dislocation cluster.

problems in this range are considered in [21] where, awared of [20], the main tool
used was Cartesian maps.

In the present work, the purpose is to provide elements for an analysis of the
space of LP-tensors whose curl is bounded in a measure space, and in particular to
study the homeomorphism between this space and the space of solenoidal Radon
measures, which in the model application will be the space of dislocation densities.
These two spaces and their properties will allow us to determine a configurational
force, capable of driving the dislocations outside equilibrium, which as far as the
deformation part of the energy is concerned, is the well-known Peach-Kohler force.
In contrast, no such generic formula could be derived for the defect part of the
energy, since the functional dual of LP-tensors with measure curl could not be
found explicitely. Nevertheless, we have based our derivations on a model example
as found in [7], which was sufficient for our application purpose.

1.2. A quick survey on currents and dislocations at the continuum scale.
In [21] we proposed a mathematical model for a countable family of dislocations
in an elastic body , here considered as the current (as opposed to reference)
configuration. Since the dislocation loop is the singularity set for the extensive
fields such as stress and strain, the deformation gradient field F' is incompatible,
meaning that?

—Cwl F=A" inQ, (1.1)
with F' the (inverse) deformation tensor, and where the dislocation density A is
a Radon measure in M (Q, M?) concentrated on the dislocation set L. Clearly if
A = 0 then F' is a gradient. Moreover, conservation properties for dislocations
imply that their density is solenoidal (i.e., divergence free),

Div AT =0. (1.2)

The explicit formula for A shows a linear dependence on the line orientation 7 and
on the Burgers vector B (i.e., A = 7® Bdr,), where for crystallographic reasons, the
value of the Burgers vector is constrained to belong to a countable lattice in R?.
In the proposed formalism, currents (for which the main reference is [11]) are
used to describe dislocations at the mesoscopic scale. In brief, a current is a lin-
ear and continuous functional acting on differential forms, thereby generalizing
the notion of distributions [25]. Specifically, dislocations are described by integer-
multiplicity 1-currents, which are mathematical objects generalizing the concept
of curves, and are assumed closed to account for the property that by (1.2) ev-
ery dislocation is a loop or ends at the single-crystal boundary. A brief survey of
the mathematical formalism can be found in Section 3.1, while for detail we refer
to [21]. The use of currents suits rather well the analysis and modeling of dislo-
cations in single crystals. Indeed, when dislocation currents intersect or overlap,
they sum according to the Frank rule [15]. Moreover, in case the generating loops
are countably many, the closure theorem for integer-multiplicity currents provides

LComponentwise, (Curl F)ij = €10k Fy and Ay; = 7050,
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direct proofs of existence of minimizers for a large class of potential energies. Note
also that the use of currents may also be convenient in order to study the time
evolution of dislocations. For a so-called dislocation curent £ we will denote the
associated density by A = A,. In case L, the support of £, does not coincide with
L*, the support of Az, the difference L\ L* is called the geometrically nonnecessary
part.

The starting point of the present work is the the minimum problem

(FI,IEI)%AW(F’ Ar), (1.3)
where the energy W satisfies some appropriate convexity and coerciveness condi-
tions, while A is the space of admissible couples of deformation and dislocation
currents. Among the properties of admissibility, we require that F' and £ be re-
lated by condition (1.1), and that F be the gradient of a Cartesian map away from
L. Therefore, both F' and L are represented by particular types of currents. Prob-
lems (1.3) has been proposed and first studied in [20] with a single fixed dislocation
loop in the crystal bulk (thus implying a minimization in F only), and later extend
in [21] for an unfixed countable family of dislocation currents satisfying certain
boundary conditions. Existence of minimizers will be recalled in Section 3.4.

Let us emphasize that the assumption 1 < p < 2 is at the origin of the difficulties
encountered to solve (1.3) (see also [23,24]). Moreover, the case 1 < p < 3/2
is even more puzzling, but cannot be discarded for convenience, since physical
understanding of dislocations tells us that relevant and striking phenomena, such
as cavitation, only occur with such kind of singular deformations. In fact dislocation
nucleation follows from cavitation, that is, from the collapse of a void (i.e., a cluster
of vacancies) which has become unstable or too big.

1.3. Scope of the work. Considering the existence of minimizers of Problem (1.3),
in the present paper we analyze the variation of YW at the minimum points with
respect to L, which by a formal chain rule writes as

(SLW(F, AL:) = (SFW(F, AL)6LF + (SAW(F, AL)(SLAL.

Note first that VW writes as the sum of a deformation and a defect part, the first
depending on F, the second on Ay = — (Curl F )T. However both variables are
related to L in a specific manner, and hence a precise meaning must be given to
the above chain rule expression.

The first aim of this paper is of theoretical nature: it consists in giving a precise
meaning to 67, F and d; Az, and will be achieved by proving a series of preliminary
result. As far as the second term is concerned, the geometric analysis made in [21]
and synthetized in Section 3.1 is used as basis, but here completed by putting the
concentrated measure Ay in duality with a certain continuous tensor, called the
constraint reaction. One difficulty is related to the identification of the dual space
such Radon measures which are concentrated in closed lines, since in general it is
not true that this set be a subspace of continuous functions. This will in particular
require to invert the curl operator. As far as the deformation part of the energy is
concerned, we have already mentioned that it was not a gradient, since to satisfy
constraint (1.1), it must read as F' = Vu+ Curl V, which is recognized as a tensor
Helmholtz-Weyl type decomposition. As a matter of fact, F' will depend on L
through the solution of — Curl Curl V = (Az)", which is an equation to consider
with care, since it is not an elliptic PDE. In this paper, use will also be made of
Helmholtz and Friedrich/Maxwell type decompositions in L? (see, e.g., [13,16]),
where by Maxwell it is intended boundedness properties of a vector/tensor with
respect to their curl and divergence [19,31]. The crucial fact being that since
dislocation densities are solenoidal fields, the LP-norm of the deformation gradient
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is, by (1.1), estimated by a simple bound of the dislocation density norm, here
intended as total variation of the Radon measure.

The second aim of this paper is about modeling, and is thought with a view
to model the evolution in time of dislocations, in the sense that computing é,W
amounts to consider that a certain (configurational) force exerted on the dislo-
cations is vanishing. Therefore, a moving dislocation will evolve with a velocity
proportional to this force, very well known in dislocation theories [1,15], and origi-
nating from the variation of the deformation part of the energy. In the final Theorem
7 we show that at optimality, there is a balance of forces, one of which being the
Peach-Kohler force, while the other is a line-tension term provided by variation of
the defect part of the energy (see also [8]). However, time evolution per se is not
considered in the present work.

1.4. Main result. The paper main result is the existence of a single continuous
constraint reaction field from which the Newtonian and configurational forces ex-
erted on the dislocation at equilibrium are derived. Whereas the Piola-Kirchhoff
stress shows high integrability property, the Peach-Kohler force, which is a priori a
first-order distribution, is proved to be a Radon measure.

Main Theorem: Under the assumptions of existence to Problem (1.3), and
the hypothesis that (i) the elastic part of the energy W, is Fréchet differ-
entiable, and (ii) that the optimal lines £* := A\*(S*) are W21(S!), there
exists a continuous constraint reaction IL* such that

e the derivative Wi of W, at the optimal F™* writes as W; = Curl L*
and is recognized as the Piola Kirchhoff stress.

e the first variation of W, with respect to the dislocation line L* is such
that

We(F*) € M(L*,R?),

with, for every A € WH1(S1), the Peach-Kéhler force §°Weo(F*) writ-
ing for a single dislocation £ with Burgers vector b as

(°We(F™), \) = 7/ ((W} X T)Tb) AdHL. (1.4)
L
Note that the precise meaning of (1.4) is at the heart of this paper,

since Wi = Curl L* is a mere distribution at this stage.

Proof outine: e Helmholtz decomposition (Theorem 1) and Inversion of
the curl operator (Theorem 2) = Existence of a constraint reaction
(Theorem 3)

e Functional space representation of dislocations (Theorem 4) and Ex-
istence results (Theorem 5) = Main result (Theorem 6).

Moreover, as an application: Theorems 1-6 = Balance of configurational forces
(Theorem 7).

1.5. Structure of the paper. In Section 2, the theoretical results required as
preliminaries are stated and proved, unless their proof is found elsewhere in the
literature. An important result is the existence of a constraint reaction, given in
Section 2.5, but the main result is the inversion of the curl operator as found in
Section 2.4. Section 3 contains three subsections where the mathematical proper-
ties of a dislocation model in this setting are given and discussed. In particular, the
functional relations between the deformation and defect variables are given (im-
portant relations are here (3.13) and (3.14) and Theorem 4), their admissibility is
studied, and minimization results in appropriate spaces are recalled. In Section 4,
the generic results of previous sections are applied to a more specific dislocation
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model. The final scope is to compute the first variation of the energy at the min-
imum points, to the aim of which a crucial result is Lemma 10 of Section 4.1. As
a matter of fact, in Sections 4.2 and 4.3, a shape optimization view of minimal-
ity provides a balance of configurational forces, which is applied to an example in
Section 4.3.1. All preliminary results of this paper are required to derive this force
expression, collected in Theorem 7.

1.6. A remark. This paper has been written in two parts, the first, i.e., Section
2, where all theoretical results are stated and proved without even referring to
dislocations. Indeed, the functional spaces described in this section are broader
than those needed for dislocations, and hence the results more general. Instead,
Sections 3 and 4 are specifically devoted to the study of dislocations, and hence the
previously proved results are particularized. Moreover, in order to be self-contained,
the essence of [21] is recalled in simple terms in Section 3.1.

2. THEORETICAL SETTING AND PRELIMINARY RESULTS

2.1. Notations and conventions. The class of 3 x 3 matrices are denoted by
M3 := R3%3. In the following definitions the codomain space R is either tensor val-
ued, R = M3, or vector valued, R = R?. Then R’ stands for R? or R, respectively.
Symbol M stands for finite Radon measures, while D denotes the topological vector
space of smooth functions with compact support. The subset of solenoidal finite
Radon measures in X C R? reads

Mai(X,R) = {p € M(X,R) st. (u,Dp)=0 VYo in Cj(X,R)}, (2.1)

with D denoting the distributional derivative, and where the duality product (here
intended in the sense of finite Radon measures) yields a real-valued tensor whose
components read ({u;, Djpr));,- Recall that ¢ € Cj(X,R’) if ¢ and Dy are
continuous and if for every ¢ > 0 there exists a compact K such that |¢(x)]|
and ||Dy(z)| are smaller than e for any x € X \ K. In particular, the transpose
of the dislocation density? (A*)" € Mai, (2, M?), where Q O Q is an open set
containing only dislocations loops. Observe that Mg, (X, R) is a closed subset
of M(X,R) an hence is a Banach space, endowed with the total variation norm
|| (X) = sup{{p, ) : ¢ € C(X,R),||¢llcc < 1} (see [2] for details on vector-
and tensor-valued Radon measures on metric spaces). For a tensor A we use the
convention that (N x A);; = —(A X N);; = —€;uAixN;. Moreover the curl of a
tensor A will be defined componentwise as (Curl A);; = € DrA;. In particular,
one has

(Curl A, v) = —(Au, €jrDripij) = (Aur, e Ditbij) = (A, Curl ), (2.2)
for every 1 € D(Q,M3). In general, if 1) has not compact support, it holds

(Curl A,¢) = (A, Curl ¥) +/ (N x A) - dS. (2.3)
[2}9)

Note that with this convention one has Div Curl A = 0 in the sense of distributions,

since componentwise the divergence is classicaly defined as (Div A), = D;A;;.3

2The transpose is taken to be consistent to the second author’s references on dislocations
[?,27,29]. This convention was originally taken from Kroner [17].

3In this paper we therefore follow the transpose of Gurtin’s notation convention [6] but care
must be payed since the curl and divergence of tensor fields are given alternative definitions in
the literature (including the second author references [?,29] where the current curl would write
Curl A= —-AXxV).
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2.2. LP-fields with bounded measure curl. Let 1 < p < oo and let  C R? be
an arbitrary open set. We introduce the vector space of tensor-valued fields

BCP(Q,R3*3) := {F € LP(Q,R**3) s.t. Curl F € Mg, (Q,R3*3)}, (2.4)
which, as endowed with norm
[Fller := | Fllp + | Curl F|(2), (2.5)

turns out to be a Banach space. Here the curl of F' € BCP (€2, R3*3) is intended in
the sense of distributions.

Remark 1. One could define BCP(Q, M3) by specifying only that Curl F € M(Q, M3)
and considering the solenoidal property of u as a direct consequence of the distri-
butional identity Div Curl F =0 in €.

Lemma 1. Let p € Maiy(Q,R3*3)} be a measure that is abosolutely continuous
with respect to the H'-measure restricted on a simple Lipschitz curve £ with tangent
vector T and such that L is either closed or ends at the boundary. Then u is a
dislocation-measure, that is, there exists a constant vector b such that

:b®7'7-£1

Proof. By definition (u, ) = [, M (2)dH!(2) with M € L*(L£,M?3) for every
¢ € D(Q,M?). Moreover {(u, Dz/J) 0 for every v € D(Q,R3). Let {v,0,7}
be a local orthogonal basis attached to £. By orthogonal decomposition, M;; =
Mt + Mipvipvy + Myporoy and @i = @i TiTj + QirViVj + @inoroj. It is easy to
see that we can always choose p;; = Dj1; such that 0,1 = Dj;; = 0, 8,,1/)1-‘L =
m, 01/)1 r = &; for arbitrary smooth n and £ on L, so that one has 0 = f[:
dHl fL Mijnivy + &M;jo;) dH!, and hence M;; = b;7; with b; := My
Takmg now @ = D1, it results from the closeness property of £ and the compact
support of ¢ that 0 = [.b- 0 2dH' = — [, 9-b-1pdH', and b is constant. O

The following result is required to give a meaning to the boundary trace of a
LP function whose curl is a Radon measure (in case the full gradient is a Radon
measure, the statement is a classical properties of functions of bounded variation).
For simplicity of presentation, it is stated for the vector case, but tensor extension
is straightforward.

Lemma 2 (Trace operator). Let 1 < p < 0o and Q be a smooth bounded subset of
R3. There exists a linear and bounded operator T : BCH, (2, R?) — H~1/2(9Q,R?)
such that, for f € BCE, (S, R3)

(f,Vx9) = (VX o) +(1(f).0)an Ve e QR (2.6)
For smooth f, 7(f) = f x N where N is the outer unit normal vector to OS).

Remark 2. The “antinormal” tensor F x N = (F1a)@78 — (Frg)®@74 is distinct
from the tangent projection F— FN @ N = (F14) @74+ (Frg) @ 78 with (74, 75)
the 2 tangent vectors of OS).

2.3. Helmholtz decomposition for tensor fields.

Lemma 3. Let G € LP(Q,M?) with 1 < p < oo and  be a bounded open and
simply-connected set with C* boundary. There exists a unique solution (up to a

constant) ¢ € WHP(Q,R?) of

—-A¢p = DivG in Q
ong = -GN on 09

Moreover such solution satisfies || D¢ll, < C||G|p.

(2.7)
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Proof. This Lemma is a direct tensor extension of the theorems of existence
and uniqueness of Neumann problem as shown in [26] (see also [13, Lemma III1.1.2
and Theorem II1.1.2)).

O

Remark that Eq. (2.7) is a formal strong form meaning that the following weak
form is solved [31]:

—(V, Vo) = (G, V) Ve W' (Q,M?). (2.8)

In particular, observe that the GN is not well defined on the domain boundary.
This issue will be addressed by Lemma 4. Let us define

L (,M?) = {FeLP(Q,M*) st DivF =0}
= adhg,{F € C®(Q,M?*) st. divF =0}, (2.9)
L (M?) = {FeLP(QM*) st Curl F=0}

= adhp,{F € C®(Q,M?) s.t. curlF =0}. (2.10)

Let 1 < p < oo. If V € LP(,R?) is such that Div V € LP(Q,R), then there
, i
exists VN € W-1/Pr(9Q) := (Wl/m’ (aﬂ)) . Moreover, if V € LP(Q,R3) with

Curl V € LP(Q,R?), there exists V x N € W-YPP(9Q,R3). These properties
straightforwardly apply to tensor valued maps, where VN (componentwise, V;; N;)
and VXN (componentwise, €1,V N,,) mean with an abuse of notations the bounded
normal and antinormal traces in W~Y/P? (99, R3) and W~1/PP(9Q, M?) respec-
tively. In particular, these traces are well defined for tensors belonging to the
spaces L, (€, M?) and L? ,(Q,M?) (see [16] and references therein). Specifically,

curl
the following can be proven.

Lemma 4. Let Q C R3 be a bounded open set with boundary of class C* and
let F € LP(Q,R3*3) be such that Div F € LP(Q,R3). Then there exists FN €

, /
W—1/pp (90, R?) 1= (Wl/w (GQ,R?’)) such that
(FN,y(¢)) = (Div F,¢) + (F, Dy) (2.11)

for all o € W' (Q,R3), with y(¢) € W/PP (9Q,R?) the boundary trace of @, and
where () always mean the duality product in appropriate spaces.

Similarly:

Lemma 5. Let Q C R3 be a bounded open set with boundary of class C* and let
F e LP(Q,R3*3) be such that Curl F € LP(Q,R3*3). Then there exists F x N €

, !
W=/Pr(9Q,R3) := (Wl/p*p (8Q,R3)) such that
(F x N,v(¢)) := (Curl F, ) — (F, Curl ¢) (2.12)
for all o € WHP' (Q,R3), with v(p) € WYPP (90, R?) the boundary trace of .

Let us introduce the spaces

VP(Q) = {VeLh (QM)st CurlVeLP(QM),V xN=0ondQ},
(2.13)

VP(Q) = {VelLh (M%) st Curl VeLP(QM?), VN =0ondQ}.
(2.14)

The following estimate can be found in [16].
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Lemma 6 (Kozono-Yanagisawa). Let Q C 1}@ be a bounded open set with boundary
of class C* and assume F € VP(Q) or F € VP(Q). Then F € W1P(Q,R3*3) and it
holds

IVFll, < C (I Curl Flly + [[Fl,). (2.15)

This shows that V?(Q) and V() are closed subspaces in W (Q, M?). By virtue
of Lemma 6 and for simply connected and bounded domains, a better estimate can
be found in [30]. Note that the following is a classical result for smooth functions
with compact support.

Lemma 7 (von Wz}hl). Let Q be a simply-connected and bounded domain and let
FeVr(Q) or F e VP(Q). Then it holds

IVF|, < C| Curl Fl,. (2.16)
As a direct consequence the following result holds.
Lemma 8. Let F € VP(Q) or F € VP(Q). Then Curl F =0 <= F =0.

We remark that, when F' € f)p(Q), Lemma 8 amounts to proving the uniqueness
property of Lemma 3. Moreover, in [16], a more general statement is established
without the simply-connectedness assumption. In general, for 2 a smooth and
bounded subset of R?, Curl F = Div F = 0 has a non-trivial solution. In partic-
ular Kozono and Yanagisawa [31] show that the solutions belong to a subspace of
C>(Q,M?) with positive finite dimension, depending on the Betti number of (2.

The following result is well known in the Hilbertian case L? but is not classical
for the general Banach space LP. It is basically proven with help of Lemma 3 (for
a complete proof see [16,31], cf. also [13,19]).

Theorem 1 (Helmholtz-Weyl-Hodge-Yanagisawa). Let 1 < p < oo and let Q2 be a
bounded, simply-connected and smooth open set in R3. For every F € LP(Q,M?3),
there exist ug € Wy'P(Q,R3) and a solenoidal V € VP(Q), such that

F = Dug + Cutl V, (LP(Q,M3) = VW P(Q,R?) @ Curl f)p(Q)) . (217)

Alternatively, there exist u € WHP(Q,R3), and a solenoidal Vo € VP(R2), such that
F=Du+ Curl Vo, (LP(Q,M?) = VW"P(Q,R*) & Curl VP(Q)),  (2.18)

Moreover the decompositions are unique, in the sense that ug, V, Vo are uniquely
determined, while w is unique up to a constant, and it holds ||Dugllp, |Dull, <
C||F||p, respectively.

Remark 3. When F is smooth with compact support, decompositions such as (2.17)
and (2.18) are classically given by Stokes theorem and explicit formulae involving
the divergence and the curl of F (see [30], [4]). Notice that no boundary datum for
F is here given.

Remark 4. Let F be of class C'. In the particular case Curl F = 0 the Helmholtz
decomposition is trivial when Q is a simply-connected domain. Indeed it is well-
known that in such a case there exists u € C2(2,R3) satisfying F = Du. This
result extends for F' € LP with 1 < p < +o0o as shown in [13]. See [16] for a
complete treatment of Helmholtz decomposition in LP, relying on the pioneer paper
[12]. Moreover, if Div F = 0 then, by Theorem 1, F = Curl V with V € VP(RQ).
Remark that for smooth functions F', this result holds for any simply-connected
domain with Lipschitz boundary.

Remark 5. Smoothness of the boundary is a strong requirement which is needed
for the following reason: (2.17) and (2.18) require in principle to solve a Poisson
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equation Au = Div F with the RHS in some distributional (viz., Sobolev-Besov
space) for which smoothness of the boundary is needed. It is known [10] that for a
Lipschitz boundary the solution holds for restricted p (namely 3/2 —e <p <3+¢€)
for some e = €(2) > 0. Note that for p = 2 a Lipschitz boundary would be sufficient.

Lemma 9. Let Q C R3 be a bounded open set with boundary of class C* and
V eVP(Q). Then (Curl V)N =0 in the sense of Lemma 4.

Proof. Take any ¢ € W1 (Q,R?). By part integration (equations (2.11) and
(2.12)), it holds

((Curl V)N, p)aq = (Curl V, D) = (V x N, Dp)sq = 0.
Since ¢ is arbitrary, the proof is achieved. O

By Lemma 9, the potential u of (2.18) is found by solving (2.7) with ¢ = u and
G = —F, this also gives a meaning to the condition dyu = FN.

2.4. Invertibility of the curl.

Assumption 1. Unless otherwise specified, the domains §2 we consider are bounded,
smooth and simply connected subsets of R3, with outward unit normal N.

Assumption 2. Given Q, we denote by Q) another domain satisfying Assumption
1 and such that Q CC €.

A key equation behind the results of this work is the following system:

~CwlF = ¥ in Q
DivF = 0 in Q (2.19)
FN = 0 on 09,
with T a Radon measure in MdiV(Q, M?3). Existence and uniqueness of a solution

is given by the following Theorem 2, for which Lemma 3 (or Lemma 8) will be
required.
The following result generalizes to the case of measures the result in [5].

Theorem 2 (Biot-Savart). Let u be a tensor-valued Radon measure such that u* €
MdiV(Q, M?), and let it be extended by zero outside Q. Then there exists a unique
F in BCLi, (9, M) solution of (2.19). Moreover F belongs to BCﬁiV(Q,MB) for all
p with 1 < p < 3/2 and for all such p there exists a constant C' > 0 satisfying

1l < Clul(©). (2.20)

Moreover, if 4 =b® 1 H'Lc, for some b € R? and a C?-closed curve C in Q with
unit tangent vector T, then the solution F belongs to BCE. (2, M?) for all p with
1<p<2.

Proof. Step 1: tensor computations with product of measures.

Let ¢ € C°(R3,R) and denote by (-) the duality product (for measures, distri-
butions, etc.). It holds

t@g@@ﬁmﬁ@ﬁ:<Mﬁ¢>:<M%KA@CE*§%¢@»% (2.21)

where @ is the fundamental solution of the Laplacian in R? (i.e., A® = §y). The
subscript x,y or & means that the field on which it is apended is a function of x,y
or £ := x +y. Dropping these subscripts will be allowed if no ambiguity results
from this simplification.

Let ¢(z) == D@ x p(x) = [ps DO(z — §)p(§)d = — [ps DP(E — 2)p(§)dE =
— Jps DO(y)p(z 4+ y)dy € CH(R? R?), where we have used the odd and asymp-
totically decreasing properties of D®. By solenoidal property of pT, one has
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(tij, Digr) = 0, and recalling that €;gmémup = dixdq — didqr while DO({ — x) =
—D®( — ), we rewrite (2.21) as

(ij, ) = —(tjs Cigmemri DgPr) = (Wij» €iqmemni{D1P(y), Dep(y + z)))
— umenit [ ding@) [ DR)Dypla + )y
R3 R3
= (Gmlez‘I’lfzﬁj, €igmDap(x +Y)),
which by definition of the convolution between distributions (cf. [25, Théoreme
1,VI1,2;5]) reads
(€mrt Di® % s, €igmDygp) = (€igm Dy (€mix Di® * prj) , ), (2.22)
implying that pi; = €igmDq (€mieDi® * pi;) as a distribution.
Step 2: explicit expression of a solution.
Therefore the solution GG writes componentwise as
Gin(e) = et (D) (@) = [ nunDIB(E ~ )iy ). (2:29)
R3
satisfies, by (2.22),

—Curl G =p" in Q. (2.24)

Step 3: boundedness and solenoidal properties of G.

First observe that D® € LP(R* M?) with 1 < p < 3/2, since D®(x) = O(|z|~?),
and hence, posing R := |z — y|, while I is the radius of a ball centered in 0 and
containing 2,

R
||D<I>|\gg/0 R™?’R?dR, (2.25)

where the last factor in the RHS is bounded as long as 1 < p < 3/2. The bound-
edness in LP (hence the continuity) now follows from Minkowski’s inequality since
for some C' > 0, it holds (see also [25, VI.I;4]),

I1Glp < Clul().
Now, taking ¢ € W' (R3,R3)) yields Div G = 0 since componentwise,
(Gjm, Dmtbj) = (emu(D] ®(§ — @), pkj (€)), Dm¥j(2))
=~ [ nnt D€ ~ ), Doy () €

= /R3 emik(Dm D1 ® (€ — x), ¢ (x))dpk; (€) = 0,

where the last equality follows from the smoothness of ®.

Step 4: vanishing of F'N.
By Lemma 4 (with € in place of Q), since Div G = 0 the normal trace of G,
denoted as GN, exists as an element of W~1/PP(9Q, R?) and satisfies

<GN5 (10>8$A‘l = <G7 V(,D> + <D1V Ga (10> = <Ga V(P> V(p € Wl,p/ (R37R3)' (226)

If ¢ € WhP(Q) we have that F := G + D¢ also satisfies — Curl F = pT. Thus,
Lemma 3 (with Q) in place of Q) provides a solution ¢ such that Div F' = 0 in Q,
FN =0 on 09, and such that (2.20) holds.

Step 5: uniqueness.
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Assume that there exist two solutions and denote by H € LP their difference, one
has Curl H = Div H = 0 in Q) while HN = 0 on ). From Remark 4 there exists
u € Wl’p(Q, R3) such that H = Vu. Taking the divergence one gets Au = 0 in .
Moreover from HN = 0 we also have dyu = 0 on 8. By Lemma 3 this implies
that there is a constant ¢ with v = ¢ in €, whereby H = 0, achieving the proof of
uniqueness.

Step 6: sharp result for a smooth curve.

Let purs be concentrated on a smooth curve £ C Q. By its regularity, there exists a
tube Tz with nonvanishing radius around £ whose sections never mutually intersect
(see [28] for a proof). On each sections S, a local coordinates system is used, where z
denotes the curvilinear abcissa, and x the planar Cartesian coordinates. Moreover,
we can assume that the support of the test functions ¢ lie in 7z. One has

II
T L
- /M(Z>~ < 0., 0(2,2) > dH' (2)
c
1
c
where In; () := In7,, with r, := ||(-,2) — (0,2)|| and where Ap denotes the planar

Laplacian operator, and M;;(z) = b;7;(z) with constant b; by Lemma 1. Then
A = Ap+9? is the 3D Laplacian. By the identity €,,5n€n1p Dk DiAjp = DD Ajp—
AAj, with Aj,, =1n,(-)0;m, we have that

I = / biTj < (DD — €min€nij DiDi) In. (), @im (%, 2) > dH' (2)
L
L

Since by the curve smoothness, it holds 97 In. (-) = 97, In.(r.)(8.7:)?+0,_ In.(r.)d2r.
= 0p(0r. In,(r;)(0:72)? +1n.(r.)0%r,), part integration (of 7;D; in £ and ,, in
S.), the fact that £ is closed or ends at the boundary, with constant b, and that
©(+, z) has compact support in S, entail that
I = / biTj < €minDr (€jinDiIn.(+)) , 0im (T, 2) > dH'(2)
c
= <€mknDk (biTjejlnDl lnz()) ) @zm)
— / bi €mbn Tk KV €jin D) 1nz(5c)<pim(,%,z)d7-£3. (2.27)
Te

By previous steps, I = ( Curl G, ¢) for some G, € L'(Q;M?). Hence, in the last
term in the RHS of (2.27),

bi€minTekVj€jmnDiIn, () = (Curl V)i,

belongs to LP(€; M?) with 1 < p < 2, with V = b;7j€ji, Dy In. () — G € LP(;M?)
with (by Remark 4) 1 < p < 2. Therefore, G € LP(Q;M?) with 1 < p < 2 and

I =27 (uc, p) = (Curl Gr.g),

Now, repeating twice Step 4 (i.e., the addition of a gradient field to G) provides
a solenoidal tensor F whose normal component vanishes on the boundary, while
Step 5 yields uniqueness. The proof is achieved. O
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By uniqueness, there exists a linear one-to-one and onto correspondance between
v € Maiv(2,M3) and F € BCE, (£, M?). Thus the map
Curl 71 My (Q,M?) — BCh(Q,M?), v F=—Cul '(v), (2.28)
is well defined and linear. Therefore, we may write
BCh (O, M?) := Curl ~! (Mdiv(Q,M3)). (2.29)
Moreover, for any F € BCﬁiV(Q,M3) we recover by Eq. (2.20) the LP-counterpart
of Maxwell relation in L? [19], that is,
|F||, < C|Curl F|(Q). (2.30)

Remark 6. In case € is not simply-connected the uniqueness of solution of problem
(2.19) does not hold. In such a case, Lemma 8 would also not hold, since the problem
might exhibit non-trivial solutions, as shown in [31].

2.5. Existence of a constraint reaction. In the next sections we will deal with
a linear and continuous map,

®: BCP(Q,M®) — R, (2.31)
that is such that |®(F)| < C||F||, for some C > 0, and satisfying
LP (9, M?) C ker ®. (2.32)

An important result for map of this kind is now stated and proved.
Theorem 3. Let 1 < p < 3/2 and let ® be a linear and continuous map on
LP(2, MP) satisfying ®(Du) = 0 for every u € WP(Q,R?). Then there exist two
linear and continuous maps L, L : Mdiv(Q,Mg) — R belonging to C(Q,Mg) N
Wl’p/(Q,MB), where 3 < p' < oo satisfies 1/p+ 1/p’ = 1, such that, for every
F e BCP (O, M3),
®(F) = (Curl L, F) = (Curl L, F), (2.33)
and satisfying Div L = Div L=0in Q, N xL =0 and LN =0 on 8Q. Moreover
it holds
®(F) = (L, Curl F) = (L, Curl F) + (L, F x N) 0. (2.34)
Proof. Since @ is linear and continuous it holds
&(F) = (T, F), (2.35)
for some T € LP (0, M3). Now, for every ¢ € C>®(2,R3) we have (T, Dy) =
®(Dy) = 0, proving that (i) Div T = 0 in Q and, by integration by parts, that
(ii) TN = 0 on 09Q. By Theorem 1 (Eq. (2.17) or (2.18)), there exist a unique
L e Lgiv(Q,M3) satisfying N x L = 0 on 99 and a unique L € Lgiv(Q,M3) with
LN = 0 on 9, such that (u and ug are those of Theorem 1)
Curl L + Du = Curl L + Dug =T. (2.36)

Since Div T = 0 in €, one has ug = 0 and from Curl LN = TN = 0 on 95,
Du = 0. By Maxwell-Friedrich-type inequality (i.e., the generalization of (2.15),
see [31)), i.e.,

IVL]lpr < C (|| Carl L + || Div Ll + [|Lfl,r) (2.37)

the fact that L € L¥' (€, M3) with Curl L € L? (Q,M?) and Div L = 0, implies
that IL € Wl’p/(Q, M?), which since 3 < p’ < oo entails by Sobolev embedding that

L € C(Q, M?). (2.38)
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The same is true for L. Integrating by parts the identities (2.33) we get, since
N x L =0 on 09,

O(F) = (Curl L, F) = (L, Curl F),
and similarly
®(F) = (Curl L, F) = (L, Curl F) + (L, F x N) 4,
achieving the proof by (2.36). O

In the applications, ® will be the first variation of deformation part of the energy.
In the sequel we will restrict to those variations whose deformation curl is concen-
trated in a closed curve, and, specifically, is associated to some dislocation density
measure. This latter notion will be made clear in Section 3.1. In particular an
appropriate subspace of BC? (Q, M3) will be introduced and its properties studied.

3. MINIMIZERS OF A CONTINUUM DISLOCATION ENERGY

The keypoint of this work is to to perform variations around the minima of Prob-
lem (1.3) in the largest possible functional spaces. As far as the deformation part
of the energy is concerned, this amounts to proving the existence of an appropri-
ate Lagrange multiplier to account for the constraint (1.1). This will be achieved
thanks to Theorem 3. For the defect part, a crucial result is given in Theorem 4
of Section 3.3. In principle, variations can be made with respect to (i) F, (ii) the
dislocation density A and (iii) the dislocation set L. In the first case one recovers
the equilibrium equations, where the Piola-Kirchhoff stress is written as the curl of
the constraint reaction. The second case is more delicate since the space of varia-
tions is not a linear space (due to the so-called crystallographic assumption), thus
creating a series of difficulties which we do not address further. Most interesting
is the variation with respect to the line, that is, w.r.t to infinitesimal Lipschitz
variations at the optimal dislocation cluster L*. The difficulty here is that both
F and A depend on L. In the case of A, the dependence is explicit since L is in
some sense the support of A = Az (see (3.4)). In the case of F, the dependence is
implicit since it holds

F=Vu+F°, (3.1)

where F' implicitely depends on £ through F° solution of Curl F° = — (AI;)T.
Therefore, since the energy consists of one term in F' and another in A, variation
of the energy w.r.t. to £ will require an appropriate version of the chain rule. This
computation is the main objective of Section 4, which to be carried out carefully
requires a series of preliminary steps, collected in the present section. In order to
be self-contained, results from [21] are first recalled, while rewritten in a concise
form. In the next two sections, the results from Section 2 are applied to continuum
dislocations. The main results are relations (3.13) and (3.14) and Theorem 4.

3.1. Dislocation density measures. In order to perform variations in F' and A,
in this section we introduce an appropriate subspace of Mgj, (€2, M) called the set
of dislocation density measures and based upon the notion of integer multiplicity
1-currents.

In the following we will suppose that Assumptions 1 and 2 hold.

In many applications, the Burgers vector is constrained by crystollagraphic prop-
erties to belong to a lattice. For simplicity this lattice will be assumed isomorphic
to Z3. Let the lattice basis {b1,bs, b3} be fixed, and define the set of admissible
Burgers vectors as

B:= {becR?:3p c Z® such that b = B;b;}.
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In the sequel we will adopt the non-restrictive and simple choice B = 73, i.e.,
b; = e;, the ith Euclidean base vector. In the sequel we will write b € Z3 to mean
beB.

Let L be a H!-rectifiable subset of Q, 7 € T, L the unit vector defined H'-a.e.
on L, and 0 : L — Z a H!-integrable integer-valued function. Then the integer
multiplicity 1-current £ denoted by L := {L, 7,0} is defined as

L(w) = /L<w,7>e(x)dﬂl(x)

for every compactly supported and smooth 1-form w defined in Q. The (topological
vector) space of such forms is denoted by D!(Q), A R3).

A dislocation can be described using the notion of integer multiplicity 1-currents
with coefficients in the group Z3. For every Burgers vector b € Z3, we introduce the
regular b-dislocation in Q) as the closed integral 1-current L= {i/b ,7°,0°}, where
Lb represents a finite family of Lipschitz and closed curves in O (otherwise said, Lb
are closed currents in €2). We define the regular b-dislocation £ := {L?,7%,6"} in
Q as the restriction of £® to Q, ie., L0(w) := Jionaiw Tb>9b( )dH! (x) for every
compactly supported and smooth 1- form w defined in €. Associated to any b-
dislocation in € is its density, that is the measure A, € M(€, M?), defined by

(A o, w) = £P((wb)*), (3.2)

for every w € D(Q,M?), where in the right-hand side w := (wb)* is the covector
(wb)* := wy;bjdxy. If we identify test functions w € D(Q, M?3) with 1-forms in
D, AR?)3, then we can also identify the density A v with an integral 1-current
with coefficients in the group Z3, as (3.2). In particular we can use the notation

=L @b,

Its counterpart in € is the restriction of A fv 1D ), denoted by Az, and characterized
by

App =L ®@b=7"®0b0" HILL .

A dislocation current in € is a map £ : D'(Q, AR?) x Z3 — R such that for
beZ3, L(-,b) = {L" 7, 6%} is a b-dislocation current in €.
The dislocations densities in {2 and Q are given by

Ap=> Mgy and Ap=Y Aecp), (3.3)
beZ3 beZ3

respectively. These definitions allow us to describe any dislocation showing a finite
or countable family of Burgers vectors. However it can be shown that actually any
dislocation current £ can be split in the basis of R3, as the sum of three integral
1-currents (called canonical dislocation currents) L = L1 + Lo+ L3, in such a way
that AC-; = Az = Ez X e; for 1 = 1, 2, 3, and that A[: = Al + A2 + Ag. With the
notation £; = {L;, 7, 0;}, we call L := U;L; the dislocation set.

A dislocation current o in V := Q \ © is a boundary condition if it is the
restriction to V of a closed dislocation current « in Q. We finally define the class
of admissible dislocations in  with respect to a given boundary condition a as
the set of all dislocation currents £ which are the restrictions to Q of some closed
dislocation current £ in ) such that £y = . In the sequel we will always suppose
that dislocation currents are admissible for a fixed boundary datum.
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3.2. Functional space representation of continuum dislocations. We will
restrict our attention to the class of continuum dislocations (c.d.), defined as follows:
L is a continuum dislocation if for i = 1,2, 3, there exists a 1-Lipschitz map \* :
[0, M7] — Qsuch that £; = A [0, M'] (note that the latter definition is equivalent to
the original one given in [21], thanks to [21, Theorem 4.5]). Moreover, since all such
currents are boundaryless by definition, we can rescale the functions \* and suppose
they are defined on S'. These dislocations might be called clusters because their
Lipschitz description allow for the formation of complex such geometries. Their
counterparts in Q are defined as above. In such a case, the density of a continuum
dislocation in © can be written as the sum of the three measures

3 3
A[, — ZAZ — Z)\é[[sl]]\_(l ® €;, (34)
i=1 1=1

that we can equivalently write as A; = (A ® ei)\jH', where \jH' is the push-
forward of the 1-dimensional Hausdorff measure on S* through \’.

If £ is a continuum dislocation, then there exists a set Cz C containing the
support of the density A; which is a continuum, i.e., a finite union of connected
compact sets with finite 1-dimensional Hausdorff measure. Note that such a set is
not unique, and that we can always take, for example, Cp = U3_; \/(S1).

YVe then introduce the class of dislocation density measures with compact support
in Q) as

Ma(Q,M?) = {p € M(Q,M?) : 3L c.d. with density — (Az)T =2}, (3.5)

Setting <pw(s = ©ij(Ni(s)) for every ¢ € C.(Q,M?) (with no sum in i), the
density iy := —(A;)" which is associated to A reads

(TN, ) = —(fir, 2/31 (AE(5)) - (ex @ AF(s))dH(s)

3

3
- /5 25 (y)j (s)ds = ;/L%J'T;Qid’ﬂl. (3.6)

k=1
Its counterpart in Q is uy = fiy - In (3.6), we have introduced

i . i

0:(P) = t{s € (\)7}(P): W(S) =7(P)} —t{s € \)7H(P): W(s) = —7(P)},

for every P € L, which stands for the multiplicity of the dislocation with Burgers
vector e;. Here
T0:dH = (\');ds. (3.7)

The correspondance between the arcs A and the Burgers vectors of the dislocation
will appear clearer in the following Remark.

Remark 7. When we deal with a dislocation L generated by only one loop with
Burgers vector b = (B1, B2, 83) = Biei, Bi € Z (b # 0), then we have a Lipschitz
function v* € WH(SY R3) such that L = 7{17[[51]]L(2 and —,u$,, =As=L®Db, that
s the measure such that

— (o = b(s)) - 30 (s))ds = ij b($))bA0(s)ds
) = [ o) (@3 ds = [ (M)

= / Qi Tibi0d M, (3.8)
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where O(P) represents the multiplicity of the dislocation and is defined for every
PelL as

b
0(P) :=t{s € (*)"1(P) : §—b|<s> = 7(P)}

—t{s e (") (P : L(s) = —7(P)}. (3.9)

For every u € MA(Q,M3) it is easy to check that Div y = 0 in Q, since L;
are closed integral currents. In fact for all ¥ € D(Q,R?) one has —(Dv, ) =
(DY, S _ren @ NFHY)) = 300 [ Djwi(N)Xids = [, Dypp(A*)dt = 0. We
then get M (Q, M?) € Mgiy (Q, M?). We can now identify the space My (Q, M?)
with W1(S1,03), through the map

T:WhH(SY Q%) = MA(Q,M?) st. T(A\) = —fiy defined in (3.6).  (3.10)
The map 7' is by definition onto, while for every A € W1(51,03) it holds
TN < (A 21, (3.11)

implying the continuity of T'. However 7" is not an injective map. We now define an
equivalence relation ~ in W11 (S, O3) by writing A ~ X’ if and only if T(\) = T'(\).
Then we set WH1(S1, Q%) := Wh1(S1,03)/~ = WH(ST, Q%) /ker(T), and so we
may define the inverse of T as T~ : M (Q,M?) — WH1(S!, Q). If we define a
new norm || - |~ on WH(S*,Q?), given by |[A|~ = infyx || N|[1: then by virtue
of the open mapping theorem, 7! is also linear and bounded, whereas with the
norm of W11(S', (3) an inverse of T is in general not continuous. For every
1€ Mp(Q,M3) we set

mp) = infa V2 = [, (3.12)

where the infimum is taken over all A € ().
As a consequence, the following functional relations will show crucial:

T (lel(sl,()%) = Ma(Q, M), (3.13)
71! (MA(Q,M3)) — LS, 0P, (3.14)

Let us introduce also
BCPAMQ,M?) := {F e BCP(Q,M?) s.t. Curl F e Mp(, M%)}, (3.15)

and its proper subspace
BCEA(Q,MP) = {F € BCh. (1, M®) s.t. Curl F e My (Q,M?)} (3.16)
in such a way that by Theorem 2 and Eq. (3.13), it holds
BN (€, MP) = Cunl ’1(MA(Q,M3)) = Cul ’1(T(W171(51, 93))) . (3.17)
Moreover we introduce

BCPA(Q, M) := {F e BCP(Q,M?) s.t. IF e BCPA(Q,M?) : F = F o). (3.18)
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3.3. Class of admissible deformations. Let U be an open set on R3, we recall
that the space of Cartesian maps on U, denoted by Cart?(U, R?), is defined as the
space of maps u : U — R3 belonging to W1?(U,R?) and satisfying the following
conditions: adj(Du), det(Du) belong to L'(U,M?) and 9G,, = 0, where G, is the
rectifiable 3-current in U x R? carried by the graph of u (see [14]). If F' = Du is the
gradient of a Cartesian map, the distributional determinant Det(F') and adjoint
Adj(F) of F are elements of L'(U,M?) and coincide with det(Du) and adj(Du)
respectively. It is also straightforward that smooth functions u € C*(U,R3) are
Cartesian.

In [21] we consider deformations F € BCP*(Q,M?) which also satisfy some
regularity conditions outside the continuum dislocation set Cr of the dislocation
Az € Ma(Q,M3). If F is an admissible deformation, then we assume that F
satisfies the following property:

(P) For every ball B C Q with BN C, = & there exists a Cartesian map
u € Cart?(B,R3) such that F' = Du in B.

We denote by
ADP () {F e BCPM(Q,M?) : F satisfies (P) above} (3.19)
ADP(Q) = {FeBCP(Q,M?%) st. 3IFe ADP(Q) : F =F.q}.  (3.20)

Remark 8. As a consequence of the crystallographic assumption, that is, the hy-
pothesis that the Burgers vectors belong to the lattice 73, it turns out that ADP(Q)
is not a linear subspace of BCP (2, M?). Indeed it is easy to see that if F € ADP ()
has density —( Curl F)T, then nF, with n an irrational real number, has density
—(nCurl F)T which has not Burgers vectors in Z3.

We also introduce the proper subspace of AD? (Q)
ADP. (Q) == {F € BC?A (), MP) : F satisfies (P) above}. (3.21)
The following regularity result holds:

Theorem 4. Let i € My (Q,M?), then the solution F := Curl ~*(1) of (2.19) in
Q satisfies (P). In other words

ADY (9) = BERM(Q.MP) = Curl (T (W (51, 07))).

Proof. By hypothesis there is a A € Wh'(S',03) such that uT = — Zle N @
eNH. Let ), = UP_; \'(S1), that is a closed set of finite length. Let us fix a ball
B with B c (\ C,,). We first see that the function = — G(z) defined in (2.23)
turns out to be C°°(B), thanks to the fact that for fixed x, the map y — Vé(z —y)
and all its derivatives are uniformly continuous on C,,. Now F' = G + D1 where
1 is the solution of (2.7) with Div G = 0. Since C,, does not intersect 9 we see
that GN is smooth on ), so that 1) is smooth in Q) and we find out that F is
smooth on any ball B C Q \ Cp. In particular, in any such ball, since F' is curl-free,

it is the gradient of a smooth map, and thus the gradient of a Cartesian map. The
statement is proved by Theorem 2 and Eq. (3.13), that is, by Eq. (3.17). O

3.4. Existence of minimizers. In this section, we exhibit some existence results
for minimizers of energies W satisfying some particular assumptions. The proofs
essentially are given in [21].

Let ) be the open set introduced in 3.1 and let o be a boundary condition in
V =0\Q (ie. a =Ly for a closed dislocation current £ on Q). We then fix
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F € AD?(Q) such that — Curl £ = (A;)" and define

F:={F € AD*(Q) : F := Fxq + Fxv € AD"(Q), - Curl F = (A;)" on Q)

for some closed dislocation current £ in Q. (3.22)

In particular, note that the dislocation current £ in the above definition must co-
incide with o in V. We denote by L the restriction to €2 of L.

Let us now discuss some technical assumptions on the energy W : F — R in
order to get existence of minimizers. We emphasize that these assumptions are
not the only possible. For a more detailed description of existence results we refer
o [21] and [22].

We assume that there are positive constants C' and 3 for which

W(F) =W(F,Az) = W(F) + Waecteet(Az)
> C(|IM(F)|l|pe +m(Ag) +rc) — B, (3.23)

with F' € F and M(F) = (F,adjF,det F'), where m(A) is defined in (3.12) and r
denotes the number of connected components of £. Moreover it is assumed that

(W1) We(F) > h(det F), for a continuous real function h such that h(t) — oo as
t—0,

(W2) W, is polyconvex, i.e., there exists a convex function g : R®?*3xR3>3 xR —
R s.t. Wo(F) = g(M(F)), VF € F,

(W3) Waeteet(Az) > K1 Z bi||}\i|\L1 + Kok,, for some constitutive material

1<i<kg

parameters k1 and Ko.

(W4) Wiyetect is weakly* lower semicontinuous, that is 1ikni iorgf Waeteet (A*) > Waeteet (A)

as AF — A weakly* in M, (Q,R3*3).

Note that assumption (W2) implies that W, is weakly lower semicontinuous, i.e.,
limn inf We(F®) > We(F) as M(F*F) — M(F) weakly in LP(Q, R3*3)x LP(Q, R3*3)x
— 00

LP(£2). Note also that a control of the length of the dislocations and of the number
of connected components in (WW3) is mandatory to prove existence. Without these
bounds minimizing sequences might exhibit peculiar limit properties, as space-filling
curves, which are to be avoided at the mesoscopic scale. In particular there would
be no ball outside the limit set where F' is the gradient of a Cartesian map.

Moreover, we may take Waefect := Wietect + Wieteet, Where for instance, following
[7] (where no variational problem is solved) an expression for the line tension W} ;. ..
is suggested as

W(}efect(:u’) :/L’lb(eb,T)dHI, (324)

when p = b®[S'] = b®@OrH L is the dislocation density of a cluster generated
by the loop v € WH(S1 R3) and Burgers vector b = Bie;, 3; € Z (b # 0), and
takes the value +oo if u is not of this type. Here v : Z3 x R? — R is a non-negative
function satisfying (0, ) = 0 and v (b,t) > c||b|| for a constant ¢ > 0. Thus, by
(3.7), it holds Wi ;...() > m(p). Note that the first entry of ¢ is given by the
Burgers vector of the dislocation, that in general does not coincide with b but is a
positive multiple since also its multiplicity must be taken into account. We remark
that within our formalism the multiplicity, defined in (3.9), depends on the image
of the curve ~.
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Remark 9. In general such a Waetect 1S not lower semicontinuous. However, the
main result of [7] stated that its relaxation also writes in integral form

Waeteer (1) = /L (60, 7)dH, (3.25)

and is lower semicontinuous, for a function v satisfying some properties (see for
details [7]).

According to Remark 9, we introduce the following alternative assumptions:

(W3") Waetect(Az) := Wi etoer (M) + Wiiteer (Az), the second term being bounded
from below by k., and the first beeing of the form (3.24) (if it is already
semicontinuous) or (3.25) (else).

(W4) W3 ... is weakly* lower semicontinuous.

Moreover, continuum dislocations must not be necessarily bound to the length of
Ai(S1), since lying in a continuum entails that the following assumptions also yields
existence [21]:

(WS”) Waefect (AL) is such that

Wdefect(AE) > G(‘C) =Rl I()lngg (Hl(IC) + HQ#IC) ) (326)
where #/C represents the number of connected components of the embedding con-
tinuum . Note that by Golab theorem G is lower semi-continuous. This lower
bound is written in a rather unnatural way from a physical point of view, but it is
mathematically mandatory to prove existence without appealing to the description
by Lipschitz maps. However, a physical interpretation of G(L£) can be proposed:
to create a new loop at some finite distance d from the current dislocation L, it
is worth to nucleate (i.e., add a connected component) rather than deforming the
existent dislocation, as soon as d > k5. It basically means that the continuum
dislocation lies in a compact 1-set which keeps as minimal the balance between the
number of its connected subsets (of the continuum, not of the dislocation cluster)
and its length.

We emphasize that some existence results holding by different hypotheses also
exist and are discussed in [22], as for instance adding to W.(F) a perturbation
in Div F (that is, in Au by Helmholtz decomposition). However, as long as the
computation of the Peach-Kéhler force (Section 4) is sought, we do not need this
generality. We also emphasize that, as we will see, the presence of this term does
not change the expression of the Peach-Kohler force, but only guarantees the exis-
tence of a minimizer in the class F.

The following theorem is proved in [21, Theorem 6.4]:

Theorem 5. Let W be a potential satisfying assumptions (3.23) and either (W1)-
(W4), or (W1)-(W2) and (W3’)-(W4’), or (W1)-(W2) and (WS8”). Then there

exists a minimaizer of W in F.

4. CONFIGURATIONAL FORCES AT MINIMIZING DISLOCATION CLUSTERS

Certain forces apply on the dislocation clusters, solutions to the above minimiza-
tion problem. They are due to the combined effect of the deformation and defect
part of the energy. The line having no mass, these forces must be understood as
being of configurational nature. All the results of the previous section will allow us
to prove Theorem 7, which consists of a balance of forces at minimality.
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4.1. Internal variations at minimality. Within our formalism, it is assumed
that the energy W depends on the density A via the Wh1(S1 Q3)-field \ :=
(AL, A2 03) as defined in Eq. (3.10), viz.,

W(EF, A) = WO (F, \), (4.1)
with A € T71(—AT). Specifically, by (3.17) and Theorem 4, it holds
ADE. (Q) = Curl —1(T (Wlﬁl(sl, Q3))) , (4.2)

while for any admissible deformation F' € ADP () it holds by Helmholtz decompo-
sition (Theorem 1) that F = Du + F° with F° € AD%, (), so that

W(F) = W(F, A) = We(Dt + F°) + WSgoee( Curl F?) = W (u,)),  (4.3)

the latter being well defined, since F° is associated to a unique curve A by (4.2).
In the previous formula WY ... is defined by W3 .t (T') := Waetect (fTT).

Let F* be a minimizer of W(F). Then by Theorem 4,

F* = Du* + Curl ~' o T(v%).

In order to well define tangent and normal vectors, as well as line curvature, the
following regularity assumption will be made on the optimal dislocation set L* =
7 (S1):

(A%) yr e WIS (2%)%).
Lemma 10. If (A*) holds, then T : WH'(S1, (R3)3) — M g5, (Q, M?) is Fréchet dif-
ferentiable at \*, in particular DT(A\*)[\] € Mg, (Q, M3), for every WH1(St, (R3)3)-
variation A, and it holds |DT(A*)[N]] < Cl|A\||w.1.
Proof. Let ¢ € D(2,M?). Let us recall the notation ¢ (s) := ¢ (X(s)) (with no
sum in 4), valid for every ¢ € D(Q,M?). From (3.6) and (3.10), we entail by a

Taylor expansion of ¢ that the directional derivative of T" at A* along a variation
A€ Wh(S (R3)3) reads

(DTN Z - L N6+ Dl O, (40

Integrating by parts the 1ast expression we get

(DT(\)] Z/ Dy ( %J ()\*) (s ))\}c(s) — Dk(‘Pij)’\*(s)(}\*)};(s))\;(s)ds
- Z o (Dk(%‘j))\* (s) — Dj(@ik))\* (S)) (;\*)Z(S)Az(s)ds

3
= Z /sl €kjm6mqup(<Piq)/\* (s)()\*);c(s))\; (s)ds. (4.5)

From

L) = Dilpig (i), (4.6)

we get by projections that

d * 1.1 i1
D;D(‘Piq)A :d_(‘Piq) ()‘) +Dl(‘qu) (VlV +o0, ),

A\
. II(X*) I
(A*)1(S1). Moreover, let the basis be naturaly extended (see [9]) in a neighbour-

hood of the line %, that is, the extensions read 7% = 7% o poi, ¥ = v o pc:i and

where {v 0%, 7% = _} form a local orthogonal basis attached to C' :=
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6" = o' o pci, where pei is the orthogonal projection on C? (in the sequel the A
symbol will be removed to denote the extensions). Then, D;{v*,c*, 7"} is purely
along 7;, while again by projections, wiq = @in (7,7, + v,V + 0,0, ), so that

* d * oy
e (Dulo)” = o (3

= empgDi (0in (1,75 + v+ 0,0,))" (Viv, +0j0})
= cung Dt (pin) (774 + Vi + 0400) (Y, + ojo})
=D ((pm)A* (—Ufanl + Tf'nofl)uf + Dy ((pm)A* (anﬂi — Tfnyfl)of.

Multiplying this expression by €,x; ()\*)}v)\g and since €, Tk7m = 0 and vy,00 —
OmVl = E€mipTp, the integrand of (4.5) writes as
d *

E(%q)A Empa€mhi (NS VENE + €nig (NN Dy (i)™ T (=0 v + vi07)
d * NI NACAYEY \x\i Vi Y g i
= E(‘Piqy\ Empg€mkj (A")p (A )] + €mij (A ) AT D1 (0in)™ TremipTy-
By identity €m;€mpq = Okpdiq — OkqOjp, and 74 (A*)L = ||[(A*)7]], we have
sayiyi @ *sayE (hxyi i @ * ki Sxyi oy
ekjmempaDp(0ia) (A)iA] = —(0ig) " (VR )A; = (@)™ (M) (N)5A]
+ (LN Dr (pin)™ 7075 = NiDi (i)™ Tal (VY] (4.7)

from which it follows that the last term of (4.4) cancels with the last of (4.7), and
hence that the sum of (4.4) with (4.5), recalling (4.6), yields

3
DTN = 2 [ etsmenmDpleu) (DN ()
+ @l (5)Ni(s) + Digy (s)(A*)i(s) XL (s)ds
3
-3, (so?ﬂs»;'-(sw (o) NI

+ A;-(s)d% (pin)" Th ()73 ()(1 |A*|I2>) ds

A (Bl + T - 1) ) ds

Now, integrating by parts the second term of the integrand in the RHS, the last
expression becomes

3 . *
=32 /5 X )%4,(5) ()™ (s)ds, (4.8)

where

Sty (5) o= —5 e (Bl 4 i) (51— A7) (49)

By the assumed regularity of A*, || (s)|l1 = C' < 400, so that it holds
(DT )| < CllellaclMlco < Cllelloo M~ < ClielloclMwrr,  (4.10)

where we recall (3.12). Hence, the Radon measure property follows at a given A.
O
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The energy functional W, defined in (3.23) can be extended to LP(Q, M?) as
follows: W,(F') := / W (F)xqdz. Let us fix F* € ADP(Q) and (A*)T = — Curl F*
Q

on 2. We make the assumption that the energy density We : LP(Q2) — R of (3.23)

is Fréchet differentiable in LP(€2) with the Fréchet derivative of F +— W(F, A*)
denoted by Wg € L¥ (Q) As a consequence, for every F € LP (Q), it holds

(A) OWH(F) := LW(F* + eF,A*) | = /vi; . Fdx = 0W,(F*)[F)], Wi =
We(F*, A*) = 6Wo(F*) € L¥ ().

4.2. Shape variation at optimality. Variations F' of the deformation F™* still
satisfying the constraint — Curl (F* + F) = (A*)T must belong to ADfurl(Q) =
{F € ADP(Q)) s.t. Curl F =0}. Moreover, such variations at the minimum points
of the energy W must provide a vanishing variation of W. Let us denote the

derivative of the bulk energy in the space AD? ,(€2) by P := 6W,.(F*). Moreover

curl
we can compute variations A with respect to the optimal line A*. Let us denote

the derivative of the bulk energy in WH1(S1 (R3)3) by 6°We(F*). We set F° =
S(\) € AD%, (). By Lemma 10 and since S = Curl ~! o T, we see that S is
Fréchet differentiable at A*, and then by (A) one has §W,(F*) € L? (€2). Moreover
by (2.20) and (3.11),

SOWe(F*) € Whoo(S1 (R3)?). (4.11)

From a physical viewpoint 6°W,(F™*) represents a configurational force, and
hence should be represented by an extensible field, that is, by a Radon measure.
This is not guaranteed by (4.11) but is proved in the following main theorem.

Theorem 6 (The Peach-Kohler force is a Radon measure). Under the assumptions
of Theorem 5, and hypotheses (A) and (A*),

SWe(F*) € LP () and  We(F*) € WL20(51, (R?)3) N M, (ST, (R)?).(4.12)
Moreover, there exists L* € C(Q) such that, for every A € WH1(S, (R?)3),

Z/gl((L*)i)A*(z*)i . )\ZdS

3
Z/ (Curl L 7) " 6, - N((A) " Dant,  (4.13)
=1L

(0°We(F™), \)

where ¥* writes componentwise (with no sum on i) as,

2(2h;)" = —w(rjvy + ) (1= IA1%) = 285 — i) A% (4.14)

Jn

Moreover, P := Curl L* satisfies

{DivP =0 in Q

PN =0 on 0N (4.15)

Proof. Define the linear map

S WS (R?)?) — BCRA(Q,M?): S = Curl 'oT,
where Curl ~! is the solution of (2.19). By Theorem 5, let F* € BCP* (), M3) be a
minimizer of the energy (4.3) with Curl F* = T'(\*), where F* = Du* 4+ S(\*) by

(2.18), and define W2 () := We(Du* + S()\)). We now want to perform variations
in WH(S1 (R3)3) of WS(A*) and seek an expression of §°We(F*) := W2 (N\*).
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For A € WH1(S1 (R3)3), we have WS (A*)[A] = (Wx, DS(A*)[A]), where DS(X\*)
is the Fréchet derivative of S in A*. Then,

DS(\)[\] = % (Curl 1T (A" +€X))),_, = Curl 1 (DT(AM)[A),

le=
where DT'(A\*)[)] is given by Lemma 10. Therefore, it holds
SW2 (V)N = (Wg, Curl ~H(DT(A*)[A])). (4.16)
Being F* a minimum point, for every curl-free F = Du € LP (Q), it holds
SW*(Du) = SW,o(F*)[Du] = 0. (4.17)
From (A), Eq. (4.17) and Theorem 3 it results that there exists L* such that
P:= W} = 6W.(F*) = Curl L* € L” ()
satisfying (4.15). Thus (4.16) gives
I = (DTOYALLY)

i ekjmempaDp(Lig)™ (8) () ()X (s)ds,  (4.18)
‘ St

thereby providing (4.13) and (4.14) (with ¢ = L*). Moreover, 6W?(\*) is a Radon
measure in M(S?, (R3)3) by the first inequality of (4.10), so that the quantity

€jmEmpg Dp (L)Y (8)(A*)i(s) = (Curl L* x Ti)T 0; (by (3.7)) is well defined as a
Radon measure on L, and actually is the push-forward (A*);(((IL*)")*" (£*)"). This
justified (4.13). O

Let us introduce the following notation
LA = (RN (24)), (4.19)
so that we write
3
(0°We(F*),A) = Z/ pH (LX) - X)) dH ! (4.20)
i=17L"
Remark 10. By (4.15), P := W} is identified with the first Piola-Kirchhoff stress.
Being P in Lp/(Q), and recalling that F € LP()), means that the Kirchhoff stress
7:=Jo=PF

is in L'(Q). Thus, for an incompressible body (J = det F' = 1), the true (Cauchy)
stress o € L1(Q)

Remark 11. Observe that the first factor of the integrand of the last member of
(4.13) is recognized as the Peach-Kdéhler force. Taking )\é = ué o (A\*)¢, and by Egs.
(4.8) and (4.9), (4.13) is rewritten formaly as

3

Z/ (Wi x Ti)THZ- utdH?
i=17 1"

3

Z/ (L5 N) - uldHE
i=1 71"

which is the work done by the Peach-Koéhler force and the displacement u’.

(OWe(F™), A) =
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4.3. Balance of configurational forces and energy dissipation. Let L =
v(S) be a single smooth enough dislocation loop with tangent vector 7, normal
vector v, curvature x, and total Burgers vector B. We introduce

F* = (Wpx7)" Bép,
g* = H(w(baT) _vw(baT) T+Vv¢(ba7) 'V®V)V||;Y||716La
the so-called deformation-induced Peach-Kohler force and line tension, respectively,
where 1) is the energy density as introduced in (3.24).
Deriving strong forms of equilibrium from a variational problem is classicaly
done provided some regularity of the minimizers is assumed, as sumarized in the

following theorem. Note that restricting to a single generating loop with Burgers
vector b is chosen for the simplicity of the exposition.

Theorem 7. Under the assumptions of Theorem 5, that 1,1 : Z3 x R® — RT are
of class C%, and that the optimal dislocation cluster satisfies (A*) and is associated
to a single Burgers vector b, then minimality implies equilibrium of Newtonian and
configurational forces, in the sense that the Peach-Koéhler force F* is balanced by
the line tension G* in L*, i.e

F*+G*=0. (4.21)
Moreover at F* it holds Div Wi =0 in Q and WEN =0 on 0S2.
Proof. Let us particularize (4.18) to the case where the density A* is generated
by one single loop v* € W11(S1, Q) with Burgers vector b = Sse;, 3; € Z (b # 0)

(cf. Remark 7). For variations of the form v* + ey with v € Wh>°(S1,Q), (4.18)
becomes

WD) = [ (Ol L) mibirs ()19

_ / wjm (Corl L) mibiyza’. (4.22)
Define
Wo()‘) = Wg( ) Wdefect( ) (423)
where W%, .. (A) := W3 soet (T'(X)). In particular, W°(A*) = W(F*). We have
W (NN = WA + OWeiereet AT)[A], (4.24)

Let us now compute the defect part of the energy. For a dislocation density of
the form p = b ® v[S'], (3.24) writes as

! = ls Y(s)||ds
Witealt) = [ 0l o) 3]s (1.25)

We can now compute Athe first variation of the energy (4.25) at the point v* €
WS Q). Setting Waefect := Wieteer © T'» it holds

Witeteet (V) [7] =
* el VN2 = A5 v* Vi

T ) Y ) (e

Dw( (s))ds,

(4.26)

where Dy is the derivative of i with respect to the k-th component of its second
variable. Denoting 7 = ﬁ, we integrate by parts to obtain

5Wdefect (’7* ) [7] =

- /S (¥(6.7)% = De(b, )ty + Dy Db, 7Y — Dy Ditb(, )77, )75,
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where we dropped the variable s. Equivalently, recalling that 7, = kv; and since
D; Dytp(b, 7)71 = )7 Dy Dt (b, 7) T + 51 Dp Dyt (b, T) 7, it holds for every s € S*
that
gj* (b) = 1/1(1), T) - Dkw(ba T)Tk%; + DjDk’l/)(bv T)Tk - DpDkw(ba T)%kTpiT;:
= Z/}(baT) 7Dk¢(ba7—)7_k7:; +DpDkw(baT)7LkVij
K (¥(b, 7) — Dpp(b, T)T + DpDytp (b, T)vp) v (4.27)
Plugging the last expression in (4.24) and using (4.22), we obtain

Wl = |

S1

S Ss

<

(ekim(Curl L), (0357 () = G (0)(5) )5 (s)ds. (4.28)
From the condition
SWe(v)[y] =0  for all y € WH(S R3),
due to the minimality of v*, we then get from (4.28), 7 + G5 = 0, with
F} = ekjm(WE)im Bimidr, and  G7 1= YaefectVi0L,

where
Ydefect += Q; (B)e_la

with €(P) := ||* ov* " (P)||, the local deformation of the curve, B := 6(P)b, the
total Burgers vector, and 6(P), P € L, as defined by (3.9), the multiplicity of
the dislocation (accounting for the loops of the cluster whose Burgers vector is a
multiple of b). The proof is achieved. O

Remark 12. Actually, (4.21) holds at H'-a.e. P € L, and not at all P. This
is due to the fact that it might happen that a point P € L is the overlapping of
parts of v which, although having the same tangent vector T, do not have the same
curvature k nor the same ortogonal vector v.

4.3.1. A modeling example. In [7] it is considered a potential Wiefect of the form
(3.24) with

V(b 7) = b + b, 7)?, (4.29)
where 77 > 0 is a constant. -
In the particular case where b = ey, 5 > 1, it is shown that 1 and 1 share the

same expression up to the multiplicative factor 5. In particular, they have the same
regularity, i.e., are both smooth. In such a case, the above computations entail that

Gy (P) = (1b = (b, )2 + 20(b,1)? ) v,
so that at minimum of the energy, it holds
9123((1 —n)(b, 7)* + (1 + 2n)(b, Z/)Q)m/j = €;pk( Curl L*);,(P)0pb;7i(P).

Remark 13. Let us note that energy (4.29) alone does not satisfies the hypothesis
(W3') necessary to have ezistence of minimizers among the class ADP(Q). In
particular in such a case Wﬁefect = 0, that is, such energy does not take account
of the number of connected components of the dislocation. However we can always
add such a term, and noting that, at least in the hypotheses (W3), (W3’), and
(W3”), this will not effect the computation of the first variations (and then the
expressions of the Peach-Kdohler forse and line tension) since this term is uneffected
by infinitesimal variations.
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4.3.2. Mechanical dissipation. The mechanical dissipation D associated to a single
dislocation loop with Burgers vector b reads

d dvy*
D+ (Curl L, N) = ZW°(y") = 5W(7*)[%] = (Fivjv + Yaegeet) Vo + FLV.
where N is a nucleation potential (see [1] for detail), V; := dd%: -7dr, is the tangential
velocity, V,, := dd—"{ -vdy is the plane normal velocity, V, := dd—"{ -0dr, the out-of-plane

velocity.

5. CONCLUDING REMARKS

On the way to mathematically understand time evolution of dislocations, the
work achieved in [21] was the first step, allowing us to describe the geometry of
dislocation clusters and to prove existence of solutions to a general variational
problem. With the present contribution, our wish was to provide a further decisive
step, since the result of Theorem 7 introduces two forces balancing each other
at optimality, the first deriving from the elastic part of the energy and named
after Peach and Kohler and well-known in dislocation models [15], and the second
deriving by shape variation of the defect part of the energy. Here crucial use has
been made of the decomposition F' = Vu + F° where F° and Curl F° depend of
the line.

It turns out that the sum of these two forces naturally provides an expression
of the velocity of the dislocation (for instance, a linear law is acceptable under
certain working assumptions, see [1]). Of course, a nonvanishing velocity, i.e., a
nonzero force, means that the solution does not coincide with energy minimization,
as well-known for evolution problems. In future work, it is our task to determine
the dissipative effects, the balance equations, and analyze in detail the evolutionary
scheme.

The force we here derived yields an important output in terms of modeling, but
to achieve a proof of Theorem 7, a series of results have appeared about the math-
ematical nature of functional spaces for dislocation-induced deformations. These
should also be considered as contributions to the general aim of understanding dis-
location problems in mathematical terms. Moreover, the paper has been written
with a first part containing generic results, which are not related to dislocation
models.
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