# A structure property of "vertical" integral currents, with an application to the distributional determinant 

Domenico Mucci

Received: date / Accepted: date


#### Abstract

We deal with integral currents in Cartesian products of Euclidean spaces that satisfy a "verticality" assumption. The main example is the boundary of the graph of some classes vector-valued and non-smooth Sobolev maps, provided that the boundary current has finite mass. In fact, the action of such currents is nonzero only on forms with a high number (depending on the Sobolev regularity) of differentials in the direction of the vertical space. We prove that such vertical currents live on a set that projects on the horizontal space into a nice set with integer dimension. The dimension of the concentration set is related to the level of verticality that is assumed. Therefore, for boundary of graphs of Sobolev maps, this dimension decreases as the Sobolev exponent increases. As an application, we then prove a concentration property concerning the singular part of the distributional determinant and minors.
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## 1 Introduction

In this paper we discuss some structure properties concerning "vertical" integral currents. Roughly speaking, since we consider currents $T$ in the product $\mathbb{R}^{n} \times \mathbb{R}^{N}$ of a "horizontal" and "vertical" Euclidean space, the adjective "vertical" refers to the property that the action of $T$ is null on forms that contain a bounded number of differentials in the vertical directions.

More precisely, denoting by $x$ and $y$ the variables in $\mathbb{R}^{n}$ and $\mathbb{R}^{N}$, respectively, for any integers $0 \leq h \leq k \leq n+N$, we define by $T_{(h)}$ the restriction of a current $T$ in $\mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ to the $k$-forms in $\mathbb{R}^{n} \times \mathbb{R}^{N}$ that contain exactly $h$ differentials $d y^{j}$ in the vertical directions $y$, compare formula (2.3) below.

[^0]Referring to Sec. 2 for the standard notation of Geometric Measure Theory, we now simply observe that the component $T_{(h)}$ makes sense only if $\max \{0, k-n\} \leq$ $h \leq \min \{k, N\}$. Therefore, for simplicity we shall possibly denote $T_{(h)}:=0$ for $h$ strictly lower than $\max \{0, k-n\}$ or strictly larger than $\min \{k, N\}$.

A STRUCTURE PROPERTY. We first consider "completely vertical" currents $T$, i.e., satisfying

$$
\begin{equation*}
T_{(h)}=0 \quad \text { for } h=0, \ldots, k-1 \tag{1.1}
\end{equation*}
$$

By the previous remark, if $T \in \mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ satisfies (1.1), one automatically has $T=0$ if $N \leq k-1$. Therefore, in the following result we assume $N \geq k$.

Theorem 1.1 (Structure property I) Let $n \geq 1$ and $N \geq k \geq 1$ integers. Let $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ be an i.m. rectifiable current satisfying $\mathbf{M}(T)+\mathbf{M}(\partial T)<\infty$ and the "verticality" property (1.1). Then there exists an at most countable set of points $\left\{a_{i}\right\}_{i} \subset \mathbb{R}^{n}$ and of i.m. rectifiable currents $\Sigma_{i} \in \mathcal{R}_{k}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
T=\sum_{i=0}^{\infty} \delta_{a_{i}} \times \Sigma_{i}, \quad \mathbf{M}(T)=\sum_{i=0}^{\infty} \mathbf{M}\left(\Sigma_{i}\right)<\infty \tag{1.2}
\end{equation*}
$$

If in particular $T$ is an integral cycle, i.e., $\partial T=0$, then $\partial \Sigma_{i}=0$ for each $i$, and $T=0$ in the case $N=k$.

A GENERAL STRUCTURE PROPERTY. We now replace the "verticality" assumption (1.1) with the following more general one:

$$
\begin{equation*}
T_{(h)}=0 \quad \text { for } h=0, \ldots, \mathbf{q}-1 \tag{1.3}
\end{equation*}
$$

where $\mathbf{q}$ is any positive integer such that $1 \leq \mathbf{q} \leq k$. As before, if a current $T \in \mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ satisfies (1.3), in low dimension $N<\mathbf{q}$ one automatically has $T=0$, so that we assume $N \geq \mathbf{q}$. We shall then prove:

Theorem 1.2 (Structure property II) Let $n \geq 1$ and $N \geq \mathbf{q}$ integers, with $1 \leq$ $\mathbf{q} \leq k$. Let $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ an i.m. rectifiable current satisfying $\mathbf{M}(T)+\mathbf{M}(\partial T)<$ $\infty$ and the "verticality" property (1.3). Then there exists a countably $\mathcal{H}^{k-\mathbf{q}}$-rectifiable subset $S_{k-\mathbf{q}}$ of $\mathbb{R}^{n}$ such that

$$
\operatorname{set}(T) \subset S_{k-\mathbf{q}} \times \mathbb{R}^{N}
$$

If in particular $T$ is an integral cycle, i.e., $\partial T=0$, then $T=0$ in the case $N=\mathbf{q}$.
Remark 1.3 In the structure theorems we do not assume that the current $T$ is compactly supported. We now see that this generality allows us to apply such results to the boundary of the current carried by the "graph" of Sobolev maps.

BoUndary of graphs. In fact, if $u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ is smooth, the current $G_{u}$ carried by the graph of $u$ is well-defined by the integration of compactly supported smooth $n$-forms $\omega$ in $\mathbb{R}^{n} \times \mathbb{R}^{N}$ over the naturally oriented $n$-manifold given by the graph $\mathcal{G}_{u}$ of $u$ :

$$
\begin{equation*}
G_{u}(\omega):=\int_{\mathcal{G}_{u}} \omega, \quad \omega \in \mathcal{D}^{n}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right) \tag{1.4}
\end{equation*}
$$

Moreover, $G_{u}$ is locally i.m. rectifiable in $\mathcal{R}_{n, \text { loc }}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, and denoting by $\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie u\right)(x):=(x, u(x))$ the graph map, the area formula yields

$$
\begin{equation*}
G_{u}(\omega)=\int_{\mathbb{R}^{n}}\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie u\right)^{\#} \omega \quad \forall \omega \in \mathcal{D}^{n}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right) \tag{1.5}
\end{equation*}
$$

Assume now that $u$ is a Sobolev map in $W_{\text {loc }}^{1,1}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$ such that each minor of the Jacobian matrix $\nabla u$ is in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$. Following the theory by Giaquinta-ModicaSouček [9], see also [10], the above definition (1.4) holds true in a measure-theoretic sense, and (1.5) is obtained by means of the approximate gradient $\nabla u .{ }^{1}$

Now, if $u$ is smooth, by Stokes' theorem the current $G_{u}$ has null boundary. ${ }^{2}$ Moreover, by a density argument, the null-boundary condition $\partial G_{u}=0$ extends to maps in $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$, where $p=\min \{n, N\}$. However, in general $\partial G_{u} \neq 0$, as the example 1.5 below taken from [9, Sec. 3.2.2] shows. Arguing as in [9, Sec. 3.2.3] or [10, Prop. 4.22], it turns out that a summability assumption yields to a verticality property of the boundary current $\partial G_{u}$, namely: ${ }^{3}$

Proposition 1.4 Let $1 \leq p<n$ and $\mathbf{q}$ the integer part of $p$. If in addition $u \in$ $W_{\mathrm{loc}}^{1, p}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$, the boundary current $T:=\partial G_{u}$ satisfies the verticality property (1.3).

Assume now that $u$ is smooth outside some compact set $K$ of $\mathbb{R}^{n}$, and that $\mathbf{M}\left(\partial G_{u}\right)<\infty$. Then by the boundary rectifiability theorem 2.4 , the boundary current $T=\partial G_{u}$ is i.m. rectifiable in $\mathcal{R}_{n-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, with support spt $\partial G_{u} \subset$ $K \times \mathbb{R}^{N}$, whereas $\partial T=\partial\left(\partial G_{u}\right)=0$. Therefore, if in addition $u$ satisfies the summability hypothesis of Proposition 1.4 we can apply Theorem 1.2 , with $k=$ $n-1$, and obtain the existence of a countably $\mathcal{H}^{n-1-\mathbf{q}_{-}}$rectifiable subset $S_{n-1-\mathbf{q}}$ of $K$ such that

$$
\begin{equation*}
\operatorname{set}\left(\partial G_{u}\right) \subset S_{n-1-\mathbf{q}} \times \mathbb{R}^{N} \tag{1.6}
\end{equation*}
$$

Example 1.5 Let $\mathbf{q} \geq 2$ integer and $u: \mathbb{R}^{\mathbf{q}} \rightarrow \mathbb{R}^{\mathbf{q}}$ given by $u(x):=x /|x|$, so that $u \in W_{\text {loc }}^{1, q}$ for each $q<\mathbf{q}$. We have $\partial G_{u}=-\delta_{0} \times \llbracket \mathbb{S}^{\mathbf{q}-1} \rrbracket$, where $\delta_{0}$ is the unit Dirac mass at the origin and $\llbracket \mathbb{S}^{\mathbf{q}-1} \rrbracket$ in the $(\mathbf{q}-1)$-current integration on the (positively oriented) unit ( $\mathbf{q}-1$ )-sphere in the target space. Notice that $\operatorname{det} \nabla u=0$ a.e., but $u \notin W_{\text {loc }}^{1, \mathbf{q}}$. By adding $n-\mathbf{q}$ dumb $x$-variables to the map in previous example, one easily infers that (1.6) fails to hold for maps $u$ outside the Sobolev class $W_{\text {loc }}^{1, \mathbf{q}}$.

Therefore, the Sobolev regularity in Proposition 1.4 is optimal for $\mathbf{q} \geq 2$, whereas for $\mathbf{q}=1$ the optimality follows from [9, Sec. 3.2.3, Prop. 1].

DIStributional Determinant. As an application, in Sec. 8 below we shall discuss some new properties concerning the singular part of the distributional determinant Det $\nabla u$, first introduced by J.M. Ball [5].

Let $n=N$ and $u \in L_{\text {loc }}^{q} \cap W_{\text {loc }}^{1, p}\left(\mathbb{R}^{n}, \widehat{\mathbb{R}}^{n}\right)$ for some exponents $q$ and $p$ satisfying $n-1 \leq p<n$ and $1 / q+(n-1) / p \leq 1$. Then the distributional determinant

[^1]is well-defined by the formula (8.1) below. De Lellis-Ghiraldin [6] extended a decomposition property first obtained by S. Müller [16], and conjectured by Ball [5], showing that if in addition the pointwise determinant $\operatorname{det} \nabla u$ is locally summable, then $\operatorname{Det} \nabla u$ is a signed Radon measure, the density w.r.t. the Lebesgue measure $\mathcal{L}^{n}$ being $\operatorname{det} \nabla u$. With the above assumptions, if $u$ is smooth outside some compact set $K \subset \mathbb{R}^{n}$, and $\mathbf{M}\left(\partial G_{u}\right)<\infty$, we have seen that (1.6) holds, where $N=n$ and $\mathbf{q}=n-1$, so that $S_{0}$ in (1.6) is a countable set. By means of Theorem 1.1 we shall then prove, Theorem 8.1, that the singular part of $\operatorname{Det} \nabla u$ is concentrated on an at most countable set of points, namely on $S_{0}$.

We also deal with the distributional minors of order $m$. For $m=N<n$, they agree with the components of the distributional Jacobian, first studied by JerrardSoner [12]. An interesting review concerning the distributional Jacobian and singularities of Sobolev maps into spheres can be found in [1]. In Theorem 8.2, under suitable (and optimal) summability hypotheses, see (8.9), as a consequence of Theorem 1.2 we shall prove that the singular part of each distributional minors of order $m$ is concentrated on a countably rectifiable set of codimension $m$.

Remark 1.6 Condition $\mathbf{M}\left(\partial G_{u}\right)<\infty$ is necessary to the validity of Theorems 8.1 and 8.2. In fact, S . Müller [17] showed that for $n=N=2$ the singular part of the distributional determinant may in general concentrate on a set of Hausdorff dimension $\alpha$, for any prescribed $0<\alpha<1$. More precisely, there exist bounded Hölder continuous Sobolev functions $u$ in $W^{1, p}\left(\Omega, \mathbb{R}^{2}\right)$ for every $p<2$, where $\Omega=(0,1)^{2} \subset \mathbb{R}^{2}$, such that $\operatorname{det} \nabla u=0$ and $\left|\nabla u^{1}\right|\left|\nabla u^{2}\right|=0$ a.e. in $\Omega$, but Det $\nabla u=V^{\prime} \otimes V^{\prime}$, where $V$ is the Cantor-Vitali function. Therefore, the distributional determinant has a "Cantor-type" part and the role played by $V^{\prime}$ in the Cantor set $C$ is here played by $\operatorname{Det} \nabla u$ in $C \times C$.

The "graph" of $u$ is very similar to the graph of the Cantor-Vitali function $V$ and, actually, has infinitely many holes. In fact, in [9, Sec. 4.2.5] it is shown that in such an example one has $\mathbf{M}\left(\partial G_{u}\right)=\infty$.

PLAN OF THE PAPER. Sec. 2 contains some notation and preliminary results. In Sec. 3, we extend the isoperimetric inequality from [15, Prop. 2.1]. In Sec. 4, we consider a projection argument that allows to recover the action of a current in terms of the projected currents onto suitable coordinate subspaces. These results are used in Sec. 5 to prove Theorem 1.1 in the case of integral currents, i.e., when $\partial T=0$. Sec. 6 contains the proof of Theorem 1.2, whereas in Sec. 7 we deal with the more general case of normal currents, i.e., when $\mathbf{M}(\partial T)<\infty$. Finally, in Sec. 8 we shall prove the already mentioned concentration property concerning the singular part of the distributional determinant and minors.

## 2 Notation and preliminary results

In this section we collect some notation and preliminary results. We refer to $[2,7,9$, $13,18]$ for general facts about Geometric Measure Theory, whereas further details concerning currents carried by graphs can be found in [9] or [10].

Rectifiable sets. Let $U$ an open set in $\mathbb{R}^{D}$ and $\mathcal{H}^{k}$ the $k$-dimensional Hausdorff measure on $\mathbb{R}^{D}$. For $1 \leq k \leq D$ integer, a set $\mathcal{M} \subset U$ is said to be countably $\mathcal{H}^{k}$-rectifiable if it is $\mathcal{H}^{k}$-measurable and $\mathcal{H}^{k}$-almost all of $\mathcal{M}$ is contained
in the union of the images of countably many Lipschitz functions from $\mathbb{R}^{k}$ to $U$, compare [7, 3.2.14]. The set $\mathcal{M}$ is said to be $k$-rectifiable if in addition $\mathcal{H}^{k}(\mathcal{M})<\infty$.

Remark 2.1 The rectifiability criterium by Besicovitch-Marstrand-Mattila, see [7] or [4, Thm. 2.63], states that if $A \subset \mathbb{R}^{D}$ is a Borel set satisfying $\mathcal{H}^{k}(A)<\infty$, then $A$ is $k$-rectifiable if and only if the $k$-dimensional density $\Theta^{k}\left(\mathcal{H}^{k}, A, x\right)$ is equal to one for $\mathcal{H}^{k}$-a.e. $x \in A$. This yields that $k$-rectifiable sets can be "fractured".
General area-coarea formula. The following theorem by Federer [7, 3.2.2] subsumes both the area and coarea formulas, compare [13, 3.13].

Theorem 2.2 Let $\mathcal{M} \subset \mathbb{R}^{D_{1}}$ a $k$-rectifiable set and $\mathcal{N}$ a $\mu$-rectifiable subset of $\mathbb{R}^{D_{2}}$, where $D_{1} \geq D_{2} \geq 1$ and $k \geq \mu$. Let $f: \mathbb{R}^{D_{1}} \rightarrow \mathbb{R}^{D_{2}}$ a Lipschitz function such that $f(\mathcal{M})=\mathcal{N}$. Then, for any $\mathcal{H}^{k}\llcorner\mathcal{M}$-integrable function $\psi: \mathcal{M} \rightarrow \mathbb{R}$ we have

$$
\int_{\mathcal{M}} J_{f}^{\mathcal{M}}(w) \psi(w) d \mathcal{H}^{k}(w)=\int_{\mathcal{N}}\left(\int_{\mathcal{M} \cap f^{-1}(\{z\})} \psi d \mathcal{H}^{k-\mu}\right) d \mathcal{H}^{\mu}(z)
$$

In this formula, $J_{f}^{\mathcal{M}}$ denotes the $k$-dimensional tangential Jacobian of $f_{\mid \mathcal{M}}$ : $\mathcal{M} \rightarrow \mathbb{R}^{D_{2}}$, compare e.g. [9, Sec. 2.1.5]. ${ }^{4}$

Rectifiable currents. We shall denote by $\mathcal{E}^{k}(U), \mathcal{E}_{b}^{k}(U)$, and $\mathcal{D}^{k}(U)$ the spaces of smooth, bounded smooth, and compactly supported smooth $k$-forms in $U$, respectively. The (strong) dual space to $\mathcal{D}^{k}(U)$ is the class of $k$-currents $\mathcal{D}_{k}(U) .{ }^{5}$ For each open set $V \subset U$ the mass of a current $T \in \mathcal{D}_{k}(U)$ in $V$ is ${ }^{6}$

$$
\mathbf{M}_{V}(T):=\sup \left\{T(\omega) \mid \omega \in \mathcal{D}^{k}(U),\|\omega\| \leq 1, \operatorname{spt} \omega \subset V\right\}
$$

and $\mathbf{M}(T):=\mathbf{M}_{U}(T)$ denotes the mass of $T$. If a current $T \in \mathcal{D}_{k}(U)$ has locally finite mass, i.e., $\mathbf{M}_{V}(T)<\infty$ for each open set $V \subset \subset U$, then

$$
T(\omega)=\int_{\mathcal{M}}\langle\omega(z), \vec{\xi}(z)\rangle \theta(z) d \mathcal{H}^{k}(z) \quad \forall \omega \in \mathcal{D}^{k}(U)
$$

where $\mathcal{M} \subset U$ is a countably $\mathcal{H}^{k}$-rectifiable set, the multiplicity $\left.\left.\theta: \mathcal{M} \rightarrow\right] 0,+\infty\right]$ is $\mathcal{H}^{k}$-measurable and locally ( $\mathcal{H}^{k}\left\llcorner\mathcal{M}\right.$ )-summable, and $\vec{\xi}: \mathcal{M} \rightarrow \Lambda_{k} \mathbb{R}^{m}$ is $\mathcal{H}^{k}$ measurable with $|\vec{\xi}|=1\left(\mathcal{H}^{k}\llcorner\mathcal{M})\right.$-a.e.. In this case, one writes $T=\tau(\mathcal{M}, \theta, \vec{\xi})$.

A current $T$ is said to be an integer multiplicity (i.m) rectifiable current, $T \in$ $\mathcal{R}_{k}(U)$, if in addition $T$ has finite mass, the density $\theta$ takes integer values, and for $\mathcal{H}^{k}$-a.e. $z \in \mathcal{M}$ the unit $k$-vector $\vec{\xi}(z) \in \Lambda_{k} \mathbb{R}^{m}$ provides an orientation to the approximate tangent space to $\mathcal{M}$ at $z$. Moreover, $\operatorname{set}(T)$ denotes the set of positive multiplicity $\theta$ in $\mathcal{M}$, so that $\mathcal{H}^{k}(\operatorname{set}(T)) \leq \mathbf{M}(T)<\infty$ for every $T \in \mathcal{R}_{k}(U)$, and $\mathbf{M}(T)=\int_{\mathcal{M}} \theta d \mathcal{H}^{k}$. Notice that for such currents the support of $T$ agrees with the closure of $\operatorname{set}(T)$, and in general $\mathcal{H}^{k}(\operatorname{spt} T) \leq \infty$.

If $T \in \mathcal{D}_{k}(U)$ has finite mass, by dominated convergence the action of $T$ extends to forms $\omega \in \mathcal{E}_{b}^{k}(U)$, or even to $k$-forms with bounded Borel coefficients in $U$. In particular, the restriction $T\llcorner B$ is well-defined for each Borel set $B \in$ $\mathcal{B}(U)$. Since we shall work with currents with no compact support, ${ }^{7}$ we shall use the

[^2]symbol ",c" when referring to subclasses of currents with compact support. Also, $\mathcal{R}_{k, \text { loc }}(U)$ denotes the class of currents $T$ with locally finite mass and such that $T\left\llcorner K \in \mathcal{R}_{k, \text { loc }}(U)\right.$ for each compact set $K \subset U$. Moreover, a current $T \in \mathcal{R}_{k}(U)$ is a normal current if in addition $\mathbf{M}\left((\partial T)\llcorner U)<\infty,{ }^{8}\right.$ and $T$ is an integral cycle if $(\partial T)\left\llcorner U=0\right.$. Finally, the subclass $\mathcal{P}_{k}(U)$ of integral polyhedral chains is the abelian group (with integer coefficients) generated by oriented $k$-simplices in $U$.

MAIN PROPERTIES. The fundamental theorem by Federer-Fleming [8] makes i.m. rectifiable currents very natural and important, especially in connection with the calculus of variations: ${ }^{9}$

Theorem 2.3 (Closure-compactness) Let $\left\{T_{j}\right\} \subset \mathcal{R}_{k}(U)$ a sequence of i.m. rectifiable currents satisfying $\sup _{j}\left[\mathbf{M}\left(T_{j}\llcorner V)+\mathbf{M}\left(\left(\partial T_{j}\right)\llcorner V)\right]<\infty\right.\right.$ for each open set $V \subset \subset U$. If $T_{j}$ weakly converges to some current $T \in \mathcal{D}_{k}(U)$, then $T \in \mathcal{R}_{k}(U)$. Otherwise, there exists a subsequence $\left\{T_{j^{\prime}}\right\}$ of $\left\{T_{j}\right\}$ and an i.m. rectifiable current $T \in \mathcal{R}_{k}(U)$ such that $T_{j^{\prime}} \rightharpoonup T$.

Since the Deformation theorem holds true for normal currents $T \in \mathcal{D}_{k}(U)$, not necessarily with compact support, compare [2, 1.16], one obtains:

Theorem 2.4 (Boundary rectifiability) Let $T \in \mathcal{R}_{k}(U)$ satisfy $\mathbf{M}((\partial T)\llcorner U)<$ $\infty$. Then the boundary of $T$ is i.m. rectifiable too, i.e., $(\partial T)\left\llcorner U \in \mathcal{R}_{k-1}(U)\right.$.

As a consequence, compare [2, 2.11], arguing as in [7, 4.2.20] one also proves:
Theorem 2.5 (Strong polyhedral approximation) Let $T \in \mathcal{R}_{k}(U)$ such that $\mathbf{M}\left((\partial T)\llcorner U)<\infty\right.$. Then for each $j \in \mathbb{N}^{+}$we can find an integral polyhedral chain $P_{j} \in \mathcal{P}_{k}(U)$ and a $C^{1}$-diffeomorphism $g_{j}$ of $U$ onto itself such that $\operatorname{Lip}\left(g_{j}\right) \leq 1+1 / j$, $\operatorname{Lip}\left(g_{j}^{-1}\right) \leq 1+1 / j$, and $\mathbf{M}\left(g_{j \#} T-P_{j}\right)+\mathbf{M}\left(\partial\left(g_{j \#} T-P_{j}\right)\llcorner U) \leq 1 / j\right.$.

Integral Cycles. We shall need the following
Lemma 2.6 Let $T \in \mathcal{R}_{k}(U)$ satisfy $(\partial T)\llcorner U=0$. Then we have $T(d \eta)=0$ for every $(k-1)$-form $\eta$ with Lipschitz coefficients and support contained in $U$.

Proof For $R>0$, we choose a cut-off function $\chi_{R} \in C_{c}^{\infty}([0,+\infty))$ such that $\chi_{R}(t)=1$ for $0 \leq t \leq R, \chi_{R}(t)=0$ for $t \geq R+1,0 \leq \chi_{R} \leq 1$ and $\left|\chi_{R}^{\prime}\right| \leq 2$. Since $\chi_{R}(|z|) \eta$ is compactly supported in $U$, condition $(\partial T)\llcorner U=0$ yields that $T\left(d\left[\chi_{R}(|y|) \eta\right]\right)=0$, whence

$$
\begin{equation*}
T(d \eta)=T\left(d\left[\left(1-\chi_{R}(|y|)\right) \eta\right]\right) . \tag{2.1}
\end{equation*}
$$

Set $U_{R}:=\{z \in U:|z| \geq R\}$ and $W_{j}:=U_{j} \backslash U_{j+1}$, for $j \in \mathbb{N}$. Since $T$ has finite mass, one has

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \mathbf{M}\left(T\left\llcorner U_{R}\right)=0, \quad \liminf _{j \rightarrow \infty} j \cdot \mathbf{M}\left(T\left\llcorner W_{j}\right)=0\right.\right. \tag{2.2}
\end{equation*}
$$

[^3]Moreover,

$$
d\left[\left(1-\chi_{R}(|z|)\right) \eta\right]=-\chi_{R}^{\prime}(|z|) d|z| \wedge \eta+\left(1-\chi_{R}(|z|) d \eta\right.
$$

Therefore, taking $R=j$, by (2.1) we estimate for each $j$

$$
|T(d \eta)| \leq c\|\eta\|_{\infty, W_{j}} \mathbf{M}\left(T\left\llcorner W_{j}\right)+\|d \eta\|_{\infty} \mathbf{M}\left(T\left\llcorner U_{j}\right)\right.\right.
$$

Since $\eta$ has Lipschitz coefficients and support contained in $U$, we get

$$
\|\eta\|_{\infty, W_{j}} \leq c_{1}\left(1+\|z\|_{\infty, W_{j}}\right) \leq c_{2}(1+j), \quad\|d \eta\| \leq c_{3}
$$

for some absolute constants $c_{i}>0$. Hence for each $j$

$$
|T(d \eta)| \leq c_{2}(1+j) \mathbf{M}\left(T\left\llcorner W_{j}\right)+c_{3} \mathbf{M}\left(T\left\llcorner U_{j}\right)\right.\right.
$$

and the claim follows by taking a subsequence according to (2.2).
Notation for multi-Indices. Recall that $x$ and $y$ denote the variables in the horizontal and vertical spaces $\mathbb{R}^{n}$ and $\mathbb{R}^{N}$, respectively. If $\alpha=\left(\alpha_{1}, \ldots, \alpha_{p}\right)$, where $1 \leq \alpha_{1}<\cdots<\alpha_{p} \leq n$, is a multi-index of length $|\alpha|=p \leq n$, we set $x_{\alpha}:=\left(x_{\alpha_{1}}, \ldots, x_{\alpha_{p}}\right)$ and $d x^{\alpha}:=d x^{\alpha_{1}} \wedge \cdots \wedge d x^{\alpha_{p}}$, where $x=\left(x_{1}, \ldots, x_{n}\right)$. We also say that the positive integer $i$ belongs to $\alpha$ if it is one of the indices $\alpha_{1}, \ldots, \alpha_{p}$. If $i \in \alpha$ we denote by $\alpha-i$ the multi-index of length $p-1$ obtained by removing $i$ from $\alpha$. Also, $\bar{\alpha}$ is the complement of $\alpha$ in $(1, \ldots, n)$, we set $\overline{0}:=(1, \ldots, n)$, and $\sigma(\alpha, \bar{\alpha})$ is the sign of the permutation which reorders $\alpha$ and $\bar{\alpha}$, e.g., $\sigma(\alpha, \bar{\alpha})=(-1)^{i-1}$ if $\alpha=i$. For $\alpha=i$ we finally set $\widehat{x_{i}}:=x_{\bar{\alpha}}$ and $\widehat{d x^{i}}:=d x^{\bar{\alpha}}$. A similar notation holds for $\beta$ and $d y^{\beta}$, with $n$ replaced by $N$. Moreover, we shall denote by ( $e_{1}, \ldots, e_{n}$ ) and $\left(\varepsilon_{1}, \ldots, \varepsilon_{N}\right)$ the canonical bases in $\mathbb{R}^{n}$ and $\mathbb{R}^{N}$, respectively, so that e.g. $e_{\alpha}:=e_{\alpha_{1}} \wedge \cdots \wedge e_{\alpha_{p}}$.

Splitting of CURRENTS. Assume now $U=\mathbb{R}^{n} \times \mathbb{R}^{N}$. Every $k$-form $\eta \in$ $\mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ splits as a sum $\omega=\sum_{h} \omega^{(h)}$, where the $\omega^{(h)}$ 's are the components that contain exactly $h$ differentials in the vertical $y$-variables. ${ }^{10}$ Therefore, the above summation is restricted to $\max \{0, n-k\} \leq h \leq \min \{k, N\}$.

Every current $T \in \mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ then splits as

$$
\begin{equation*}
T=\sum_{h=\max \{0, n-k\}}^{\min \{k, N\}} T_{(h)}, \quad \text { where } \quad T_{(h)}(\omega):=T\left(\omega^{(h)}\right) . \tag{2.3}
\end{equation*}
$$

Homotopy formula. Let $f, g: U \rightarrow V$ be two smooth maps defined between open sets $U \subset \mathbb{R}^{D}$ and $V \subset \mathbb{R}^{\mu}$, and let $h: U \times[0,1] \rightarrow V$ denote the affine homotopy map

$$
h(z, t):=t f(z)+(1-t) g(z), \quad z \in U, \quad t \in[0,1] .
$$

[^4]If a current $T \in \mathcal{D}_{k}(U)$ has finite mass, by dominated convergence the action of $T$ is well-defined on smooth forms $\omega \in \mathcal{E}_{b}^{k}(U)$ with bounded coefficients, e.g. for $\omega=f^{\#} \eta$ for any $\eta \in \mathcal{D}^{k}(V)$ and for $f$ as above. Hence the image current $f_{\#} T \in \mathcal{D}_{k}(V)$ is well-defined by $f_{\#} T(\eta):=T\left(f^{\#} \eta\right)$, for $\eta \in \mathcal{D}^{k}(V)$. Moreover, if $T$ is a normal current, i.e., $\mathbf{M}(T)+\mathbf{M}((\partial T)\llcorner U)<\infty$, the image currents $h_{\#}(T \times \llbracket 0,1 \rrbracket)$ and $h_{\#}(\partial T \times \llbracket 0,1 \rrbracket)$ are both well defined provided that $f$ and $g$ are bounded or the restriction of $h$ to the support of $T \times \llbracket 0,1 \rrbracket$ is proper. In particular, if $T$ has compact support, the homotopy formula [18, 26.22] yields

$$
\begin{equation*}
\partial h_{\#}(T \times \llbracket 0,1 \rrbracket)=h_{\#}(\partial T \times \llbracket 0,1 \rrbracket)+(-1)^{k}\left(f_{\#} T-g_{\#} T\right) \tag{2.4}
\end{equation*}
$$

To our purposes, assume now $U=V=\mathbb{R}^{n} \times \mathbb{R}^{N}$. Dealing with currents that are not compactly supported, in general (2.4) fails to hold. However, for suitable choices of $f$ and $g$ (the identity and a projection map, respectively) we overcome this problem by restricting the range of $t$ to intervals of the type $[\varepsilon, 1]$.

Proposition 2.7 Let $\varepsilon \in] 0,1\left[\right.$ and $h_{\varepsilon}:\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right) \times[\varepsilon, 1] \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{N}$ denote the affine homotopy map

$$
\begin{equation*}
h_{\varepsilon}(x, y, t):=t(x, y)+(1-t)(x, 0), \quad(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{N}, \quad t \in[\varepsilon, 1] \tag{2.5}
\end{equation*}
$$

If $T \in \mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ has finite mass, the image current $h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket)$ is welldefined in $\mathcal{D}_{k+1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ and it has locally finite mass, i.e., for every compact set $K \subset \mathbb{R}^{n} \times \mathbb{R}^{N}$

$$
\mathbf{M}\left(\left(h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket)\right)\llcorner K)<\infty\right.
$$

Similarly, if $\mathbf{M}(\partial T)<\infty$ the image current $h_{\varepsilon \#}(\partial T \times \llbracket \varepsilon, 1 \rrbracket)$ is well defined in $\mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ and it has locally finite mass. Finally, setting $f_{\varepsilon}(x, y):=(x, \varepsilon y)$, if $\mathbf{M}(T)+\mathbf{M}(\partial T)<\infty$, the following homotopy formula holds:

$$
\begin{equation*}
\partial h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket)=h_{\varepsilon \#}(\partial T \times \llbracket \varepsilon, 1 \rrbracket)+(-1)^{k}\left(T-f_{\varepsilon \#} T\right) . \tag{2.6}
\end{equation*}
$$

Proof Since $T$ has finite mass, we deduce that $h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket)$ is well-defined provided that $\left\|h_{\varepsilon}^{\#} \omega\right\|<\infty$ for every $\omega \in \mathcal{D}^{k+1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$. To prove this property, by a density argument we may and do assume that $\omega$ is a linear combinations of forms of the type $\varphi(x) \psi(y) d x^{\alpha} \wedge d y^{\beta}$, where $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), \psi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$, and $|\alpha|+|\beta|=k+1$. If $|\beta|>0$, we have

$$
h_{\varepsilon}^{\#}\left(\varphi(x) \psi(y) d x^{\alpha} \wedge d y^{\beta}\right)=\varphi(x) d x^{\alpha} \wedge \psi\left(\widetilde{h}_{\varepsilon}(y, t)\right) \widetilde{h}_{\varepsilon}^{\#} d y^{\beta}
$$

where $\widetilde{h}_{\varepsilon}: \mathbb{R}^{N} \times[\varepsilon, 1] \rightarrow \mathbb{R}^{N}$ is given by $\widetilde{h}_{\varepsilon}(y, t)=t y$, and we compute
$\widetilde{h}_{\varepsilon}^{\#} d y^{\beta}=d y^{\beta}-(-1)^{|\beta|} \widetilde{\omega}_{\beta} \wedge d t, \quad$ where $\widetilde{\omega}_{\beta}:=\sum_{j \in \beta} \sigma(j, \beta-j) y_{j} d y^{\beta-j} \in \mathcal{E}^{|\beta|-1}\left(\mathbb{R}^{N}\right)$.
Since moreover $\psi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$, there exists $R>0$ such that $\psi(y)=0$ if $|y|>R$, hence $\psi\left(\widetilde{h}_{\varepsilon}(y, t)\right)=0$ for every $(y, t) \in \mathbb{R}^{N} \times[\varepsilon, 1]$ provided that $|y|>R / \varepsilon$. Using that $\left|\widetilde{\omega}_{\beta}(y)\right| \leq|y|$, this yields

$$
\left\|h_{\varepsilon}^{\#}\left(\varphi(x) \psi(y) d x^{\alpha} \wedge d y^{\beta}\right)\right\| \leq c \cdot\|\varphi\|_{\infty}\|\psi\|_{\infty} \frac{R}{\varepsilon}<\infty \quad \text { on } \quad \mathbb{R}^{n} \times \mathbb{R}^{N} \times[\varepsilon, 1]
$$

If $|\beta|=0$, we have $\left\|h_{\varepsilon}^{\#}\left(\varphi(x) \psi(y) d x^{\alpha}\right)\right\|=\left\|\varphi(x) \psi\left(\widetilde{h}_{\varepsilon}(y, t)\right) d x^{\alpha}\right\| \leq\|\varphi\|_{\infty}\|\psi\|_{\infty}$.

In particular, denoting by $\widetilde{B}_{R}$ the closed ball in $\mathbb{R}^{N}$ centered at the origin and with radius $R$, we deduce that for each $R>1$

$$
\mathbf{M}\left(\left(h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket)\right)\left\llcorner\mathbb{R}^{n} \times \widetilde{B}_{R}\right) \leq c \cdot \frac{R}{\varepsilon} \mathbf{M}(T)<\infty\right.
$$

and hence that $h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket)$ has locally finite mass. The second assertion is proved in a similar way. As a consequence, if $\mathbf{M}(T)+\mathbf{M}(\partial T)<\infty$, property (2.6) follows from the standard homotopy formula (2.4), with 0 replaced by $\varepsilon$, using the dominated convergence theorem.

Remark 2.8 In general the image currents $h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket)$ and $h_{\varepsilon \#}(\partial T \times \llbracket \varepsilon, 1 \rrbracket)$ from Proposition 2.7 do not have finite mass, if $T$ does not have compact support.

Orthogonal projections. We shall denote by $\pi: \mathbb{R}^{n} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{n}$ and $\hat{\pi}$ : $\mathbb{R}^{n} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ the orthogonal projections onto the $x$ and $y$ coordinates, respectively. Let $T \in \mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ a current with finite mass, $\mathbf{M}(T)<\infty$. Let $h$ denote an integer with $\max \{0, k-n\} \leq h \leq \min \{k, N\}$. For any $\omega \in \mathcal{D}^{h}\left(\mathbb{R}^{N}\right)$, we shall denote by $\pi_{\#}\left(T\left\llcorner\widehat{\pi}^{\#} \omega\right)\right.$ the current in $\mathcal{D}_{k-h}\left(\mathbb{R}^{n}\right)$ such that

$$
\left\langle\pi_{\#}\left(T\left\llcorner\widehat{\pi}^{\#} \omega\right), \varphi\right\rangle:=T\left(\widehat{\pi}^{\#} \omega \wedge \pi^{\#} \varphi\right)=T(\omega \wedge \varphi),{ }^{11} \quad \varphi \in \mathcal{D}^{k-h}\left(\mathbb{R}^{n}\right)\right.
$$

Similarly, for $\varphi \in \mathcal{D}^{k-h}\left(\mathbb{R}^{n}\right)$, we shall denote by $\widehat{\pi}_{\#}\left(T\left\llcorner\pi^{\#} \varphi\right)\right.$ the current in $\mathcal{D}_{h}\left(\mathbb{R}^{N}\right)$ such that

$$
\left\langle\widehat{\pi}_{\#}\left(T\left\llcorner\pi^{\#} \varphi\right), \omega\right\rangle:=T\left(\pi^{\#} \varphi \wedge \widehat{\pi}^{\#} \omega\right)=T(\varphi \wedge \omega), \quad \omega \in \mathcal{D}^{h}\left(\mathbb{R}^{N}\right)\right.
$$

## 3 An isoperimetric inequality

In this section we extend the isoperimetric inequality from [15, Prop. 2.1]. It will be used in the case $k=N-1$ of the proof of Theorem 1.1. The main difficulty is due to the fact that we do not require the current $T$ in Proposition 3.1 below to have compact support.

Any form $\omega \in \mathcal{D}^{N-1}\left(\mathbb{R}^{N}\right)$ is identified by a compactly supported smooth vector field $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$ via the formula

$$
\begin{equation*}
\omega_{g}(y):=\sum_{j=1}^{N}(-1)^{j-1} g^{j}(y) \widehat{d y^{j}}, \quad g=\left(g^{1}, \ldots, g^{N}\right) \tag{3.1}
\end{equation*}
$$

where $\widehat{d y^{j}}:=d y^{1} \wedge \cdots \wedge d y^{j-1} \wedge d y^{j+1} \wedge \cdots \wedge d y^{N}$, so that $d \omega_{g}=\operatorname{div} g d y$, where $d y:=d y^{1} \wedge \cdots \wedge d y^{N}$. If $T \in \mathcal{R}_{N-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, we let $\mu_{g}$ correspondingly denote the signed measure given on Borel sets $B \in \mathcal{B}\left(\mathbb{R}^{n}\right)$ by

$$
\left\langle\mu_{g}, B\right\rangle:=(-1)^{N-1}\left\langle\pi_{\#}\left(T\left\llcorner\widehat{\pi}^{\#} \omega_{g}\right), B\right\rangle,\right.
$$

so that for functions $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$

$$
(-1)^{N-1}\left\langle\mu_{g}, \varphi\right\rangle=\left(T\left\llcorner\widehat{\pi}^{\#} \omega_{g}\right)\left(\pi^{\#} \varphi\right)=T\left(\varphi \wedge \omega_{g}\right) .\right.
$$

We shall denote by $B_{r}\left(x_{0}\right)$ the open ball in $\mathbb{R}^{n}$ of radius $r$ and centered at $x_{0} \in \mathbb{R}^{n}$.

[^5]Proposition 3.1 Let $N \geq 2$ and $T \in \mathcal{R}_{N-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ an i.m. rectifiable current satisfying the property $T_{(N-2)}=0$ and the null-boundary condition $\partial T=0$. Then for every $x_{0} \in \mathbb{R}^{n}$ and a.e. $r>0$ we have

$$
\begin{equation*}
\left|\left\langle\mu_{g}, \bar{B}_{r}\left(x_{0}\right)\right\rangle\right| \leq c_{N}\|\operatorname{div} g\|_{\infty} \mathbf{M}\left(T\left\llcorner\bar{B}_{r}\left(x_{0}\right) \times \mathbb{R}^{N}\right)^{N /(N-1)}\right. \tag{3.2}
\end{equation*}
$$

for all $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$, where $c_{N}>0$ is an absolute constant, not depending on $g$. Proof Fix $\varepsilon \in] 0,1\left[\right.$, define $h_{\varepsilon}: \mathbb{R}^{n} \times \mathbb{R}^{N} \times[\varepsilon, 1] \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{N}$ as in (2.5) and denote

$$
\begin{equation*}
H_{T}^{\varepsilon}:=h_{\varepsilon \#}(T \times \llbracket \varepsilon, 1 \rrbracket) \in \mathcal{D}_{N}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right) \tag{3.3}
\end{equation*}
$$

By Proposition 2.7, we may and do introduce for $k=0, \ldots, \min \{n, N\}$ and $\eta \in$ $\mathcal{D}^{k}\left(\mathbb{R}^{n}\right)$ the $(N-k)$-current

$$
H_{T}^{\varepsilon}\left\llcorner\eta:=\widehat{\pi}_{\#}\left(H_{T}^{\varepsilon}\left\llcorner\pi^{\#} \eta\right) \in \mathcal{D}_{N-k}\left(\mathbb{R}^{N}\right) .\right.\right.
$$

Setting $\widetilde{h}_{\varepsilon}(y, t):=t y$ for $(y, t) \in \mathbb{R}^{N} \times[\varepsilon, 1]$, we thus equivalently have:

$$
\begin{equation*}
H_{T}^{\varepsilon}\left\llcorner\eta(\omega):=(T \times \llbracket \varepsilon, 1 \rrbracket)\left(\eta \wedge \widetilde{h}_{\varepsilon}^{\#} \omega\right), \quad \omega \in \mathcal{D}^{N-k}\left(\mathbb{R}^{N}\right)\right. \tag{3.4}
\end{equation*}
$$

where we have omitted to write the pull-back of the orthogonal projection maps. Even if in general the current $H_{T}^{\varepsilon}$ from (3.3) does not have finite mass, see Remark 2.8, by Proposition 2.7 we deduce that for every $\eta \in \mathcal{D}^{k}\left(\mathbb{R}^{n}\right)$, the current $H_{T}^{\varepsilon}\left\llcorner\eta\right.$ in $\mathcal{D}_{N-k}\left(\mathbb{R}^{N}\right)$ has locally finite mass. Choosing $k=1$, we shall make use of the following extension of [15, Lemma 2.3], the proof of which is postponed.
Lemma 3.2 Let $T \in \mathcal{R}_{N-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ be such that $T_{(N-2)}=0$. Then $H_{T}^{\varepsilon}\llcorner\eta=0$ for every $\eta \in \mathcal{D}^{1}\left(\mathbb{R}^{n}\right)$.

Setting now $f_{\varepsilon}(x, y):=(x, \varepsilon y)$, we let $\mu_{g}^{\varepsilon}$ denote for every $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$ the signed measure given on Borel sets $B \in \mathcal{B}\left(\mathbb{R}^{n}\right)$ by

$$
\left\langle\mu_{g}^{\varepsilon}, B\right\rangle:=(-1)^{N-1}\left\langle\pi_{\#}\left(f_{\varepsilon \#} T\left\llcorner\widehat{\pi}^{\#} \omega_{g}\right), B\right\rangle\right.
$$

so that for functions $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$

$$
(-1)^{N-1}\left\langle\mu_{g}^{\varepsilon}, \varphi\right\rangle=f_{\varepsilon \#} T\left(\varphi \wedge \omega_{g}\right)
$$

Property $\partial T=0$ implies that $h_{\varepsilon \#}(\partial T \times \llbracket \varepsilon, 1 \rrbracket)=0$. Therefore, using the above definitions, the general homotopy formula (2.6) gives

$$
\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \varphi\right\rangle=H_{T}^{\varepsilon}\left\llcorner d \varphi\left(\omega_{g}\right)+H_{T}^{\varepsilon}\left\llcorner\varphi\left(d \omega_{g}\right)\right.\right.
$$

for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ and $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$, whereas Lemma 3.2 yields that $H_{T}^{\varepsilon}\left\llcorner d \varphi\left(\omega_{g}\right)=0\right.$, so that

$$
\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \varphi\right\rangle=H_{T}^{\varepsilon}\left\llcorner\varphi\left(d \omega_{g}\right)=H_{T}^{\varepsilon}\llcorner\varphi(\operatorname{div} g(y) d y) .\right.
$$

Therefore, taking a sequence $\left\{\varphi_{j}\right\} \subset C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ converging in $L^{1}$ to the characteristic function $\chi$ of the closed ball $\bar{B}_{r}\left(x_{0}\right)$, and setting $B_{r}:=B_{r}\left(x_{0}\right)$ for simplicity, we deduce that

$$
\begin{equation*}
\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle=H_{T}^{\varepsilon}\left\llcorner\chi_{\bar{B}_{r}}(\operatorname{div} g(y) d y)\right. \tag{3.5}
\end{equation*}
$$

Also, setting $\tilde{f}_{\varepsilon}(y)=\varepsilon y$ and $K_{\varphi}=\operatorname{spt} \varphi$, since $\left\|\omega_{g}\right\|=\|g\|_{\infty}$ we estimate

$$
\left|f_{\varepsilon \#} T\left(\varphi \wedge \omega_{g}\right)\right|=\left|T\left(\varphi \wedge \tilde{f}_{\varepsilon}^{\#} \omega_{g}\right)\right| \leq\|\varphi\|_{\infty}\|g\|_{\infty} \varepsilon^{N-1} \mathbf{M}\left(T\left\llcorner K_{\varphi} \times \mathbb{R}^{N}\right)\right.
$$

so that the measures $\mu_{g}$ and $\mu_{g}^{\varepsilon}$ have finite total variation, as

$$
\begin{align*}
& \left|\mu_{g}\right|\left(\bar{B}_{r}\right) \leq\|g\|_{\infty} \mathbf{M}\left(T\left\llcorner\bar{B}_{r} \times \mathbb{R}^{N}\right)<\infty,\right. \\
& \left|\mu_{g}^{\varepsilon}\right|\left(\bar{B}_{r}\right) \leq \varepsilon\|g\|_{\infty} \mathbf{M}\left(T\left\llcorner\bar{B}_{r} \times \mathbb{R}^{N}\right)<\infty .\right. \tag{3.6}
\end{align*}
$$

On the other hand, for each $\omega \in \mathcal{D}^{N}\left(\mathbb{R}^{N}\right)$, by (3.3) and (3.4) we have

$$
H_{T}^{\varepsilon}\left\llcorner\chi_{\bar{B}_{r}}(\omega)=(T \times \llbracket \varepsilon, 1 \rrbracket)\left(\chi_{\bar{B}_{r}} \wedge \widetilde{h}_{\varepsilon}^{\#} \omega\right)=\left(\left(T\left\llcorner\bar{B}_{r} \times \mathbb{R}^{N}\right) \times \llbracket \varepsilon, 1 \rrbracket\right)\left(\widetilde{h}_{\varepsilon}^{\#} \omega\right) .\right.\right.
$$

Therefore, since by Proposition 2.7 the current $H_{T}^{\varepsilon}\left\llcorner\varphi\right.$ in $\mathcal{D}_{N}\left(\mathbb{R}^{N}\right)$ has locally finite mass, and $T$ is i.m. rectifiable in $\mathcal{R}_{N-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, we deduce that the current $H_{T}^{\varepsilon}\left\llcorner\chi_{\bar{B}_{r}}\right.$ is locally i.m. rectifiable in $\mathcal{R}_{N, \text { loc }}\left(\mathbb{R}^{N}\right)$. We then proceed in a way similar to the second part of the proof of [14, Prop. 3.1].

More precisely, by using the degree theory from [9, Sec. 4.3.2], for a.e. $r>0$ small there exists an integer valued and locally summable function $\Delta_{r}^{\varepsilon} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}, \mathbb{Z}\right)$ such that

$$
H_{T}^{\varepsilon}\left\llcorner\chi_{\bar{B}_{r}}(\psi(y) d y)=\int_{\mathbb{R}^{N}} \Delta_{r}^{\varepsilon}(y) \psi(y) d y \quad \forall \psi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) .\right.
$$

By (3.5), this yields that for every $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$

$$
\begin{equation*}
\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle=\int_{\mathbb{R}^{N}} \Delta_{r}^{\varepsilon}(y) \operatorname{div} g(y) d y . \tag{3.7}
\end{equation*}
$$

Moreover, by (3.6) the measure $\mu_{g}-\mu_{g}^{\varepsilon}$ has finite total variation, and

$$
\left|\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle\right| \leq\|g\|_{\infty}(1+\varepsilon) \mathbf{M}\left(T\left\llcorner\bar{B}_{r} \times \mathbb{R}^{N}\right)<\infty .\right.
$$

Therefore, $\Delta_{r}^{\varepsilon}$ is a function of bounded variation in $\mathbb{R}^{N}$, with

$$
\begin{align*}
\left|D \Delta_{r}^{\varepsilon}\right|\left(\mathbb{R}^{N}\right) & :=\sup _{\|g\|_{\infty} \leq 1} \int_{\mathbb{R}^{N}} \Delta_{r}^{\varepsilon}(y) \operatorname{div} g(y) d y  \tag{3.8}\\
& \leq \sup _{\|g\|_{\infty} \leq 1}\left|\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle\right| \leq(1+\varepsilon) \mathbf{M}\left(T\left\llcorner\bar{B}_{r} \times \mathbb{R}^{N}\right)<\infty .\right.
\end{align*}
$$

By Sobolev embedding theorem, and by density of smooth maps in $B V_{\mathrm{loc}}\left(\mathbb{R}^{N}\right)$, compare [4, Thm. 3.47], we can find a real constant $m_{r}^{\varepsilon} \in \mathbb{R}$ such that

$$
\left\|\Delta_{r}^{\varepsilon}-m_{r}^{\varepsilon}\right\|_{L^{N /(N-1)}\left(\mathbb{R}^{N}\right)} \leq c_{N}\left|D \Delta_{r}^{\varepsilon}\right|\left(\mathbb{R}^{N}\right)
$$

Since $\Delta_{r}^{\varepsilon}$ is integer-valued, the constant $m_{r}^{\varepsilon} \in \mathbb{Z}$ and hence we can estimate the $L^{1}$-norm of the integer-valued function $y \mapsto\left(\Delta_{r}^{\varepsilon}(y)-m_{r}^{\varepsilon}\right)$ by

$$
\int_{\mathbb{R}^{N}}\left|\Delta_{r}^{\varepsilon}(y)-m_{r}^{\varepsilon}\right| d y \leq \int_{\mathbb{R}^{N}}\left|\Delta_{r}^{\varepsilon}(y)-m_{r}^{\varepsilon}\right|^{N /(N-1)} d y=\left\|\Delta_{r}^{\varepsilon}-m_{r}^{\varepsilon}\right\|_{L^{N /(N-1)}\left(\mathbb{R}^{N}\right)}^{N /(N-1)}
$$

Using that $\int_{\mathbb{R}^{N}} \operatorname{div} g(y) d y=0$, by (3.7) we thus obtain

$$
\begin{aligned}
\left|\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle\right| & \leq \int_{\mathbb{R}^{N}}\left|\left(\Delta_{r}^{\varepsilon}(y)-m_{r}^{\varepsilon}\right) \operatorname{div} g(y)\right| d y \leq\|\operatorname{div} g\|_{\infty} \int_{\mathbb{R}^{N}}\left|\Delta_{r}^{\varepsilon}(y)-m_{r}^{\varepsilon}\right| d y \\
& \leq\|\operatorname{div} g\|_{\infty} c_{N}\left(\left|D \Delta_{r}^{\varepsilon}\right|\left(\mathbb{R}^{N}\right)\right)^{N /(N-1)}
\end{aligned}
$$

and definitively, by (3.8),

$$
\begin{equation*}
\left|\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle\right| \leq\|\operatorname{div} g\|_{\infty} c_{N}(1+\varepsilon)^{N /(N-1)} \mathbf{M}\left(T\left\llcorner\bar{B}_{r} \times \mathbb{R}^{N}\right)^{N /(N-1)}\right. \tag{3.9}
\end{equation*}
$$

Finally, since $\left|\left\langle\mu_{g} \bar{B}_{r}\right\rangle\right| \leq\left|\left\langle\mu_{g}-\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle\right|+\left|\left\langle\mu_{g}^{\varepsilon}, \bar{B}_{r}\right\rangle\right|$, using the second line in (3.6), the isoperimetric inequality (3.2) follows by letting $\varepsilon \rightarrow 0$ in the above formula (3.9).

Proof of Lemma 3.2 We have (3.4) with $k=1$. Using (3.1), write $\omega \in \mathcal{D}^{N-1}\left(\mathbb{R}^{N}\right)$ as $\omega=\omega_{g}$ for some $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$. By linearity, without loss of generality we may and do assume that $g^{j}=0$ for $j>1$, and let $g^{1}(y)=f(y)$, so that $\omega_{g}=\omega:=f(y) \widehat{d y^{1}}$, where $f \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$. We compute

$$
\widetilde{h}_{\varepsilon}^{\#} \omega=f(t y)\left[t^{N-1} \widehat{d y^{1}}+(-1)^{N} \omega^{1} \wedge t^{N-2} d t\right]
$$

where $\omega^{1}:=\sum_{l=2}^{N}(-1)^{l} y_{l} d y^{\overline{(1, l)}} \in \mathcal{E}^{N-2}\left(\mathbb{R}^{N}\right)$. Since the form $\eta \wedge f(t y) t^{N-1} \widehat{d y^{1}}$ does not contain the differential $d t$, by definition of Cartesian product of currents and the dominated convergence theorem we get $(T \times \llbracket \varepsilon, 1 \rrbracket)\left(\eta \wedge f(t y) t^{N-1} \widehat{d y^{1}}\right)=0$ and hence

$$
\begin{aligned}
H_{T}^{\varepsilon}\llcorner\eta(\omega) & \left.=(-1)^{N}(T \times \llbracket \varepsilon, 1 \rrbracket)\left(\eta(x) \wedge f(t y) \omega^{1} \wedge t^{N-2} d t\right]\right) \\
& =(-1)^{N} T\left(\eta(x) \wedge \omega^{1}(y) F_{\varepsilon}(y)\right),
\end{aligned}
$$

where $F_{\varepsilon}(y):=\int_{\varepsilon}^{1} f(t y) t^{N-2} d t$. Arguing as in the proof of Proposition 2.7, using that $\omega^{1} \in \mathcal{E}^{N-2}\left(\mathbb{R}^{N}\right)$ satisfies $\left|\omega^{1}(y)\right| \leq|y|$, we deduce that

$$
\left\|\eta(x) \wedge \omega^{1}(y) F_{\varepsilon}(y)\right\| \leq c\|\eta\|\|f\|_{\infty} \frac{R}{\varepsilon}<\infty \quad \text { on } \quad \mathbb{R}^{n} \times \mathbb{R}^{N}
$$

where $R>0$ is chosen so that $f(y)=0$ if $|y|>R$. Since $\mathbf{M}(T)<\infty$, property $T_{(N-2)}=0$ and the dominated convergence yield that $T\left(\eta(x) \wedge \omega^{1}(y) F_{\varepsilon}(y)\right)=0$, as required.

## 4 A projection argument

In this section we discuss a projection argument that will be used in the proof of Theorem 1.1 in the case $N>k+1$, see Step 2 in Sec. 5 . We first introduce some notation.

Let $\beta$ an ordered multi-index in $\{1, \ldots, N\}$ of length $|\beta|=k+1$, and define the corresponding projection maps

$$
\begin{align*}
& \Pi^{\beta}: \mathbb{R}^{N} \rightarrow \mathbb{R}_{\beta}^{k+1} \simeq \mathbb{R}^{k+1}, \quad \Pi^{\beta}(y)=y_{\beta}:=\left(y_{\beta_{1}}, \ldots, y_{\beta_{k+1}}\right)  \tag{4.1}\\
& \Psi_{\beta}: \mathbb{R}^{n} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}, \Psi_{\beta}(x, y):=\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \Pi^{\beta}\right)(x, y)=\left(x, \Pi^{\beta}(y)\right) .
\end{align*}
$$

For $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, we let $T^{\beta}:=\Psi_{\beta \#} T \in \mathcal{D}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}\right)$ denote the corresponding image current, see Lemma 4.1 below.

If $T$ satisfies the hypotheses of Theorem 1.1 , as in the case $k=N-1$, see Step 1 in Sec. 5, we deduce that $\operatorname{set}\left(T^{\beta}\right) \subset S_{0}^{\beta} \times \mathbb{R}_{\beta}^{k+1}$ for an at most countable set of points $S_{0}^{\beta} \subset \mathbb{R}^{n}$. Making use of the general area-coarea formula, we thus aim at recovering the action of $T$ in terms of the action of the currents $T^{\beta}$ on suitably related forms, see Proposition 4.4 below. This would allow to conclude that $\operatorname{set}(T) \subset S_{0} \times \mathbb{R}^{N}$ for an at most countable set of points $S_{0} \subset \mathbb{R}^{n}$.

Unfortunately, this strategy may fail in general, due to the possible occurrence of cancellations when projecting $T$ to $T^{\beta}$. However, denoting $\mathcal{M}:=\operatorname{set}(T)$, one easily deduces that such a cancellation phenomenon is avoided provided that the multiplicity function $\mathbf{N}\left(\Psi_{\beta} \mid \mathcal{M} ; z\right):=\mathcal{H}^{0}\left(\mathcal{M} \cap \Psi_{\beta}^{-1}(\{z\})\right.$ is equal to one for $\mathcal{H}^{k}$-a.e. point $z$ in the shadow $\Psi_{\beta}(\mathcal{M})$.

We now see that this property is obtained by suitably rotating the target space $\mathbb{R}^{N}$. To this purpose, we shall first consider the case of polyhedral chains, Proposition 4.2.

Projection of currents. We first point out the following fact:
Lemma 4.1 Let $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ satisfying $\partial T=0$. Then the image current $T^{\beta}:=\Psi_{\beta \#} T$ is i.m. rectifiable in $\mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}\right)$ and satisfies the null-boundary condition $\partial T^{\beta}=0$.

Proof Since $T$ is i.m. rectifiable, the first assertion follows if we show that $\mathbf{M}\left(T^{\beta}\right)<\infty$. To prove this, observe that for every $\omega \in \mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}\right)$ the pullback form $\Psi_{\beta}^{\#} \omega$ belongs to the class $\mathcal{E}_{b}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ and satisfies $\left\|\Psi_{\beta}^{\#} \omega\right\| \leq\|\omega\|$. Therefore, by dominated convergence we estimate

$$
T^{\beta}(\omega):=T\left(\Psi_{\beta}^{\#} \omega\right) \leq \mathbf{M}(T)\left\|\Psi_{\beta}^{\#} \omega\right\| \leq \mathbf{M}(T)\|\omega\|
$$

that gives $\mathbf{M}\left(T^{\beta}\right) \leq \mathbf{M}(T)$. As to the second assertion, for every $\eta \in \mathcal{D}^{k-1}\left(\mathbb{R}^{n} \times\right.$ $\mathbb{R}_{\beta}^{k+1}$ ) we have

$$
\partial T^{\beta}(\eta)=T^{\beta}(d \eta)=T\left(\Psi_{\beta}^{\#} d \eta\right)=T\left(d \Psi_{\beta}^{\#} \eta\right)=T(d \widetilde{\eta})
$$

where the smooth form $\widetilde{\eta}:=\Psi_{\beta}^{\#} \eta$ belongs to $\mathcal{E}_{b}^{k-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$. Since $\|\widetilde{\eta}\|+\|d \widetilde{\eta}\|<$ $\infty$, Lemma 2.6 gives $T(d \widetilde{\eta})=0$, as required.

Projection of polyhedral Chains. For $N>k+1$, denote by $\mathbf{O}^{*}(N, k+1)$ the set of orthogonal projections $\mathbf{p}$ of $\mathbb{R}^{N}$ onto the $(k+1)$-dimensional subspaces of $\mathbb{R}^{N}$. There is a unique measure on $\mathbf{O}^{*}(N, k+1)$ that is invariant under Euclidean motions of $\mathbb{R}^{N}$ and normalized to have total measure 1 .

Proposition 4.2 Let $N>k+1$ and $P \in \mathcal{P}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ be an integral polyhedral chain, and let $\mathcal{M}:=\operatorname{set}(P)$. Then for a.e. projection $\mathbf{p} \in \mathbf{O}^{*}(N, k+1)$ and for $\mathcal{H}^{k}$-a.e. $z \in\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{p}\right)(\mathcal{M})$ we have

$$
\mathbf{N}\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{p} \mid \mathcal{M} ; z\right):=\mathcal{H}^{0}\left(\mathcal{M} \cap\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{p}\right)^{-1}(\{z\})\right)=1 .
$$

Proof Every projection of the type $\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{q}$, where $\mathbf{q} \in \mathbf{O}^{*}(N, N-1)$, is clearly determined by a couple $\pm \nu$ of opposite unit normals in $\mathbb{R}^{n} \times \mathbb{R}^{N}$, i.e., $\pm \nu \in$
$\mathbb{S}^{n+N-1}$, where $\nu$ is orthogonal to the "horizontal" space $\mathbb{R}^{n} \times\{0\} \subset \mathbb{R}^{n} \times \mathbb{R}^{N}$. Hence, the couple $\pm \nu$ belongs to the "vertical" $(N-1)$-sphere

$$
\mathbb{S}_{v}^{N-1}:=\left\{(x, y) \in \mathbb{S}^{N+n-1} \subset \mathbb{R}^{n} \times \mathbb{R}^{N} \mid x=0\right\}
$$

Using this identification, we write $\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{q}=\pi_{ \pm \nu}$.
Since $P$ is a $k$-dimensional integral polyhedral chain, and $k \leq N-2$, it is readily checked that the property

$$
\mathbf{N}\left(\pi_{ \pm \nu} \mid \mathcal{M} ; z\right):=\mathcal{H}^{0}\left(\mathcal{M} \cap \pi_{ \pm \nu}^{-1}(\{z\})\right)=1 \quad \forall z \in \pi_{ \pm \nu}(\mathcal{M})
$$

holds true for every choice of $\pm \nu \in \mathbb{S}_{v}^{N-1}$ except for a "bad" set $B \subset \mathbb{S}_{v}^{N-1}$ of null $\mathcal{H}^{k+1}$-measure, $\mathcal{H}^{k+1}(B)=0$. This proves the claim for $N=k+2$. If $N=k+m$ with $m \geq 3$, it suffices to iterate $m-2$ times the above argument.

Remark 4.3 Proposition 4.2 is false for projections $\mathbf{p} \in \mathbf{O}^{*}(N, k)$. If e.g. $N=k+2$, it suffices to take $P=\delta_{0} \times \llbracket Q \rrbracket$, where $Q$ is a $k$-dimensional cube in $\mathbb{R}^{k+2}$.
The AREA-COAREA FORMULA ON CURRENTS. Let now $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, where $N>k+1$, and write $T:=\tau(\mathcal{M}, \theta, \vec{\xi})$. Moreover, for any index $\beta$ with $|\beta|=m$, where $1 \leq m \leq N-1$, denote by $\xi_{\beta}$ the component of the tangent $k$-vector field $\vec{\xi}$ corresponding to the base $k$-vectors $e_{\alpha} \wedge \varepsilon_{\gamma}$, where $\beta$ contains all the entries of $\gamma$, i.e.,

$$
\xi_{\beta}:=\sum_{\substack{|\alpha|+|\gamma|=k \\ \gamma \subset \beta}} \xi_{\alpha}^{\gamma} e_{\alpha} \wedge \varepsilon_{\gamma} \quad \text { if } \quad \vec{\xi}=\sum_{|\alpha|+|\gamma|=k} \xi_{\alpha}^{\gamma} e_{\alpha} \wedge \varepsilon_{\gamma} .
$$

Define

$$
\begin{equation*}
\mathcal{M}_{\beta}:=\left\{(x, y) \in \mathcal{M} \mid \xi_{\beta}(x, y) \neq 0\right\} \tag{4.2}
\end{equation*}
$$

and observe that the set $\mathcal{M}_{\beta}$ is $k$-rectifiable, see Remark 2.1. According to (4.1), this yields that $\mathcal{N}_{\beta}:=\Psi_{\beta}\left(\mathcal{M}_{\beta}\right)$ is a $k$-rectifiable subset of $\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}$. Let $\overrightarrow{\zeta_{\beta}}$ denote an $\mathcal{H}^{k}\left\llcorner\mathcal{N}_{\beta}\right.$-measurable function such that $\overrightarrow{\zeta_{\beta}}\left(x, y_{\beta}\right)$ is a unit $k$-vector orienting the approximate tangent space to $\mathcal{N}_{\beta}$ at $\mathcal{H}^{k}$-a.e. point $\left(x, y_{\beta}\right) \in \mathcal{N}_{\beta}$. By applying the general area-coarea formula, Theorem 2.2, we obtain:

Proposition 4.4 Let $|\beta|=m \in\{1, \ldots, N-1\}$. Let $|\alpha|+|\gamma|=k$, with $\gamma \subset \beta$. Let $\eta_{\alpha}^{\gamma} \in \mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ given by

$$
\eta_{\alpha}^{\gamma}:=\phi(x) f\left(y_{\bar{\beta}}\right) g\left(y_{\beta}\right) d x^{\alpha} \wedge d y^{\gamma}
$$

where $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), f \in C_{c}^{\infty}\left(\mathbb{R}_{\bar{\beta}}^{N-m}\right)$, $g \in C_{c}^{\infty}\left(\mathbb{R}_{\beta}^{m}\right)$. With the previous notation, we have:

$$
\begin{equation*}
T\left(\eta_{\alpha}^{\gamma}\right)=\int_{\mathcal{N}_{\beta}}\left\langle\phi(x) \widehat{\Phi}\left(x, y_{\beta}\right) g\left(y_{\beta}\right) d x^{\alpha} \wedge d y^{\gamma}, \overrightarrow{\zeta_{\beta}}\left(x, y_{\beta}\right)\right\rangle d \mathcal{H}^{k}\left(x, y_{\beta}\right) \tag{4.3}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
\widehat{\Phi}\left(x, y_{\beta}\right):=\int_{\mathcal{M}_{\beta} \cap\left(\psi_{\beta}^{-1}\left(\left\{\left(x, y_{\beta}\right)\right\}\right)\right.} \sigma(x, y) f\left(y_{\bar{\beta}}\right) \theta(x, y) d \mathcal{H}^{0}(x, y) \tag{4.4}
\end{equation*}
$$

for a suitable sign $\sigma(x, y)= \pm 1$, see formula (4.6) below.

Proof Since $\gamma \subset \beta$, we clearly have

$$
\begin{equation*}
T\left(\eta_{\alpha}^{\gamma}\right)=\int_{\mathcal{M}_{\beta}}\left\langle\eta_{\alpha}^{\gamma}, \xi_{\beta}\right\rangle \theta d \mathcal{H}^{k} \tag{4.5}
\end{equation*}
$$

The function $\Psi_{\beta}$ being an orthogonal projection, it is readily checked that the $k$-dimensional tangential Jacobian of $\Psi_{\beta}$ agrees with the norm of the $k$-vector $\xi_{\beta}$ :

$$
J_{\Psi_{\beta}}^{\mathcal{M}_{\beta}}(x, y)=\left|\xi_{\beta}(x, y)\right| \quad \text { for } \mathcal{H}^{k} \text {-a.e. }(x, y) \in \mathcal{M}_{\beta}
$$

Furthermore, for $\mathcal{H}^{k}$-a.e. $\left(x, y_{\beta}\right) \in \mathcal{N}_{\beta}$ and $(x, y) \in \mathcal{M}_{\beta} \cap \Psi_{\beta}^{-1}\left(\left\{\left(x, y_{\beta}\right)\right\}\right)$ we have

$$
\begin{equation*}
\frac{\xi_{\beta}(x, y)}{\left|\xi_{\beta}(x, y)\right|}=\sigma(x, y) \overrightarrow{\zeta_{\beta}}\left(x, y_{\beta}\right), \quad \text { where } \quad \sigma(x, y):= \pm 1 \tag{4.6}
\end{equation*}
$$

We then apply Theorem 2.2 , where $\mathcal{M}=\mathcal{M}_{\beta}, \mathcal{N}=\mathcal{N}_{\beta}, \mu=k, D_{1}=n+N$, $D_{2}=n+m, f=\Psi_{\beta}, w=(x, y), z=\left(x, y_{\beta}\right)$, to the $\mathcal{H}^{k}\left\llcorner\mathcal{M}_{\beta}\right.$-integrable function

$$
\Phi(x, y):=\theta(x, y)\left\langle\phi(x) f\left(y_{\bar{\beta}}\right) g\left(y_{\beta}\right) d x^{\alpha} \wedge d y^{\gamma}, \xi_{\beta}(x, y)\right\rangle\left|\xi_{\beta}(x, y)\right|^{-1} .
$$

Since $\left\langle\eta_{\alpha}^{\gamma}, \xi_{\beta}\right\rangle \theta=J_{\psi_{\beta}}^{\mathcal{M}_{\beta}} \cdot \Phi$, by (4.5) we then obtain

$$
\begin{aligned}
T\left(\eta_{\alpha}^{\gamma}\right) & =\int_{\mathcal{M}_{\beta}} J_{\psi_{\beta}}^{\mathcal{M}_{\beta}}(x, y) \Phi(x, y) d \mathcal{H}^{k}(x, y) \\
& =\int_{\mathcal{N}_{\beta}}\left(\int_{\mathcal{M}_{\beta} \cap \psi_{\beta}^{-1}\left(\left\{\left(x, y_{\beta}\right)\right\}\right)} \Phi d \mathcal{H}^{0}(x, y)\right) d \mathcal{H}^{k}\left(x, y_{\beta}\right) \\
& =\int_{\mathcal{N}_{\beta}}\left\langle\phi(x) \widehat{\Phi}\left(x, y_{\beta}\right) g\left(y_{\beta}\right) d x^{\alpha} \wedge d y^{\gamma}, \overrightarrow{\zeta_{\beta}}\left(x, y_{\beta}\right)\right\rangle d \mathcal{H}^{k}\left(x, y_{\beta}\right),
\end{aligned}
$$

where $\widehat{\Phi}$ is given by (4.4).
Good projections. We now restrict to the case $m=k+1$ of our interest. Assume that $T=P$ is an integral polyhedral chain in $\mathcal{P}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$. On account of Proposition 4.2 , possibly slightly rotating the target space $\mathbb{R}^{N}$, and denoting without loss of generality by $\left(y_{1}, \ldots, y_{n}\right)$ the rotated coordinates, using (4.2) we may and do assume that

$$
\mathbf{N}\left(\Psi_{\beta} \mid \mathcal{M} ;\left(x, y_{\beta}\right)\right):=\mathcal{H}^{0}\left(\mathcal{M}_{\beta} \cap \Psi_{\beta}^{-1}\left\{\left(x, y_{\beta}\right)\right\}\right)=1 \quad \text { for } \mathcal{H}^{k} \text {-a.e. }\left(x, y_{\beta}\right) \in \mathcal{N}_{\beta}
$$

This gives $\mathcal{N}_{\beta}:=\Psi_{\beta}\left(\mathcal{M}_{\beta}\right)=\operatorname{set}\left(P^{\beta}\right)$, where $P^{\beta}:=\Psi_{\beta \#} P \in \mathcal{P}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}\right)$, see Lemma 4.1. Writing as before $P:=\tau(\mathcal{M}, \theta, \vec{\xi})$, we also may and do choose the orienting unit $k$-vector field $\overrightarrow{\zeta_{\beta}}$ is such a way that the $\operatorname{sign} \sigma(x, y) \equiv 1$ in the formula (4.4). We thus have $P^{\beta}=\tau\left(\mathcal{N}_{\beta}, \theta_{\beta}, \overrightarrow{\zeta_{\beta}}\right)$, where the multiplicity function $\theta_{\beta}\left(x, y_{\beta}\right)=\theta(x, y)$ for the unique point $(x, y) \in \mathcal{M}_{\beta}$ such that $\Psi_{\beta}(x, y)=\left(x, y_{\beta}\right) \in$ $\mathcal{N}_{\beta}$. Since (4.4) becomes

$$
\widehat{\Phi}\left(x, y_{\beta}\right)=\int_{\mathcal{M}_{\beta} \cap\left(\psi_{\beta}^{-1}\left(\left\{\left(x, y_{\beta}\right)\right\}\right)\right.} f\left(y_{\bar{\beta}}\right) \theta_{\beta}\left(x, y_{\beta}\right) d \mathcal{H}^{0}(x, y),
$$

we conclude that (4.3) can be equivalently written as

$$
P\left(\eta_{\alpha}^{\gamma}\right)=P^{\beta}\left(\phi(x) \widetilde{\Phi}\left(x, y_{\beta}\right) g\left(y_{\beta}\right) d x^{\alpha} \wedge d y^{\gamma}\right)
$$

where we have set

$$
\begin{equation*}
\widetilde{\Phi}\left(x, y_{\beta}\right):=\int_{\mathcal{M}_{\beta} \cap\left(\psi_{\beta}^{-1}\left(\left\{\left(x, y_{\beta}\right)\right\}\right)\right.} f\left(y_{\bar{\beta}}\right) d \mathcal{H}^{0}(x, y) . \tag{4.7}
\end{equation*}
$$

Projection of integral CURRENTS. We finally show the way to extend the previous features to i.m. rectifiable currents with finite boundary mass.

Proposition 4.5 Assume $N>k+1$. Let $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ such that $\mathbf{M}(\partial T)<\infty$. Following the notation from Proposition 4.4, write for $|\beta|=k+1$

$$
T=\tau(\mathcal{M}, \theta, \vec{\xi}), \quad \Psi_{\beta \#} T=\tau\left(\mathcal{N}_{\beta}, \theta_{\beta}, \overrightarrow{\zeta_{\beta}}\right)
$$

Then, possibly by slightly rotating the target space, for $|\alpha|+|\gamma|=k$, with $\gamma \subset \beta$, we have

$$
\begin{equation*}
T\left(\eta_{\alpha}^{\gamma}\right)=\Psi_{\beta \#} T\left(\phi(x) \widetilde{\Phi}\left(x, y_{\beta}\right) g\left(y_{\beta}\right) d x^{\alpha} \wedge d y^{\gamma}\right) \tag{4.8}
\end{equation*}
$$

where $\widetilde{\Phi}\left(x, y_{\beta}\right)$ is defined as in (4.7), with $\mathcal{M}_{\beta}$ given by (4.2).
Proof By the strong polyhedral approximation theorem 2.5, for each $j \in \mathbb{N}^{+}$we find an integral polyhedral chain $P_{j} \in \mathcal{P}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ and a $C^{1}$-diffeomorphism $g_{j}$ of $\mathbb{R}^{n} \times \mathbb{R}^{N}$ onto itself such that $\operatorname{Lip}\left(g_{j}\right) \leq 1+1 / j, \operatorname{Lip}\left(g_{j}^{-1}\right) \leq 1+1 / j$, and $\mathbf{M}\left(g_{j \#} T-P_{j}\right)+\mathbf{M}\left(\partial\left(g_{j \#} T-P_{j}\right)\right) \leq 1 / j$.

Denote $\mathcal{M}_{j}=\operatorname{set}\left(P_{j}\right)$. By applying Proposition 4.2 to the sequence $\left\{P_{j}\right\}_{j}$, we deduce that for a.e. projection $\mathbf{p} \in \mathbf{O}^{*}(N, k+1)$, for each $j \in \mathbb{N}^{+}$, and for $\mathcal{H}^{k}$-a.e. $z \in\left(\mathrm{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{p}\right)\left(\mathcal{M}_{j}\right)$

$$
\mathbf{N}\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{p} \mid \mathcal{M}_{j} ; z\right):=\mathcal{H}^{0}\left(\mathcal{M}_{j} \cap\left(\operatorname{Id}_{\mathbb{R}^{n}} \bowtie \mathbf{p}\right)^{-1}(\{z\})\right)=1
$$

As a consequence, possibly by slightly rotating the target space, we deduce that for each multi-index $\beta$ with $|\beta|=k+1$ the projections $\Psi_{\beta}$ are "good" for each $P_{j}$ in the above sense, i.e.,

$$
\begin{equation*}
\mathbf{N}\left(\Psi_{\beta} \mid \mathcal{M}_{j} ; z\right):=\mathcal{H}^{0}\left(\mathcal{M}_{j} \cap \Psi_{\beta}^{-1}(\{z\})\right)=1 \tag{4.9}
\end{equation*}
$$

for each $j \in \mathbb{N}^{+}$and for $\mathcal{H}^{k}$-a.e. $z \in \Psi_{\beta}\left(\mathcal{M}_{j}\right)$.
Define now $\widetilde{P}_{j}:=f_{j \#} P_{j}$, where $f_{j}=g_{j}^{-1}$, and write $\widetilde{P}_{j}=\tau\left(\widetilde{\mathcal{M}}_{j}, \theta_{j}, \xi_{j}\right)$, where $\widetilde{\mathcal{M}}_{j}:=\operatorname{set}\left(\widetilde{P}_{j}\right)$. Formula (4.9) yields that for each $j \in \mathbb{N}^{+}$and for $\mathcal{H}^{k}$-a.e. $z \in \Psi_{\beta} \circ g_{j}\left(\widetilde{\mathcal{M}}_{j}\right)$

$$
\mathbf{N}\left(\Psi_{\beta} \circ g_{j} \mid \widetilde{\mathcal{M}}_{j} ; z\right):=\mathcal{H}^{0}\left(\widetilde{\mathcal{M}}_{j} \cap\left(\Psi_{\beta} \circ g_{j}\right)^{-1}(\{z\})\right)=1 .
$$

By applying the general area-coarea formula, Theorem 2.2, we thus infer that

$$
\int_{\widetilde{\mathcal{M}}_{j}} J_{\Psi_{\beta} \circ g_{j}}^{\widetilde{\mathcal{M}}_{j}}(z) \tilde{\theta}_{j}(z) d \mathcal{H}^{k}(z)=\mathbf{M}\left(\left(\Psi_{\beta} \circ g_{j}\right)_{\#} \widetilde{P}_{j}\right) .
$$

By the strong convergence, and again by the area-coarea formula, we also have

$$
\lim _{j \rightarrow \infty} \mathbf{M}\left(\left(\Psi_{\beta} \circ g_{j}\right)_{\#} \widetilde{P}_{j}\right)=\mathbf{M}\left(\psi_{\beta \#} T\right) \leq \int_{\mathcal{M}} J_{\Psi_{\beta}}^{\mathcal{M}}(z) \theta(z) d \mathcal{H}^{k}(z)
$$

where, we recall, $T=\tau(\mathcal{M}, \theta, \vec{\xi})$, and we can assume without loss of generality $\mathcal{M}=\operatorname{set}(T)$. Since moreover $\mathbf{M}\left(\widetilde{P}_{j}-T\right) \rightarrow 0$, denoting by $\triangle$ the symmetric
difference, we also infer that $\mathcal{H}^{k}\left(\widetilde{\mathcal{M}}_{j} \triangle \mathcal{M}\right) \rightarrow 0$ as $j \rightarrow \infty$. Using that $\operatorname{Lip}\left(g_{j}\right) \leq$ $1+1 / j$ and $\operatorname{Lip}\left(g_{j}^{-1}\right) \leq 1+1 / j$, we thus deduce that

$$
\int_{\mathcal{M}} J_{\Psi_{\beta}}^{\mathcal{M}}(z) \theta(z) d \mathcal{H}^{k}(z) \leq \liminf _{j \rightarrow \infty} \int_{\widetilde{\mathcal{M}}_{j}} J_{\Psi_{\beta} \circ g_{j}}^{\widetilde{\mathcal{M}}_{j}}(z) \tilde{\theta}_{j}(z) d \mathcal{H}^{k}(z)
$$

and definitively that

$$
\mathbf{M}\left(\psi_{\beta \#} T\right)=\int_{\mathcal{M}} J_{\Psi_{\beta}}^{\mathcal{M}}(z) \theta(z) d \mathcal{H}^{k}(z)
$$

Using again the general area-coarea formula, this yields that for each $\beta$

$$
\mathbf{N}\left(\Psi_{\beta} \mid \mathcal{M} ; z\right):=\mathcal{H}^{0}\left(\mathcal{M} \cap \Psi_{\beta}^{-1}(\{z\})\right)=1
$$

for $\mathcal{H}^{k}$-a.e. $z \in \Psi_{\beta}(\mathcal{M})$. This means exactly that each $\Psi_{\beta}$ is a "good" projection in the above sense. The claim follows from Proposition 4.4 and from the above argument concerning "good" projections.

Remark 4.6 For future use, we notice that the function $\widetilde{\Phi}$ in (4.7) is bounded and $\mathcal{H}^{k}\left\llcorner\mathcal{N}_{\beta}\right.$-summable, hence it can be extended to a bounded Borel function $\widetilde{\Phi}$ on $\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}$. Since moreover $T^{\beta}$ has finite mass, the action of $T^{\beta}$ is uniquely extended to such class of forms $\omega=\phi(x) \widetilde{\Phi}\left(x, y_{\beta}\right) g\left(y_{\beta}\right) d x^{\alpha} \wedge d y^{\gamma}$.

## 5 The structure theorem I for integral cycles

In this section we prove the structure theorem 1.1 in the case of integral cycles, i.e. satisfying $\partial T=0$. In Step 1, we deal with the easier case $k=N-1$, where we directly apply Proposition 3.1. In Step 2 we consider the case of higher codimension $N \geq k+2$, and make use of the projection argument from Sec. 4. In Step 3 we conclude that $T=0$ if $N=k$.

Step 1: the case $k=N-1$. Since $N=k+1 \geq 2$, we follow the notation from Sec. 3, and apply this concentration property:

Lemma 5.1 Let $\lambda$ and $\mu$ be respectively a non-negative and a signed Radon measure on $\mathbb{R}^{n}$, with finite total variation, such that for every $x_{0} \in \mathbb{R}^{n}$ and a.e. $r>0$ we have

$$
\mid \mu\left(\bar{B}_{r}\left(x_{0}\right) \mid \leq c \lambda\left(\bar{B}_{r}\left(x_{0}\right)\right)^{\alpha}\right.
$$

for some fixed constants $c>0$ and $\alpha>1$. Then $\mu$ is purely atomic, and it is concentrated on the at most countable set of atoms of $\lambda$.

For a proof of Lemma 5.1, we refer to [14, Lemma 4.4] and also [11, Lemma 6.3], where a gap (the absolute continuity of $\mu$ with respect to $\lambda$ ) is filled.

Now, by Proposition 3.1 we obtain the isoperimetric inequality (3.2). We can thus apply Lemma 5.1 with $\alpha=N /(N-1), \mu=\mu_{g}$, and $\lambda=\lambda(T)$ given by

$$
\langle\lambda(T), B\rangle:=\mathbf{M}\left(T\left\llcorner B \times \mathbb{R}^{N}\right), \quad B \in \mathcal{B}\left(\mathbb{R}^{n}\right) .\right.
$$

Denoting by $\left\{a_{i}\right\}_{i} \subset \mathbb{R}^{n}$ the at most countable family of atoms of $\lambda(T)$, we deduce that for every $i$ there exists a signed Radon measure $\lambda_{i}$ on $\mathbb{R}^{N}$ such that for every $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ and $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$

$$
T\left(\phi \wedge \omega_{g}\right)=(-1)^{N-1}\left\langle\mu_{g}, \phi\right\rangle=\sum_{i=1}^{\infty} \delta_{a_{i}}(\phi) \cdot \lambda_{i}(g),
$$

where $\omega_{g} \in \mathcal{D}^{N-1}\left(\mathbb{R}^{N}\right)$ is given by (3.1). Also, forms of the type $\phi \wedge \omega_{g}$ are dense in the space of forms $\eta=\eta^{(N-1)}$ in $\mathcal{D}^{N-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, whereas $T\left(\eta^{(h)}\right)=0$ for $h \leq N-2$, by the assumption (1.1) with $k=N$. Define $\Sigma_{i} \in \mathcal{D}_{N-1}\left(\mathbb{R}^{N}\right)$ by

$$
\Sigma_{i}\left(\omega_{g}\right):=\lambda_{i}(g), \quad g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)
$$

Now, for every $x \in \mathbb{R}^{n}$ and for all but an at most countable set of "bad" radii $r>0$, the boundary $\partial B_{r}(x)$ does not contain atoms of $\lambda(T)$. Hence, by Lemma 5.1, for any "good" radius we have $\left\langle\mu_{g}, \partial B_{r}(x)\right\rangle=0$ for every $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$. Taking a smooth sequence $\left\{\phi_{j}\right\} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ strongly converging in $L^{1}$ to the characteristic function of $\bar{B}_{r}(x)$, we find that

$$
\lim _{j \rightarrow \infty} T\left(\phi_{j} \wedge \omega_{g}\right)=\sum\left\{\Sigma_{i}\left(\omega_{g}\right) \mid i \text { is such that } a_{i} \in B_{r}(x)\right\}
$$

for each $g \in C_{c}^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$. Since $T \in \mathcal{R}_{N-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ with $\partial T=0$, this yields that (1.2) holds true, where $\Sigma_{i} \in \mathcal{R}_{N-1}\left(\mathbb{R}^{N}\right)$ satisfies $\partial \Sigma_{i}=0$ for each $i$.

Step 2: the case $N>k+1$. For a multi-index $\beta$ of length $|\beta|=k+1$, let $\Psi_{\beta}$ denote the projection map given by (4.1), and define $T^{\beta}:=\Psi_{\beta \#} T$. By the assumption, Lemma 4.1 yields that $T^{\beta}$ is i.m. rectifiable in $\mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}\right)$ and satisfies $\partial T^{\beta}=0$. Moreover, by (1.1) it is readily checked that $T^{\beta}(\eta)=T^{\beta}\left(\eta^{(k)}\right)$ for every form $\eta \in \mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}\right)$. Then, by using the case $N=k+1$, we deduce the existence of an at most countable subset $S_{0}^{\beta}$ of $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
\operatorname{set}\left(T^{\beta}\right) \subset S_{0}^{\beta} \times \mathbb{R}_{\beta}^{k+1} \tag{5.1}
\end{equation*}
$$

It then remains to show that

$$
\begin{equation*}
\operatorname{set}(T) \subset S_{0} \times \mathbb{R}^{N}, \quad \text { where } \quad S_{0}:=\bigcup_{|\beta|=k+1} S_{0}^{\beta} \tag{5.2}
\end{equation*}
$$

To this purpose, possibly by slightly rotating the target space, we may and do apply Proposition 4.5 with $\gamma=\beta-j$ for some $j \in \beta$, so that $|\alpha|=0$. The current $T^{\beta}=\tau\left(\mathcal{N}_{\beta}, \theta_{\beta}, \overrightarrow{\zeta_{\beta}}\right)$ satisfies (5.1), whereas in (4.8) we have just obtained that

$$
\begin{equation*}
T\left(\phi(x) f\left(y_{\bar{\beta}}\right) g\left(y_{\beta}\right) d y^{\beta-j}\right)=T^{\beta}\left(\phi(x) \widetilde{\Phi}\left(x, y_{\beta}\right) g\left(y_{\beta}\right) d y^{\beta-j}\right) \tag{5.3}
\end{equation*}
$$

with $\widetilde{\Phi}$ given by (4.7). Moreover, linear combinations of forms of the type

$$
\phi(x) f\left(y_{\bar{\beta}}\right) g\left(y_{\beta}\right) d y^{\beta-j}, \text { where } \phi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), f \in C_{c}^{\infty}\left(\mathbb{R}^{N-k-1}\right), g \in C_{c}^{\infty}\left(\mathbb{R}^{k+1}\right)
$$

yield a dense subclass of forms $\eta=\eta^{(k)} \in \mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, see Remark 4.6. Therefore, we deduce that (5.2) follows from (5.1). In conclusion, the structure property (1.2) is obtained by means of the same argument that is used at the end of Step 1.

Step 3: the case $N=k$. We show that $T=0$ if $N=k$. Recall that the claim is trivial for $N<k$, by the verticality property (1.1).

Assume then $N=k$, and consider the injection map $\mathfrak{i}: \mathbb{R}^{n} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{n} \times$ $\mathbb{R}^{k+1}$ such that $\mathfrak{i}(x, y):=(x, y, 0)$. On account of Lemma 2.6 , it is readily checked that the current $\widetilde{T}:=\mathfrak{i}_{\#} T$ satisfies the hypotheses of Theorem 1.1. However, the corresponding currents $\Sigma_{i} \in \mathcal{R}_{k}\left(\mathbb{R}^{k+1}\right)$ in (1.2) are supported in $\mathbb{R}^{k} \times\{0\}$ and satisfy $\partial \Sigma_{i}=0$. By the Constancy theorem, see [18, 26.27], any integral $k$-cycle with finite mass in $\mathbb{R}^{k} \times\{0\}$ is equal to zero. Therefore, $\Sigma_{i}=0$ for all $i$, hence $\mathfrak{i}{ }_{\#} T=0$ and finally $T=0$.

## 6 The structure theorem II for integral cycles

In this section we prove the more general structure theorem 1.2 for the subclass of integral currents, i.e., satisfying $\partial T=0$. The proof relies on some arguments from slicing theory, for which we refer to [18, Sec. 28] and [9, Sec. 2.5].

We make use of an induction argument on $\mathbf{p} \in \mathbb{N}$ in order to deal with the case $\mathbf{q}=k-\mathbf{p}$ in (1.3), for any choice of the dimensions $n, N$ of the domain and target spaces, respectively, and $k$ of the current $T$. Notice that for $\mathbf{p}=0$ the claim has been proved in Theorem 1.1.

We thus fix $\mathbf{p}$ a positive integer, and assume that we have proved the claim if $T$ satisfies (1.3) with $\mathbf{q}=k-\nu$ for each natural $\nu=0,1, \ldots, \mathbf{p}-1$.

In Step 1, using a slicing argument we easily solve the case $N<k$. In Step 2, we assume $N=k$ and exploit the assumption $\partial T=0$. In Steps 3 and 4 , the hardest part of the proof, we deal with the case $N=k+1$. In Step 5 , using the projection argument from Sec. 4, we readily recover the case $N>k+1$.

Let $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ satisfying $\partial T=0$ and property $T_{(h)}=0$ for $h=$ $0, \ldots, \mathbf{q}-1$, where $\mathbf{q}=k-\mathbf{p}$. Since $k-\mathbf{q}=\mathbf{p}$, we have show the existence of a countably $\mathcal{H}^{\mathbf{p}}$-rectifiable subset $S_{\mathbf{p}}$ of $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
\operatorname{set}(T) \subset S_{\mathbf{p}} \times \mathbb{R}^{N} \tag{6.1}
\end{equation*}
$$

Now, every form $\eta \in \mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ decomposes as $\eta=\sum_{m} \eta^{(m)}$, where $\max \{0, k-n\} \leq m \leq \min \{k, N\}$ and

$$
\begin{equation*}
\eta^{(m)}=\sum_{|\alpha|=k-m} \eta_{\alpha}, \quad \eta_{\alpha}:=\sum_{|\beta|=m} \eta^{\alpha, \beta}(x, y) d y^{\beta} \wedge d x^{\alpha} \tag{6.2}
\end{equation*}
$$

for some $\eta^{\alpha, \beta} \in C_{c}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$. Since (1.3) gives $T\left(\eta^{(m)}\right)=0$ for $m<\mathbf{q}$, we shall analyze the action of $T$ on the components $\eta^{(m)}$, where we assume $m \geq \mathbf{q}$.

Step 1: THE CASE $N<k$. According to (6.2), denote by $\pi_{\alpha}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k-m}$ the orthogonal projection onto the $\alpha$-components of $x$, i.e., $\pi_{\alpha}(x)=x_{\alpha}$, and by $\Pi_{x_{\alpha}}$ the $(n+m-k)$-plane $\pi_{\alpha}^{-1}\left(\left\{x_{\alpha}\right\}\right)$. Notice that $m<k$ if $N<k$. For $\mathcal{H}^{k-m}$-a.e. $x_{\alpha} \in \mathbb{R}^{k-m}$, we thus define the sliced current

$$
T_{x_{\alpha}}:=\left\langle T, \pi_{\alpha} \bowtie \operatorname{Id}_{\mathbb{R}^{N}}, x_{\alpha}\right\rangle, \quad\left(\pi_{\alpha} \bowtie \operatorname{Id}_{\mathbb{R}^{N}}\right)(x, y):=\left(x_{\alpha}, y\right)
$$

Remark 6.1 Recall that a dense sub-class of smooth forms is given by linear combinations of forms with coefficients of the type $\eta^{\alpha, \beta}(x, y)=\varphi\left(x_{\bar{\alpha}}\right) \widetilde{\varphi}\left(x_{\alpha}\right) \psi(y)$, where $\varphi \in C^{\infty}\left(\mathbb{R}^{n+m-k}\right), \widetilde{\varphi} \in C^{\infty}\left(\mathbb{R}^{k-m}\right)$, and $\psi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$.

By assumption, and using that the slicing map is an orthogonal projection only involving the "horizontal" coordinates $x$, for $\mathcal{H}^{k-m}$-a.e. $x_{\alpha} \in \mathbb{R}^{k-m}$ the following properties hold:

1. $T_{x_{\alpha}}$ belongs to $\mathcal{R}_{m}\left(\Pi_{x_{\alpha}} \times \mathbb{R}^{N}\right)$;
2. the boundary of the slice agrees (up to the sign) with the slice of the boundary, hence condition $\partial T=0$ yields $\partial T_{x_{\alpha}}=0$;
3. $T_{x_{\alpha}}\left(\eta^{(h)}\right)=0$ for every $h<\mathbf{q}$ and $\eta \in \mathcal{D}^{m}\left(\Pi_{x_{\alpha}} \times \mathbb{R}^{N}\right)$.

This yields that the sliced $m$-current $T_{x_{\alpha}}$ satisfies the hypothesis of Theorem 1.2. Moreover, we have $k-\mathbf{p}=\mathbf{q}=m-\nu$, where $\nu:=\mathbf{p}-(k-m)$, and by the assumptions $0<k-m \leq \mathbf{p}$, hence $0 \leq \nu<\mathbf{p}$. Therefore, by the inductive hypothesis, and since $m-\mathbf{q}=\mathbf{p}-(k-m)$, we find the existence of a countably $\mathcal{H}^{\mathbf{p}-(k-m)}$-rectifiable subset $S_{\mathbf{p}-(k-m)}$ of $\Pi_{x_{\alpha}}$ such that

$$
\begin{equation*}
\operatorname{set}\left(T_{x_{\alpha}}\right) \subset S_{\mathbf{p}-(k-m)} \times \mathbb{R}^{N} \tag{6.3}
\end{equation*}
$$

Now, the slicing formula gives

$$
T\left(\varphi\left(x_{\bar{\alpha}}\right) \widetilde{\varphi}\left(x_{\alpha}\right) \psi(y) d y^{\beta} \wedge d x^{\alpha}\right)=\int_{\mathbb{R}^{k-m}}\left(T_{x_{\alpha}}\left(\varphi\left(x_{\bar{\alpha}}\right) \psi(y) d y^{\beta}\right)\right) \widetilde{\varphi}\left(x_{\alpha}\right) d x_{\alpha}
$$

therefore the property (6.1) follows from (6.3), on account of Remark 6.1.
Remark 6.2 If $N=\mathbf{q}$, i.e. $\mathbf{p}=k-N$, we thus obtain that $T=0$. This property follows from the argument in Step 3 from Sec. 5 in the case $\mathbf{p}=0$, whereas for $\mathbf{p}>0$, whence $N<k$, it is an immediate consequence of the previous slicing argument.

Step 2: the case $N=k$. Since the previous slicing argument holds for $m<k$, in this case it suffices to consider the action of $T$ on forms of the type $\eta=\eta^{(k)}$.

We have $\eta^{(k)}=\phi(x, y) d y$ for some $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{k}\right)$, where $d y:=d y^{1} \wedge \cdots \wedge$ $d y^{k}$. By linearity and density, we may and do assume $\phi(x, y)=\varphi(x) f\left(y_{1}\right) g\left(\widehat{y_{1}}\right)$, where $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), f \in C_{c}^{\infty}(\mathbb{R})$, and $g \in C_{c}^{\infty}\left(\mathbb{R}^{k-1}\right)$. We thus denote by $F$ a primitive of $f$, and set

$$
\xi:=\varphi(x) F\left(y_{1}\right) g\left(\widehat{y_{1}}\right) \widehat{d y^{1}} \in \mathcal{E}_{b}^{n-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{k}\right) .
$$

Using the usual convention of summation on the repeated indices, we compute

$$
d \xi=\varphi, x_{i}(x) F\left(y_{1}\right) g\left(\widehat{y_{1}}\right) d x^{i} \wedge \widehat{d y^{1}}+\varphi(x) f\left(y_{1}\right) g\left(\widehat{y_{1}}\right) d y
$$

Since $\xi$ has bounded Lipschitz coefficients, property $\partial T=0$ and Lemma 2.6 yield that $T(d \xi)=0$, hence

$$
T\left(\varphi(x) f\left(y_{1}\right) g\left(\widehat{y_{1}}\right) d y\right)=-T\left(\varphi_{, x_{i}}(x) F\left(y_{1}\right) g\left(\widehat{y_{1}}\right) d x^{i} \wedge \widehat{d y^{1}}\right)
$$

Therefore, the argument that we used for the component $\eta^{(k-1)}$, applied this time to the $k$-form $\varphi_{, x_{i}}(x) F\left(y_{1}\right) g\left(\widehat{y_{1}}\right) d x^{i} \wedge \widehat{d y^{1}}$, yields the assertion, thanks to the dominated convergence theorem.

Step 3: the case $N=k+1$. Fix $j \in\{1, \ldots, k+1\}$. For $t_{1}<t_{2}$, denote

$$
\left\{t_{1}<y_{j}<t_{2}\right\}:=\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{k+1} \mid t_{1}<y_{j}<t_{2}\right\} .
$$

For a.e. choice of $t_{1}<t_{2}$ it turns out that the sliced current $T\left\llcorner\left\{t_{1}<y_{j}<t_{2}\right\}\right.$ is i.m. rectifiable and with boundary of finite mass. Write as usual $T=\tau(\mathcal{M}, \theta, \vec{\xi})$, where we may and do assume $\mathcal{M}=\operatorname{set}(T)$. In Step 4, we shall prove the following
Proposition 6.3 For a.e. real numbers $t_{1}<t_{2}$ there exists a $k$-rectifiable set $\widetilde{\mathcal{M}} \subset$ $\mathbb{R}^{n} \times \mathbb{R}^{k+1}$, with $\widetilde{\mathcal{M}} \subset \operatorname{set}\left(T\left\llcorner\left\{t_{1}<y_{j}<t_{2}\right\}\right)\right.$, and a countably $\mathcal{H}^{\mathbf{P}}$-rectifiable subset $S_{\mathbf{p}}$ of $\mathbb{R}^{n}$ satisfying

$$
\widetilde{\mathcal{M}} \subset S_{\mathbf{p}} \times \mathbb{R}^{k+1}
$$

such that for every $k$-form $\omega$ of the type $\omega:=\phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}$, where $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}_{\widehat{y}_{j}}^{k}\right)$,

$$
\begin{equation*}
T\left\llcorner\left\{t_{1}<y_{j}<t_{2}\right\}(\omega)=\int_{\widetilde{\mathcal{M}}}\langle\omega, \vec{\xi}\rangle \theta d \mathcal{H}^{k} .\right. \tag{6.4}
\end{equation*}
$$

Now, any completely vertical $k$-form in $\mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{k+1}\right)$ can be written as

$$
\eta=\eta^{(k)}=\sum_{j=1}^{k+1} \psi_{j}(x, y) \widehat{d y^{j}}, \quad \psi_{j} \in C_{c}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{k+1}\right) .
$$

Fix $j \in\{1, \ldots, n\}$. By a density argument, we may and do assume that $\psi_{j}(x, y)=$ $\phi\left(x, \widehat{y}_{j}\right) f\left(y_{j}\right)$ for some $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}_{\widehat{y}_{j}}^{k}\right)$ and $f \in C_{c}^{\infty}(\mathbb{R})$.

For $\nu \in \mathbb{N}$ and $h \in \mathbb{Z}$, denote $t_{h}^{\nu}:=h 2^{-\nu}$. Possibly by slightly moving the points $t_{h}^{\nu}$, we may and do assume that for each $\nu$ and $h$ we can apply Proposition 6.3 to the restricted current $T\left\llcorner\left\{t_{h}^{\nu}<y_{j}<t_{h+1}^{\nu}\right\}\right.$. We then find a $k$-rectifiable set $\widetilde{\mathcal{M}}_{h}^{\nu} \subset \mathbb{R}^{n} \times \mathbb{R}^{k+1}$, with $\widetilde{\mathcal{M}}_{h}^{\nu} \subset \mathcal{M}$, where $\mathcal{M}=\operatorname{set}(T)$, and a countably $\mathcal{H}^{\mathbf{P}_{-}}$ rectifiable subset $S_{\mathbf{p}}(\nu, h)$ of $\mathbb{R}^{n}$ satisfying

$$
\widetilde{\mathcal{M}}_{h}^{\nu} \subset S_{\mathbf{p}}(\nu, h) \times \mathbb{R}^{k+1}
$$

and such that (the sliced currents having finite mass) for every $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}_{\widehat{y}_{j}}^{k}\right)$

$$
T\left\llcorner\left\{t_{h}^{\nu}<y_{j}<t_{h+1}^{\nu}\right\}\left(\phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right)=\int_{\widetilde{\mathcal{M}}_{h}^{\nu}}\left\langle\phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}, \vec{\xi}\right\rangle \theta d \mathcal{H}^{k} .\right.
$$

Since moreover $f \in C_{c}^{\infty}(\mathbb{R})$, there exists a sequence $\left\{f_{\nu}\right\}_{\nu}$ of piecewise constant and bounded functions $f_{\nu}: \mathbb{R} \rightarrow \mathbb{R}$ satisfying:
i) $f_{\nu}$ is constant on $\left.I_{h}^{\nu}:=\right] t_{h}^{\nu}, t_{h+1}^{\nu}[$ for each $h$;
ii) $f_{\nu}$ has compact support contained in the support of $f$;
iii) $f_{\nu} \rightarrow f$ uniformly as $\nu \rightarrow \infty$.

As a consequence, using that $T=\tau(\mathcal{M}, \theta, \vec{\xi})$ is i.m. rectifiable, we have

$$
\begin{equation*}
T\left(f\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right)=\lim _{\nu \rightarrow \infty} T\left(f_{\nu}\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right) . \tag{6.5}
\end{equation*}
$$

Since moreover $f_{\nu}\left(y_{j}\right) \equiv a_{h}^{\nu} \in \mathbb{R}$ for each $y_{j} \in I_{h}^{\nu}$ and each $h$, we have

$$
T\left(f_{\nu}\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right)=\sum_{h} a_{h}^{\nu} \cdot T\left\llcorner\left\{t_{h}^{\nu}<y_{j}<t_{h+1}^{\nu}\right\}\left(\phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right),\right.
$$

where the sum in $h$ is finite for each $f_{\nu}$. Setting $\widetilde{\mathcal{M}}^{\nu}:=\bigcup_{h} \widetilde{\mathcal{M}}_{h}^{\nu}$ and $S_{\mathbf{p}}(\nu):=$ $\bigcup_{h} S_{\mathbf{p}}(\nu, h)$, then $\widetilde{\mathcal{M}}^{\nu}$ is a $k$-rectifiable subset of $\mathcal{M}$, and $S_{\mathbf{p}}(\nu)$ a countably $\mathcal{H}^{\mathbf{p}}$-rectifiable subset of $\mathbb{R}^{n}$ satisfying $\widetilde{\mathcal{M}}^{\nu} \subset S_{\mathbf{p}}(\nu) \times \mathbb{R}^{k+1}$ and such that

$$
T\left(f_{\nu}\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right)=\int_{\widetilde{\mathcal{M}}^{\nu}}\left\langle f_{\nu}\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}, \vec{\xi}\right\rangle \theta d \mathcal{H}^{k}
$$

Therefore, setting $\widetilde{\mathcal{M}}^{(j)}:=\bigcup_{\nu} \widetilde{\mathcal{M}}^{\nu}$ and $S_{\mathbf{p}}^{j}:=\bigcup_{\nu} S_{\mathbf{p}}(\nu)$, again $\widetilde{\mathcal{M}}^{(j)}$ is a $k$ rectifiable subset of $\mathcal{M}$, and $S_{\mathbf{p}}^{j}$ a countably $\mathcal{H}^{\mathbf{p}}$-rectifiable subset of $\mathbb{R}^{n}$ satisfying $\widetilde{\mathcal{M}}^{(j)} \subset S_{\mathbf{p}}^{j} \times \mathbb{R}^{k+1}$ and such that

$$
T\left(f_{\nu}\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right)=\int_{\widetilde{\mathcal{M}}^{(j)}}\left\langle f_{\nu}\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}, \vec{\xi}\right\rangle \theta d \mathcal{H}^{k} \quad \forall \nu \in \mathbb{N}
$$

By (6.5), we thus obtain

$$
T\left(f\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}\right)=\int_{\widehat{\mathcal{M}}^{(j)}}\left\langle f\left(y_{j}\right) \phi\left(x, \widehat{y}_{j}\right) \widehat{d y^{j}}, \vec{\xi}\right\rangle \theta d \mathcal{H}^{k}
$$

By linearity and density, letting $\widetilde{\mathcal{M}}=\cup_{j} \widetilde{\mathcal{M}}^{(j)}$ and $S_{\mathbf{p}}:=\bigcup_{j} S_{\mathbf{p}}^{j}$, we have just shown that

$$
T\left(\eta^{(k)}\right)=\int_{\widetilde{\mathcal{M}}}\left\langle\eta^{(k)}, \vec{\xi}\right\rangle \theta d \mathcal{H}^{k}
$$

where $\widetilde{\mathcal{M}}$ is a $k$-rectifiable subset of $\mathcal{M}$, and $S_{\mathbf{p}}$ a countably $\mathcal{H}^{\mathbf{p}}$-rectifiable subset of $\mathbb{R}^{n}$ satisfying $\widetilde{\mathcal{M}} \subset S_{\mathbf{p}} \times \mathbb{R}^{k+1}$. Arguing as in Step 1 for the components $\eta^{(m)}$, where $m<k$, the claim (6.1) follows.

Step 4: proof of proposition 6.3. By slicing theory, for a.e. radius $R>0$ the i.m. rectifiable current

$$
T^{j, R}:=T\left\llcorner\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{k+1}| | y_{h} \mid<R \text { for any } h \neq j\right\}\right.
$$

satisfies $\mathbf{M}\left(\partial T^{j, R}\right)<\infty$. Moreover, for any such "good" radius $R$ the current

$$
T_{s_{1}, s_{2}}^{j, R}:=T\left\llcorner\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{k+1}\left|s_{1}<y_{j}<s_{2},\left|y_{h}\right|<R \text { for any } h \neq j\right\}\right.\right.
$$

satisfies $M\left(\partial T_{s_{1}, s_{2}}^{j, R}\right)<\infty$ for a.e. $s_{1}<s_{2}$. Therefore, for a.e. $t_{1}<t_{2}$ we can find an increasing sequence of good radii $R_{h} \nearrow \infty$ such that the compactly supported i.m. rectifiable current $T_{t_{1}, t_{2}}^{j, R_{h}} \in \mathcal{R}_{k, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{k+1}\right)$ satisfies $M\left(\partial T_{t_{1}, t_{2}}^{j, R_{h}}\right)<\infty$ for each $h$.

Consider the affine homotopy map $h^{j, R_{h}}:\left(\mathbb{R}^{n} \times \mathbb{R}^{k+1}\right) \times[0,1] \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{k+1}$

$$
h^{j, R_{h}}(x, y, t):=t(x, y)+(1-t) f^{j, R_{h}}(x, y),
$$

where $f^{j, R_{h}}(x, y):=\left(x, R_{h}+1, \ldots, R_{h}+1, y_{j}, R_{h}+1, \ldots, R_{h}+1\right)$. The current $h_{\#}^{j, R_{h}}\left(T_{t_{1}, t_{2}}^{j, R_{h}} \times \llbracket 0,1 \rrbracket\right)$ is compactly supported in $\mathcal{R}_{k+1, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{k+1}\right)$. Similarly, both the currents

$$
\begin{align*}
& S_{t_{1}, t_{2}}^{j, R_{h}}:=(-1)^{k} h_{\#}^{j, R_{h}}\left(\partial T_{t_{1}, t_{2}}^{j, R_{h}} \times \llbracket 0,1 \rrbracket\right)-f_{\#}^{j, R_{h}}\left(T_{t_{1}, t_{2}}^{j, R_{h}}\right),  \tag{6.6}\\
& \widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}:=T_{t_{1}, t_{2}}^{j, R_{h}}+S_{t_{1}, t_{2}}^{j, R_{h}}
\end{align*}
$$

are compactly supported in $\mathcal{R}_{k, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{k+1}\right)$. Moreover, using that $\partial f_{\#}^{j, R_{h}}\left(T_{t_{1}, t_{2}}^{j, R_{h}}\right)$ agrees with $f_{\#}^{j, R_{h}}\left(\partial T_{t_{1}, t_{2}}^{j, R_{h}}\right)$, the homotopy formula (2.4) gives $\partial \widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}=0$.

We claim that

$$
\begin{equation*}
\mathcal{H}^{k}\left(\operatorname{set}\left(T_{t_{1}, t_{2}}^{j, R_{h}}\right) \triangle \operatorname{set}\left(S_{t_{1}, t_{2}}^{j, R_{h}}\right)\right)=0 \tag{6.7}
\end{equation*}
$$

In fact, $\operatorname{set}\left(f_{\#}^{j, R_{h}}\left(T_{t_{1}, t_{2}}^{j, R_{h}}\right)\right)$ is contained in $\left\{(x, y) \mid y_{h}=R_{h}+1\right.$ if $\left.h \neq j\right\}$, hence it is $\mathcal{H}^{k}$-essentially disjoint with $\operatorname{set}\left(T_{t_{1}, t_{2}}^{j, R_{h}}\right)$. Since moreover $\mathbf{M}\left(\partial T_{t_{1}, t_{2}}^{j, R_{h}}\right)<\infty$, by our construction we also get

$$
\mathcal{H}^{k}\left(\operatorname{set}\left(T_{t_{1}, t_{2}}^{j, R_{h}}\right) \triangle \operatorname{set}\left(h_{\#}^{j, R_{h}}\left(\partial T_{t_{1}, t_{2}}^{j, R_{h}} \times \llbracket 0,1 \rrbracket\right)\right)\right)=0 .
$$

By (6.7) we thus infer that there is no cancellation in the sum in the second line of the definition (6.6), i.e.,

$$
\mathbf{M}\left(\widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}\right)=\mathbf{M}\left(T_{t_{1}, t_{2}}^{j, R_{h}}\right)+\mathbf{M}\left(S_{t_{1}, t_{2}}^{j, R_{h}}\right) .
$$

Therefore, writing as usual

$$
\begin{equation*}
T_{t_{1}, t_{2}}^{j, R_{h}}=\tau\left(\mathcal{M}_{h}, \theta, \vec{\xi}\right), \quad \widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}=\tau\left(\mathcal{N}_{h}, \widetilde{\theta}, \vec{\zeta}\right) \tag{6.8}
\end{equation*}
$$

and assuming without loss of generality that $\theta \neq 0$ on $\mathcal{M}_{h}$ and $\tilde{\theta} \neq 0$ on $\mathcal{N}_{h}$, this yields that

$$
\begin{equation*}
\mathcal{H}^{k}\left(\mathcal{N}_{h}\right)=\mathcal{H}^{k}\left(\mathcal{M}_{h}\right)+\mathcal{H}^{k}\left(\mathcal{N}_{h} \backslash \mathcal{M}_{h}\right) . \tag{6.9}
\end{equation*}
$$

If e.g. $j \neq 1$, setting $\widetilde{y}:=y_{\overline{(1, j)}}$, by a density argument we may and do choose $\phi\left(x, \widehat{y}_{j}\right)=\varphi(x) f\left(y_{1}\right) g(\widetilde{y})$ in (6.4), where $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), f \in C_{c}^{\infty}(\mathbb{R})$, and $g \in C_{c}^{\infty}\left(\mathbb{R}^{k-1}\right)$. Denote by $F$ a primitive of $f$, and let

$$
\xi:=\varphi(x) F\left(y_{1}\right) g(\widetilde{y}) d \tilde{y}, \quad d \tilde{y}:=d y^{\overline{(1, j)}},
$$

so that $\xi \in \mathcal{E}_{b}^{k-1}\left(\mathbb{R}^{n} \times \mathbb{R}_{\widehat{y}_{j}}^{k}\right)$ satisfies $d \xi=\omega+\widetilde{\omega}$, where

$$
\omega:=\varphi(x) f\left(y_{1}\right) g(\widetilde{y}) \widehat{d y^{j}}, \quad \widetilde{\omega}:=\varphi_{, x_{i}}(x) F\left(y_{1}\right) g(\widetilde{y}) d x^{i} \wedge d \widetilde{y}
$$

Condition $\partial \widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}=0$ yields $\widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}(d \xi)=0$, whence $\widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}(\omega)=-\widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}(\widetilde{\omega})$.
Now, in the formulas (6.8) we denote

$$
\begin{aligned}
& \vec{\xi}(z)=\sum_{|\alpha|+|\beta|=k} \xi^{\alpha, \beta}(z) e_{\alpha} \wedge \varepsilon_{\beta}, \\
& \vec{\zeta}(z) z \in \mathcal{M}_{h} \\
&|\alpha|+|\beta|=k
\end{aligned} \zeta^{\alpha, \beta}(z) e_{\alpha} \wedge \varepsilon_{\beta}, \quad z \in \mathcal{N}_{h},
$$

and correspondingly define

$$
\begin{aligned}
& \widetilde{\mathcal{M}}_{h}:=\mathcal{M}_{h} \backslash\left\{z \in \mathcal{M}_{h} \mid \xi^{\alpha, \beta}(z)=0 \quad \text { for each } \alpha \text { and } \beta \text { s.t. } \beta=\bar{j} \text { or } \beta=\overline{(1, j)}\right\} \\
& \widetilde{\mathcal{N}}_{h}:=\mathcal{N}_{h} \backslash\left\{z \in \mathcal{N}_{h} \mid \zeta^{\alpha, \beta}(z)=0 \quad \text { for each } \alpha \text { and } \beta \text { s.t. } \beta=\bar{j} \text { or } \beta=\overline{(1, j)}\right\} .
\end{aligned}
$$

On account or Remark 2.1, the set $\tilde{\mathcal{N}}_{h}$ is $k$-rectifiable and moreover

$$
\widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}(\omega)=\int_{\widetilde{\mathcal{N}}_{h}}\langle\omega, \vec{\zeta}\rangle \tilde{\theta} d \mathcal{H}^{k}, \quad \widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}(\widetilde{\omega})=\int_{\widetilde{\mathcal{N}}_{h}}\langle\widetilde{\omega}, \vec{\zeta}\rangle \tilde{\theta} d \mathcal{H}^{k}
$$

Since $\widetilde{\omega}$ "contains" the differentials $d x^{i}$, and $\partial \widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}=0$, by applying to the term $\widetilde{T}_{t_{1}, t_{2}}^{j, R_{h}}(\widetilde{\omega})$ the slicing argument that we used in Step 1 for the component $\eta^{(k-1)}$, we thus deduce the existence of a countably $\mathcal{H}^{\mathbf{p}}$-rectifiable subset $S_{\mathbf{p}}^{h}$ of $\mathbb{R}^{n}$ such that $\widetilde{\mathcal{N}}_{h} \subset S_{\mathbf{p}}^{h} \times \mathbb{R}^{k+1}$. Since moreover the property (6.9) yields

$$
\mathcal{H}^{k}\left(\widetilde{\mathcal{N}}_{h}\right)=\mathcal{H}^{k}\left(\widetilde{\mathcal{M}}_{h}\right)+\mathcal{H}^{k}\left(\widetilde{\mathcal{N}}_{h} \backslash \widetilde{\mathcal{M}}_{h}\right)
$$

we also obtain that $\widetilde{\mathcal{M}}_{h} \subset S_{\mathbf{p}}^{h} \times \mathbb{R}^{k+1}$.
Finally, since $T\left\llcorner\left\{t_{1}<y_{j}<t_{2}\right\}\right.$ has finite mass, we deduce that $T_{t_{1}, t_{2}}^{j, R_{h}} \rightharpoonup$ $T\left\llcorner\left\{t_{1}<y_{j}<t_{2}\right\}\right.$ weakly in $\mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{k+1}\right)$ as $h \rightarrow \infty$. Therefore, Proposition 6.3 follows by taking $\widetilde{\mathcal{M}}=\cup_{h} \widetilde{\mathcal{M}}_{h}$ and $S_{\mathbf{p}}:=\cup_{h} S_{\mathbf{p}}^{h}$.

Step 5: the case $N>k+1$. Exactly as in Step 2 of the proof of Theorem 1.1 from Sec. 5, we make use of the projection argument from Sec. 4. We thus fix a multi-index $\beta$ of length $|\beta|=k+1$, consider the projection map $\Psi_{\beta}$ given by (4.1), and on account of Lemma 4.1 define

$$
T^{\beta}:=\Psi_{\beta \#} T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}_{\beta}^{k+1}\right)
$$

By the assumption, we deduce that $T^{\beta}$ satisfies the hypotheses of Theorem 1.2, with $\mathbf{q}=k-\mathbf{p}$. Then, by using the case $N=k+1$, we find a countably $\mathcal{H}^{\mathbf{p}_{-}}$ rectifiable subset $S_{\mathbf{p}}^{\beta}$ of $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
\operatorname{set}\left(T^{\beta}\right) \subset S_{\mathbf{p}}^{\beta} \times \mathbb{R}_{\beta}^{k+1}, \quad \mathbb{R}_{\beta}^{k+1} \hookrightarrow \mathbb{R}^{N} \tag{6.10}
\end{equation*}
$$

It then remains to show that

$$
\begin{equation*}
\operatorname{set}(T) \subset S_{\mathbf{p}} \times \mathbb{R}^{N}, \quad \text { where } \quad S_{\mathbf{p}}:=\bigcup_{|\beta|=k+1} S_{\mathbf{p}}^{\beta} \tag{6.11}
\end{equation*}
$$

To this purpose, possibly by slightly rotating the target space, we again apply Proposition 4.5. The current $T^{\beta}=\tau\left(\mathcal{N}_{\beta}, \theta_{\beta}, \overrightarrow{\zeta_{\beta}}\right)$ satisfies (6.10), whereas (4.8) holds true, with $\widetilde{\Phi}$ given by (4.7). By Remark 4.6, we conclude that (6.11) follows from (6.10), as required.

## 7 The structure theorems for normal currents

In this section we prove Theorems 1.1 and 1.2 for the wider classes of currents $T \in \mathcal{R}_{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ satisfying $\mathbf{M}(\partial T)<\infty$. We thus assume that

$$
\begin{equation*}
T_{(h)}=0 \quad \text { for } h=0, \ldots, \mathbf{q}-1 \tag{7.1}
\end{equation*}
$$

where $1 \leq \mathbf{q} \leq k$, and show that $\operatorname{set}(T) \subset S_{k-\mathbf{q}} \times \mathbb{R}^{N}$ for some countably $\mathcal{H}^{k-\mathbf{q}_{-}}$ rectifiable subset $S_{k-\mathbf{q}}$ of $\mathbb{R}^{n}$.

To this purpose, consider the injection map $\mathfrak{i}: \mathbb{R}^{n} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{N+1}$ given by $\mathfrak{i}(x, y):=(x, y, 0)$. Let $B_{R} \subset \mathbb{R}^{n} \times \mathbb{R}^{N}$ denote the open ball of radius $R>0$ centered at the origin. By slicing theory, for a.e. $R>0$, the restriction $T_{R}:=T\left\llcorner B_{R}\right.$ is a compactly supported i.m. rectifiable current in $\mathcal{R}_{k, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ such that $\mathbf{M}\left(\partial T_{R}\right)<\infty$. Then, the image current $\mathfrak{i}_{\#} T_{R}$ belongs to $\mathcal{R}_{k, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{N+1}\right)$, it
has compact support contained in $\bar{B}_{R} \times\{0\}$, and it satisfies $\mathbf{M}\left(\partial \mathfrak{i}_{\#} T_{R}\right)<\infty$. Therefore, by the boundary rectifiability theorem 2.4 , the current $\bar{T}_{R}:=\partial \mathfrak{i}_{\#} T_{R}$ is i.m. rectifiable in $\mathcal{R}_{k-1, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{N+1}\right)$.

Remark 7.1 The assumption (7.1) yields that $\mathfrak{i}_{\#} T_{R(h)}=0$ for $h=0, \ldots, \mathbf{q}-1$.
Consider the affine homotopy map $\widehat{h}:[0,1] \times\left(\mathbb{R}^{n} \times \mathbb{R}^{N+1}\right) \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{N+1}$
$\widehat{h}(t, x, y, z):=\widehat{h}_{t}(x, y, z):=(x, t y, t(z-1)+1), \quad t \in[0,1],(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{N}, z \in \mathbb{R}$ and let $\widehat{T}_{R}:=\widehat{h}_{\#}\left(\llbracket 0,1 \rrbracket \times \bar{T}_{R}\right)$, so that $\widehat{T}_{R}$ is i.m. rectifiable in $\mathcal{R}_{k, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{N+1}\right)$. At the end of this section, we shall prove the following

Lemma 7.2 The current $\widehat{T}_{R}$ satisfies the verticality property (7.1).
Now, by the definition we have $\widehat{h}_{0 \#} \bar{T}_{R}=\partial \widehat{h}_{0 \#}\left(\mathfrak{i}_{\#} T_{R}\right)$ on $\mathcal{D}^{k-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N+1}\right)$. Since $\widehat{h}_{0}(x, y, z)=(x, 0,1)$ and $k \geq 1$, the Remark 7.1 yields that $\widehat{h}_{0 \#}\left(\mathfrak{i}_{\#} T_{R}\right)=0$, whence $\widehat{h}_{0 \#} \bar{T}_{R}=0$. Therefore, since $\partial \bar{T}_{R}=0$, the homotopy formula (2.4) yields

$$
\partial \widehat{T}_{R}=\widehat{h}_{1 \#} \bar{T}_{R}-\widehat{h}_{0 \#} \bar{T}_{R}=\bar{T}_{R}=: \partial \mathfrak{i}_{\#} T_{R}
$$

We thus deduce that the current $\Sigma_{R}:=\mathfrak{i}_{\#} T_{R}-\widehat{T}_{R} \in \mathcal{R}_{k, c}\left(\mathbb{R}^{n} \times \mathbb{R}^{N+1}\right)$ satisfies the null-boundary condition $\partial \Sigma_{R}=0$ and the verticality property (7.1). Since the structure theorems 1.1 and 1.2 have already been proved in the case of boundaryless currents, we infer that

$$
\begin{equation*}
\operatorname{set}\left(\Sigma_{R}\right) \subset S_{R} \times \mathbb{R}^{N+1} \tag{7.2}
\end{equation*}
$$

for some countably $\mathcal{H}^{k-\mathbf{q}}$ _rectifiable subset $S_{R} \subset \mathbb{R}^{n}$. We now claim that

$$
\begin{equation*}
\operatorname{set}\left(T_{R}\right) \subset S_{R} \times \mathbb{R}^{N}, \quad T_{R}:=T\left\llcorner B_{R}\right. \tag{7.3}
\end{equation*}
$$

In fact, using that $\widehat{h}_{0}(x, y, z)=(x, 0,1)$, by our construction

$$
\operatorname{set}\left(\mathfrak{i}_{\#} T_{R}\right) \subset \mathbb{R}^{n} \times \mathbb{R}^{N} \times\{0\}, \quad \mathcal{H}^{k}\left(\operatorname{set}\left(\widehat{T}_{R}\right) \cap\left(\mathbb{R}^{n} \times \mathbb{R}^{N} \times\{0\}\right)\right)=0
$$

Denoting by $\triangle$ the symmetric difference, this yields that

$$
\mathcal{H}^{k}\left(\operatorname{set}\left(\mathfrak{i}_{\#} T_{R}\right) \triangle \operatorname{set}\left(\widehat{T}_{R}\right)\right)=0
$$

Therefore, $\mathbf{M}\left(\Sigma_{R}\right)=\mathbf{M}\left(\mathfrak{i}_{\#} T_{R}\right)+\mathbf{M}\left(\widehat{T}_{R}\right)$, i.e., there is no cancellation in the sum $\Sigma_{R}:=\mathfrak{i}_{\#} T_{R}-\widehat{T}_{R}$. Using (7.2), we can thus conclude that $\operatorname{set}\left(\mathfrak{i}_{\#} T_{R}\right) \subset S_{R} \times \mathbb{R}^{N+1}$ and definitely that (7.3) holds true.

Since $\operatorname{set}\left(T_{R}\right)$ is increasing with $R$, and $S_{R}$ is countably $\mathcal{H}^{k-\mathbf{q}^{-} \text {rectifiable, by }}$ choosing an increasing sequence of "good" radii $R_{j} \nearrow \infty$ we obtain

$$
\operatorname{set}(T) \subset S_{k-\mathbf{q}} \times \mathbb{R}^{N}, \quad S_{k-\mathbf{q}}=\cup_{j} S_{R_{j}}
$$

where $S_{k-\mathbf{q}}$ is countably $\mathcal{H}^{k-\mathbf{q}_{-}}$rectifiable, as required.
Proof of Lemma 7.2 By Remark 7.1, the boundary $\bar{T}_{R}:=\partial \mathfrak{i}_{\#} T_{R}$ satisfies

$$
\begin{equation*}
\bar{T}_{R(h)}=0 \quad \text { for } h=0, \ldots, \mathbf{q}-2 . \tag{7.4}
\end{equation*}
$$

Moreover, the current $\llbracket 0,1 \rrbracket \times \bar{T}_{R}$ has compact support, and

$$
\widehat{T}_{R}(\widetilde{\omega})=\left(\llbracket 0,1 \rrbracket \times \bar{T}_{R}\right)\left(\widehat{h}^{\#} \widetilde{\omega}\right) \quad \forall \widetilde{\omega} \in \mathcal{D}^{k}\left(\mathbb{R}^{n} \times \mathbb{R}^{N+1}\right)
$$

Assume that $\widetilde{\omega}=\widetilde{\omega}^{(j)}$, where $1 \leq j \leq \mathbf{q}-1$, and in particular that $\widetilde{\omega}=\eta \wedge \omega$, where $\eta \in \mathcal{D}^{k-j}\left(\mathbb{R}^{n}\right)$ and $\omega \in \mathcal{D}^{j}\left(\mathbb{R}^{N+1}\right)$. We decompose the pull-back of $\widetilde{\omega}$ as

$$
\widehat{h}^{\#} \widetilde{\omega}=\eta(x) \wedge(\Phi(\widetilde{y}, t) \wedge d t+\Psi(\widetilde{y}, t)), \quad \widetilde{y} \in \mathbb{R}^{N+1}
$$

where the forms $\Phi(\cdot, t) \in \mathcal{E}^{j-1}\left(\mathbb{R}^{N+1}\right)$ and $\Psi(\cdot, t) \in \mathcal{E}_{b}^{j}\left(\mathbb{R}^{N+1}\right)$ for every $t \in(0,1)$. We have

$$
\left(\llbracket 0,1 \rrbracket \times \bar{T}_{R}\right)(\eta(x) \wedge \Psi(\widetilde{y}, t))=0,
$$

as $\eta \wedge \Psi(\widetilde{y}, t)$ does not contain the differential $d t$, whereas

$$
\left(\llbracket 0,1 \rrbracket \times \bar{T}_{R}\right)(\eta(x) \wedge \Phi(\widetilde{y}, t) \wedge d t)=\bar{T}_{R}(\eta(x) \wedge \widetilde{\Phi}(\widetilde{y}))
$$

for some $(j-1)$-form $\widetilde{\Phi} \in \mathcal{E}^{j-1}\left(\mathbb{R}^{N}\right)$. Since $j \leq \mathbf{q}-1$, the verticality property (7.4) gives $\bar{T}_{R}(\eta(x) \wedge \widetilde{\Phi}(\widetilde{y}))=0$. The case $j=0$ being trivial, Lemma 7.2 follows by linearity and density.

## 8 Distributional determinant and minors

In this final section we discuss some new results concerning the distributional determinant and the distributional minors, extending some properties proved in [15].

The distributional Determinant. Let $N=n \geq 2$ and $u: \mathbb{R}^{n} \rightarrow \widehat{\mathbb{R}}^{n}$ satisfy the following properties:
(i) $u \in L_{\mathrm{loc}}^{\infty} \cap W_{\mathrm{loc}}^{1, n-1}$ or $u \in L_{\mathrm{loc}}^{q} \cap W_{\mathrm{loc}}^{1, p}$ for some exponents $q$ and $p$ such that

$$
n-1<p<n \quad \text { and } \quad \frac{1}{q}+\frac{n-1}{p} \leq 1
$$

(ii) $\operatorname{det} \nabla u \in L_{\mathrm{loc}}^{1}$;
(iii) $u$ is smooth outside some compact set $K \subset \mathbb{R}^{n}$;
(iv) the boundary current $\partial G_{u}$ has finite mass.

If (i) holds, the distributional determinant is well defined by

$$
\begin{equation*}
\operatorname{Det} \nabla u:=\frac{1}{n} \sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(u^{j}(\operatorname{adj} \nabla u)_{i}^{j}\right), \tag{8.1}
\end{equation*}
$$

where $\operatorname{adj} \nabla u$ is the matrix of the adjoints of $\nabla u$, and it is a signed Radon measure. One has $\operatorname{Det} \nabla u=\operatorname{det} \nabla u \mathcal{L}^{n}$ if $u$ is locally Lipschitz and hence, by a standard density argument, if $u \in W_{\text {loc }}^{1, n}$. More generally, as we have seen in the introduction, if (ii) holds the graph current $G_{u}$ is well-defined by (1.4) and (1.5). Therefore, the distributional determinant can be described by means of the action of $G_{u}$.

In fact, following [14] we compute that

$$
\begin{equation*}
\langle\operatorname{Det} \nabla u, \varphi\rangle=(-1)^{n} \int_{\mathbb{R}^{n}} u^{\#} \omega_{n} \wedge d \varphi \quad \forall \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right) \tag{8.2}
\end{equation*}
$$

where $\omega_{n}:=\frac{1}{n} \sum_{j=1}^{n}(-1)^{j-1} y_{j} \widehat{d y^{j}} \in \mathcal{E}^{n-1}\left(\widehat{\mathbb{R}}^{n}\right)$. Therefore, by (1.5) it turns out that

$$
\langle\operatorname{Det} \nabla u, \varphi\rangle=(-1)^{n} G_{u}\left(\omega_{n} \wedge d \varphi\right) .
$$

Since moreover $d\left(\omega_{n} \wedge \varphi\right)=d \omega_{n} \wedge \varphi+(-1)^{n-1} \omega_{n} \wedge d \varphi$, if $u \in L_{\text {loc }}^{\infty} \cap W_{\text {loc }}^{1, n-1}$

$$
\begin{equation*}
\langle\operatorname{Det} \nabla u, \varphi\rangle=G_{u}\left(d \omega_{n} \wedge \varphi\right)-\partial G_{u}\left(\omega_{n} \wedge \varphi\right) . \tag{8.3}
\end{equation*}
$$

Using that $d \omega_{n}=d y^{1} \wedge \cdots \wedge d y^{n}$, by (1.5) we also have

$$
G_{u}\left(d \omega_{n} \wedge \varphi\right)=G_{u}\left(\varphi d y^{1} \wedge \cdots \wedge d y^{n}\right)=\int_{\mathbb{R}^{n}} \varphi(x) \operatorname{det} \nabla u(x) d x
$$

Assume now in addition that (iii) and (iv) hold. Then, by the boundary rectifiability theorem 2.4 it turns out that $\partial G_{u}$ is i.m. rectifiable in $\mathcal{R}_{n-1}\left(\mathbb{R}^{n} \times \widehat{\mathbb{R}}^{n}\right)$, whence the second addendum in the right-hand side of (8.3) agrees with the singular part $(\operatorname{Det} \nabla u)^{s}$ with respect to the Lebesgue measure $\mathcal{L}^{n}$. We thus deduce for any bounded Borel function $\varphi$ with compact support

$$
\begin{equation*}
\left\langle(\operatorname{Det} \nabla u)^{a}, \varphi\right\rangle=\left\langle\operatorname{det} \nabla u \mathcal{L}^{n}, \varphi\right\rangle, \quad\left\langle(\operatorname{Det} \nabla u)^{s}, \varphi\right\rangle=-\partial G_{u}\left(\omega_{n} \wedge \varphi\right) \tag{8.4}
\end{equation*}
$$

i.e. the decomposition into absolute continuous and singular parts.

Recall from the introduction that by Proposition 1.4, the boundary current $T=\partial G_{u}$ satisfies the assumptions of the structure theorem 1.1, with $k=n-1$ and $N=n$. Therefore, (1.6) holds true for some countable subset $S_{0}$ of $K$.

As a consequence, we now prove the following:
Theorem 8.1 Let $u: \mathbb{R}^{n} \rightarrow \widehat{\mathbb{R}}^{n}$ satisfy the properties (i)-(iv). Then the singular part $(\text { Det } \nabla u)^{s}$ w.r.t. the Lebesgue measure $\mathcal{L}^{n}$ has finite total variation and is concentrated on the at most countable subset $S_{0}$ of $K$.

Proof For $R>0$, choose a cut-off function $\chi_{R} \in C_{c}^{\infty}([0,+\infty))$ as in the proof of Lemma 2.6. By (8.2) and (1.5), for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ we have

$$
\begin{equation*}
\langle\operatorname{Det} \nabla u, \varphi\rangle=(-1)^{n} G_{u}\left(\chi_{R}(|y|) \omega_{n} \wedge d \varphi\right)+(-1)^{n} G_{u}\left(\left(1-\chi_{R}(|y|)\right) \omega_{n} \wedge d \varphi\right) . \tag{8.5}
\end{equation*}
$$

The form $\chi_{R}(|y|) \omega_{n} \wedge \varphi$ has bounded Lipschitz coefficients, compact support, and

$$
d\left(\chi_{R}(|y|) \omega_{n} \wedge \varphi\right)=d\left(\chi_{R}(|y|) \omega_{n}\right) \wedge \varphi+(-1)^{n-1} \chi_{R}(|y|) \omega_{n} \wedge d \varphi .
$$

By (ii)-(iv), we can write

$$
\begin{equation*}
(-1)^{n} G_{u}\left(\chi_{R}(|y|) \omega_{n} \wedge d \varphi\right)=G_{u}\left(d\left(\chi_{R}(|y|) \omega_{n}\right) \wedge \varphi\right)-\partial G_{u}\left(\chi_{R}(|y|) \omega_{n} \wedge \varphi\right) \tag{8.6}
\end{equation*}
$$

compare (8.3) for the case $u \in L_{\text {loc }}^{\infty} \cap W_{\text {loc }}^{1, n-1}$. Now, we have

$$
d\left(\chi_{R}(|y|) \omega_{n}\right)=\chi_{R}(|y|) d \omega_{n}+\chi_{R}^{\prime}(|y|) d|y| \wedge \omega_{n}
$$

and recalling that $d \omega_{n}=d y^{1} \wedge \cdots \wedge d y^{n}$

$$
d|y| \wedge \omega_{n}=\left(\sum_{j=1}^{n} \frac{y_{j}}{|y|} d y^{j}\right) \wedge \omega_{n}=\frac{1}{n}|y| d \omega_{n}
$$

Let $K_{\varphi} \subset \mathbb{R}^{n}$ denote the support of $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, so that $\operatorname{det} \nabla u \in L^{1}\left(K_{\varphi}\right)$. Since $u^{\#} d \omega_{n} \wedge \varphi=\varphi \cdot \operatorname{det} \nabla u d x$, by (1.5) we get

$$
G_{u}\left(d\left(\chi_{R}(|y|) \omega_{n}\right) \wedge \varphi\right)=\int_{\mathbb{R}^{n}} \varphi(x)\left(\chi_{R}(|u|)+\frac{1}{n} \chi_{R}^{\prime}(|u|)|u|\right) \operatorname{det} \nabla u(x) d x
$$

We claim that there exists an increasing sequence $\left\{R_{j}\right\}$ of integer radii $R_{j} \nearrow \infty$ such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} G_{u}\left(d\left(\chi_{R_{j}}(|y|) \omega_{n}\right) \wedge \varphi\right)=\int_{\mathbb{R}^{n}} \varphi(x) \operatorname{det} \nabla u(x) d x \tag{8.7}
\end{equation*}
$$

In fact, since $u \in L_{\text {loc }}^{1}$, we have that $\chi_{R}(|u|) \rightarrow 1$ a.e. in $K_{\varphi}$. Whence, by the dominated convergence

$$
\lim _{R \rightarrow \infty} \int_{\mathbb{R}^{n}} \varphi(x) \chi_{R}(|u|) \operatorname{det} \nabla u(x) d x=\int_{\mathbb{R}^{n}} \varphi(x) \operatorname{det} \nabla u(x) d x
$$

Moreover, the restriction of $\chi_{R}^{\prime}(|u|)$ to $K_{\varphi}$ is uniformly bounded and supported in $K_{\varphi}^{R}:=\left\{x \in K_{\varphi}|R \leq|u(x)|<R+1\}\right.$. Setting for $R=j \in \mathbb{N}$

$$
a_{j}:=\int_{K_{\varphi}^{j}}|\operatorname{det} \nabla u(x)| d x
$$

condition $\operatorname{det} \nabla u \in L^{1}\left(K_{\varphi}\right)$ yields that $\sum_{j} a_{j}<\infty$, whence $\liminf _{j \rightarrow \infty}(j+1) a_{j}=0$. Therefore, the claim (8.7) follows by observing that

$$
\left|\int_{\mathbb{R}^{n}} \varphi(x) \frac{1}{n} \chi_{R}^{\prime}(|u|)\right| u|\operatorname{det} \nabla u(x) d x| \leq c\|\varphi\|_{\infty}(j+1) a_{j} .
$$

Similarly, we get

$$
G_{u}\left(\left(1-\chi_{R}(|y|)\right) \omega_{n} \wedge d \varphi\right)=\int_{\mathbb{R}^{n}}\left(\left(1-\chi_{R}(|u|)\right) u^{\#} \omega_{n} \wedge d \varphi\right.
$$

Since $u$ satisfies (i), by dominated convergence, and using that $\left(1-\chi_{R}(|u|)\right) \rightarrow 0$ a.e. in $K_{\varphi}$ as $R \rightarrow \infty$, we deduce

$$
\begin{equation*}
\lim _{R \rightarrow \infty} G_{u}\left(\left(1-\chi_{R}(|y|)\right) \omega_{n} \wedge d \varphi\right)=0 \tag{8.8}
\end{equation*}
$$

By (8.5), (8.6), (8.7), and (8.8), we obtain that for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$

$$
\langle\operatorname{Det} \nabla u, \varphi\rangle=\int_{\mathbb{R}^{n}} \operatorname{det} \nabla u(x) \varphi(x) d x+\lim _{j \rightarrow \infty}\left\langle\mu_{R_{j}}, \varphi\right\rangle
$$

where the increasing sequence $R_{j} \nearrow \infty$ is chosen as in (8.7) and

$$
\left\langle\mu_{R_{j}}, \varphi\right\rangle:=-\partial G_{u}\left(\chi_{R_{j}}(|y|) \omega_{n} \wedge \varphi\right) .
$$

Since by Theorem 1.1 all the measures $\mu_{R_{j}}$ are concentrated on the countable set $S_{0}$, the claim follows.

Distributional minors. More generally, let $n, N \geq 2$ integers and let us fix the order $2 \leq m \leq \min (n, N)$. We assume that $u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ satisfies:
(i') $u \in L_{\text {loc }}^{\infty} \cap W_{\text {loc }}^{1, m-1}$ or $u \in L_{\text {loc }}^{q} \cap W_{\text {loc }}^{1, p}$ for some exponents $q$ and $p$ such that

$$
\begin{equation*}
m-1<p<m \quad \text { and } \quad \frac{1}{q}+\frac{m-1}{p} \leq 1 \tag{8.9}
\end{equation*}
$$

(ii') all the minors of the Jacobian matrix $\nabla u$ are in $L_{\mathrm{loc}}^{1}$;
and again the above properties (iii) and (iv).
Following the notation about multi-indices, for an $(N \times n)$-matrix $G$, if $|\alpha|=$ $n-m$ and $|\beta|=m$, we denote by $G_{\bar{\alpha}}^{\beta}$ the square $(m \times m)$-submatrix obtained by selecting the rows and columns by $\beta$ and $\bar{\alpha}$, respectively, and by $M_{\bar{\alpha}}^{\beta}(G)$ its determinant. We also define the matrix of adjoints of $G_{\bar{\alpha}}^{\beta}$ by the formula

$$
\left(\operatorname{adj} G_{\bar{\alpha}}^{\beta}\right)_{i}^{j}:=\sigma(j, \beta-j) \sigma(i, \bar{\alpha}-i) \operatorname{det} G_{\bar{\alpha}-i}^{\beta-j}, \quad j \in \beta, \quad i \in \bar{\alpha} .
$$

If (i') holds, the distributional minor of indices $\bar{\alpha}$ and $\beta$ of $\nabla u$ is well-defined by

$$
\operatorname{Div} \frac{\beta}{\bar{\alpha}} u:=\frac{1}{|\beta|} \sum_{j \in \beta} \sum_{i \in \bar{\alpha}} \frac{\partial}{\partial x_{i}}\left(u^{j}\left(\operatorname{adj}(\nabla u)_{\bar{\alpha}}^{\beta}\right)_{i}^{j}\right) .
$$

Moreover, $\operatorname{Div}_{\bar{\alpha}}^{\beta} u$ is a signed Radon measure, that agrees with $M \frac{\beta}{\bar{\alpha}}(\nabla u) \mathcal{L}^{n}$ if $u$ is locally Lipschitz or even in $W_{\text {loc }}^{1, m}$.

Denote by $\omega_{\varphi}^{\alpha} \in \mathcal{D}^{n-m}\left(\mathbb{R}^{n}\right)$ the form $\omega_{\varphi}^{\alpha}(x):=(-1)^{|\alpha|} \sigma(\alpha, \bar{\alpha}) \varphi(x) d x^{\alpha}$, so that $\omega_{\varphi}^{\alpha}:=\varphi$ if $m=n$, and let $\omega_{\beta}:=\frac{1}{|\beta|} \sum_{j \in \beta} \sigma(j, \beta-j) y_{j} d y^{\beta-j} \in \mathcal{E}^{m-1}\left(\mathbb{R}^{N}\right)$.
Following [14], similarly to (8.2) we get

$$
\left\langle\operatorname{Div}_{\bar{\alpha}}^{\beta} u, \varphi\right\rangle=(-1)^{m} \int_{\mathbb{R}^{n}} u^{\#} \omega_{\beta} \wedge d \omega_{\varphi}^{\alpha} \quad \forall \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)
$$

Therefore, if (ii') holds, by (1.5) we similarly obtain

$$
\left\langle\operatorname{Div}_{\bar{\alpha}}^{\beta} u, \varphi\right\rangle=(-1)^{m} G_{u}\left(\omega_{\beta} \wedge d \omega_{\varphi}^{\alpha}\right) .
$$

If $u \in L_{\text {loc }}^{\infty} \cap W_{\text {loc }}^{1, m-1}$, we thus can write

$$
\begin{equation*}
\left\langle\operatorname{Div}_{\bar{\alpha}}^{\beta} u, \varphi\right\rangle=G_{u}\left(d y^{\beta} \wedge \omega_{\varphi}^{\alpha}\right)-\partial G_{u}\left(\omega_{\beta} \wedge \omega_{\varphi}^{\alpha}\right) \tag{8.10}
\end{equation*}
$$

where by (1.5) we compute

$$
G_{u}\left(d y^{\beta} \wedge \omega_{\varphi}^{\alpha}\right)=\int_{\mathbb{R}^{n}} \varphi(x) M_{\bar{\alpha}}^{\beta}(\nabla u(x)) d x
$$

Again, if (iii) and (iv) hold, $\partial G_{u}$ is i.m. rectifiable in $\mathcal{R}_{n-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$, and we thus obtain the decomposition

$$
\left\langle\left(\operatorname{Div}_{\bar{\alpha}}^{\beta} u\right)^{a}, \varphi\right\rangle=\left\langle M_{\bar{\alpha}}^{\beta}(\nabla u) \mathcal{L}^{n}, \varphi\right\rangle, \quad\left\langle\left(\operatorname{Div}_{\bar{\alpha}}^{\beta} u\right)^{s}, \varphi\right\rangle=-\partial G_{u}\left(\omega_{\beta} \wedge \omega_{\varphi}^{\alpha}\right)
$$

into absolute continuous and singular parts.
Furthermore, by Proposition 1.4, this time $T=\partial G_{u}$ satisfies the assumptions of the structure theorem 1.2 , with $k=n-1$ and $\mathbf{q}=m-1$, whence (1.6) holds, with $S_{n-m}$ a countably $\mathcal{H}^{n-m}$-rectifiable subset of $K$. Therefore, arguing as in the proof of Theorem 8.1, and with the obvious modifications, we similarly obtain:

Theorem 8.2 Let $n, N \geq 2$ and $2 \leq m \leq \min (n, N)$. Let $u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ satisfy the properties ( $\mathrm{i}^{\prime}$ ), (ii'), (iii), and (iv), and let $|\alpha|=n-m$ and $|\beta|=m$. Then the singular part $\left(\operatorname{Div}_{\bar{\alpha}}^{\beta} u\right)^{\text {s }}$ w.r.t. the Lebesgue measure $\mathcal{L}^{n}$ has finite total variation and is concentrated on a countably $\mathcal{H}^{n-m}$-rectifiable subset $S_{n-m}$ of $K$.

Remark 8.3 In the case $m=1$, if $\beta=j$ and $\bar{\alpha}=i$, we have $(\operatorname{adj} \nabla u)_{\bar{\alpha}}^{\beta}=1$ and $\operatorname{Div}_{\bar{\alpha}}^{\beta} u=D_{i} u^{j}$. Therefore, Theorem 8.2 describes in some sense the higher order counterpart of some features concerning the class $S B V_{0}$ studied in Thm. 3.1 and Thm. 3.4 from [3].
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[^1]:    1 The countably $\mathcal{H}^{n}$-rectifiable set $\mathcal{G}_{u}$ is the subset of $\mathbb{R}^{n} \times \mathbb{R}^{N}$ given by the points $(x, u(x))$, where $x$ is a Lebesgue point of both $u$ and $\nabla u$ and $u(x)$ is the Lebesgue value of $u$. Recall that for $W_{\text {loc }}^{1,1}$-maps the approximate gradient $\nabla u$ agrees with the distributional derivative $D u$.
    ${ }^{2}$ We have $\partial G_{u}(\eta):=G_{u}(d \eta)=\int_{\mathcal{G}_{u}} d \eta=\int_{\partial \mathcal{G}_{u}} \eta=0$ for every $\eta \in \mathcal{D}^{n-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$.
    ${ }^{3}$ In fact, (1.5) yields that for any $\eta \in \mathcal{D}^{n-1}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$ the integral representing $\partial G_{u}\left(\eta^{(h)}\right):=G_{u}\left(d\left(\eta^{(h)}\right)\right)$ involves minors of $\nabla u$ of order at most $h+1$. Choosing a sequence $\left\{u_{j}\right\} \subset C^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$ converging to $u$ strongly in $W_{\text {loc }}^{1, \mathbf{q}}$, by dominated convergence $G_{u_{j}}\left(d\left(\eta^{(h)}\right)\right) \rightarrow G_{u}\left(d\left(\eta^{(h)}\right)\right)$ if $h \leq \mathbf{q}-1$. Since $\partial G_{u_{j}}=0$ for each $j$, one obtains (1.3).

[^2]:    ${ }^{4}$ For $k=\mu$ one has $J_{f}^{\mathcal{M}}(w):=\left(\operatorname{det}\left[\left(d^{\mathcal{M}} f_{w}\right)^{*}\left(d^{\mathcal{M}} f_{w}\right)\right]\right)^{1 / 2}$ for $\mathcal{H}^{k}$-a.e. $w \in \mathcal{M}$.
    5 Therefore, $\mathcal{D}_{0}(U)$ is the usual space of distributions in $U$.
    ${ }^{6}$ Here we have denoted by $\|\omega\|$ the comass norm of $\omega$. Using the standard Euclidean norm of $\omega$, one obtains an equivalent notion of mass that agrees with the previous one for i.m. rectifiable currents.
    ${ }^{7}$ The support of $T$ is defined exactly as for distributions.

[^3]:    ${ }^{8}$ If $k \geq 1$ the boundary current $\partial T \in \mathcal{D}_{k-1}(U)$ is defined by duality for any $T \in \mathcal{D}_{k}(U)$ through the formula $\partial T(\eta):=T(d \eta)$ for every $\eta \in \mathcal{D}^{k-1}(U)$.
    9 The weak convergence $T_{j} \rightharpoonup T$ in $\mathcal{D}_{k}(U)$ is defined in the dual sense by requiring that $T_{j}(\omega) \rightarrow T(\omega)$ for every test form $\omega \in \mathcal{D}^{k}(U)$, so that the mass is sequentially weakly lower semicontinuous. Therefore if a sequence $\left\{T_{j}\right\} \subset \mathcal{D}_{k}(U)$ satisfies $\sup _{j} \mathbf{M}\left(T_{j}\right)<\infty$, there exists a subsequence $\left\{T_{j^{\prime}}\right\}$ of $\left\{T_{j}\right\}$ and a current $T \in \mathcal{D}_{k}(U)$ with finite mass such that $T_{j^{\prime}} \rightharpoonup T$.

[^4]:    ${ }^{10}$ We thus have for some $\omega_{\alpha, \beta} \in C_{c}^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{N}\right)$

    $$
    \omega^{(h)}:=\sum_{\substack{|\alpha|+|||=-=k\\| \beta|=h}} \omega_{\alpha, \beta} d x^{\alpha} \wedge d y^{\beta} \quad \text { if } \quad \omega=\sum_{|\alpha|+|\beta|=k} \omega_{\alpha, \beta} d x^{\alpha} \wedge d y^{\beta} .
    $$

[^5]:    11 We shall often omit to write the action of the pull-back by $\pi$ and $\widehat{\pi}$.

