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Abstract

We study zero-sum dynamic games with deterministic transitions where player 1 knows player 2’s
move, as well as games where players make simultaneous moves and the transitions are stochastic and
depending on their actions and the state. Player 1 aims at reaching a terminal set and minimising
a running and final cost. We propose and analyse an algorithm that computes the value function of
these games extending Dijkstra’s algorithm for shortest paths on graphs.

1 Introduction

In this paper we study zero-sum dynamic games where players move a state variable in a state space X
and they incur in a discounted cost that depend on their positions and actions. Additionally, player 1
aims at reaching a given terminal set Xf and once this is done the game is finished and a final cost is
assigned. These games are special cases of general zero-sum stochastic games as introduced by Shapley
[21] and are also related to recursive games [12]. In those papers the existence of the discounted value
function is obtained, among other results. Our assumptions are designed to cover discrete approximations
of generalised pursuit-evasion differential games [6, 4, 3], see also the survey [5] and the references therein.
Related problems are the reachability games recently studied in [1], where also some numerical algorithms
are provided. Our purpose is to provide an efficient algorithm to compute the value.

Several algorithms have been proposed to compute the value function of stochastic games in the
finite case (finite state space and finite action sets). The most classical, going back to Shapley, is the
value iteration: in the seminal paper [21], a recursive formula is established and since the value of the
discounted dynamic game is the unique fixed point of a contractive operator, its iterates converge. Several
variants of this idea have been proposed to accelerate convergence, see for instance the survey [13], the
more recent paper [18] and the references therein, and [16] where a Gauss-Seidel procedure for value
iteration is studied.

Our approach, instead, is inspired by the Dijkstra algorithm [11] for finding shortest paths in finite
graphs, which has running time O(e + v log v) if a suitable data structure is used, where v, e denote re-
spectively the number of vertices and edges. We refer to [14] for the details. In contrast to value iteration,
the algorithm we propose updates the approximate value function only in the immediate neighbors of
those nodes where the value is already computed, thus reducing the computation time, and converges in
a finite number of steps.
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Our first motivation comes from the so-called Fast Marching Methods (briefly, FMM) for Hamilton-
Jacobi equations with convex Hamiltonian arising in deterministic control and front propagation prob-
lems, introduced in [23, 19] and developed in [20], see also the references therein. These numerical
methods, also called single-pass, approximate time-optimal control in continuous time and space with
a fully discrete optimization problem on a grid, and then rely on the classical Dijkstra’s algorithm for
an efficient solution of the discrete approximation. We recall that the methods based on Dynamic Pro-
gramming have several good properties, especially robustness, but they face the well-known ”curse of
dimensionality”. A large amount of research in the last twenty years were devoted to overcoming this
difficulty in some cases and FMM played an important role for problems with positive costs (see also
[17, 9] and the references therein for other approaches).

Recently various forms of FMM were also used for solving some Hamilton-Jacobi-Isaacs equations
arising from differential games [15, 10, 8], with possible applications to the stabilization of perturbed
systems and to front propagation problems with non-convex Hamiltonian. They approximate the contin-
uous problem with a discrete-time game on a grid. However, so far there is no theoretical justification
for using Dijkstra-type algorithms for such discrete dynamic games. One of the goals of this paper is
providing a rigorous foundation to these methods.

2 The model

Let X be a finite set belonging to an euclidean space Rd, which we call the state space. Let A,B be finite
sets where the players choose their controls. For a function S : X × A × B → X define the trajectory
x• = x•(x, a•, b•) recursively by

xn+1 = S(xn, an, bn), x0 = x. (1)

Let Xf ⊂ X , denote a terminal set of nodes (which player 1 wishes to attain) and let γ ∈ (0, 1] be a
discount factor. We introduce the running and terminal cost

` : X ×A×B → R, 0 < `0 ≤ `(x, a, b) ≤ L, ∀(x, a, b) ∈ X ×A×B (2)

g : Xf → R, g0 ≤ g(x) ≤ g1,∀x ∈ Xf (3)

and additionally define the arrival time n̂ : X ×AN ×BN → R by

n̂(x, a•, b•) =

{
min{n ∈ N : xn ∈ Xf}, if {n ∈ N : xn ∈ Xf} 6= ∅

+∞ else,

where xn is the trajectory of (1) corresponding to the control sequences a•, b•. To alleviate the notation,
we will often write n̂ instead of the more explicit n̂(x, a•, b•) when no confusion arises. We have then the
following total cost functional J : X ×AN ×BN → R

J(x, a•, b•) :=

n̂−1∑
n=0

`(xn, an, bn)γn + γn̂g(xn̂).

Observe that the if n̂ = +∞ the cost is finite for γ < 1 and +∞ for γ = 1. Player 1 chooses a• ∈ AN and
player 2 chooses b• ∈ BN. The aim of player 1 is to minimize the cost functional, whereas player 2 has
the opposite goal.

We assume that both players observe each other’s actions and the state x•. We refer to G =
G 〈X ,Xf , S,A,B, `, g, γ〉 as the game. We will consider two modes of play: alternating and simultaneous
moves.

3 Alternating moves

3.1 The lower value function

We consider in this section the case when player 1 knows the action that player 2 will play at each time.
This is relevant, for instance, in the discretization of the lower value of a differential game, or in the case
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of discrete robust control problems, where player 2 represents a disturbance.

Definition 1. A map α : BN → AN is a non anticipating strategy for player 1 if

bn = b̃n, ∀n ≤ m =⇒ α[b•]n = α[b̃•]n, ∀n ≤ m.

Denote with A the set of non anticipating strategies for player 1. The definition of the set B of non
anticipating strategies for player 2 is completely analogous.

This allows us to introduce the lower value function

V −(x) := inf
α∈A

sup
b•∈BN

J(x, α[b•], b•).

Note that the infimum and supremum in this definition are attained since the action and state spaces
are finite. The following result follows from familiar arguments, see for instance [2, Chapter 8, Theorem
3.18].

Proposition 2. The lower value function satisfies

V −(x) = inf
α∈A

sup
b•∈BN

{
k∧n̂−1∑
n=0

`(xn, α[b•]n, bn)γn + γk∧n̂V −(xk∧n̂)

}
, ∀k ∈ N. (4)

V −(x) = max
b∈B

min
a∈A

{
`(x, a, b) + γV −(S(x, a, b))

}
, ∀x /∈ Xf (5)

V −(x) = g(x), ∀x ∈ Xf . (6)

The first equality (4) is the well known dynamic programming property. By taking k = 1 in (4) one
can easily prove (5). The last equality (6) follows directly from the definition.

The following form of the dynamic programming property will be useful later.

Proposition 3. Let Xf ⊂ X̃ ⊂ X and let ñ denote the arrival time to X̃ , i.e. ñ = ñ(x, a•, b•) = inf{n ∈
N : xn ∈ X̃}. Then

V −(x) = inf
α∈A

sup
b•∈BN

{
ñ−1∑
n=0

`(xn, α[b•]n, bn)γn + γñV −(xñ)

}
.

Proof. This is a direct consequence of the dynamic programming property (4) since ñ ≤ n̂.

3.2 The algorithm

The following algorithm computes the value function:

Require: n = 0,Acc0 := Xf , W0(x) := +∞,∀x ∈ X , V −0 (x) = g(x),∀x ∈ Xf
while Consn 6= ∅ do

An(x) := {a ∈ A : S(x, a, b) ∈ Accn,∀b ∈ B}
Consn := {x ∈ X \Accn : An(x) 6= ∅}
Wn+1(x) := maxb∈B mina∈An(x){`(x, a, b) + γV −n (S(x, a, b))},∀x ∈ Consn
Accn+1 := Accn ∪ argminWn+1

V −n+1(x) := Wn+1(x),∀x ∈ argminWn+1

V −n+1(x) := V −n (x),∀x ∈ Accn
n← n+ 1

end while

The notations introduced in the algorithm have the following meaning

• Accn is the set of nodes accepted at the step n, at such nodes the approximate value is not re-
computed in the next steps;

• An(x) ⊆ A is the set of controls that take the state x to Accn, no matter what player 2 does;
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• Consn is the set of nodes considered at the step n, i.e., those form which player 1 can reach Accn;

• x ∈ argminWn+1 if Wn+1(x) = minX Wn+1, such nodes become accepted at step n+ 1.

Note that Accn is strictly increasing as long as Consn 6= ∅, so the algorithm terminates in a finite
number N of steps, at most the cardinality of X \ Xf , which we denote with |X \ Xf |. Denote also with
R the set of nodes from which player 1 can reach the terminal set for any behavior of player 2, i.e.,

R := {x ∈ X : inf
α∈A

sup
b•∈BN

n̂(x, α[b•], b•) < +∞}.

It is easy to see that if N is the terminal step of the algorithm, i.e., ConsN = ∅, then AccN = R.
The main result of this section states that the algorithm indeed computes the value function. It

requires the following additional assumption in the discounted case γ < 1 (see Remark 8 below for a
discussion about this condition).

Condition 4. If γ < 1

L+ γg1 ≤
`0

1− γ
.

Proposition 5. Assume either γ = 1 or γ < 1 and Condition 4. Then, for any n ≤ N ,

V −n (x) = V −(x), for all x ∈ Accn,

and the algorithm converges in N ≤ |X \ Xf | steps to the value function V − on the reachability set R.

Proof. Observe that for n = 0 the conclusion holds by definition. It suffices to prove that V −1 (x) = V −(x)
for x ∈ Acc1 since by Proposition (3), if we know V − on X̃ = Acc1, then we can obtain V − as the value
of the new problem with Xf replaced by X̃ and g by V −|X̃ and thus conclude by induction.

Observe first that V −1 (x) ≥ V −(x) follows easily from the definitions. Now for

x̄ ∈ argminx∈Cons1W1(x)

consider an optimal pair (α∗, b∗•) ∈ A×BN and the corresponding optimal trajectory xn starting from x̄,
that is,

xn+1 = S(xn, α
∗[b∗•]n, b

∗
n), x0 = x̄,

V −(x̄) = J(x̄, α∗[b∗•], b
∗
•).

If n̂(x̄, α∗[b∗•], b
∗
•) = 1 then V −(x̄) = W1(x̄) = V −1 (x̄), which is the desired conclusion. If, instead,

n̂ := n̂(x̄, α∗[b∗•], b
∗
•) > 1 we will distinguish two cases.

• Case γ = 1. From (4) and ` > 0 we have that

V −(x̄) =

n̂−2∑
n=0

`(xn, α
∗[b•]n, b

∗
n) + V −(xn̂−1) > V −(xn̂−1).

On the other hand, we have an optimal pair strategy-control and corresponding optimal trajectory
starting from xn̂−1 that reaches Xf in one step. Then V −(xn̂−1) = W1(xn̂−1) and so

V −(xn̂−1) = W1(xn̂−1) ≥W1(x̄) = V −1 (x̄) ≥ V −(x̄)

which is a contradiction.
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• Case γ < 1. Here (4) gives

V −(x̄) =

n̂−2∑
n=0

`(xn, α
∗[b•]n, b

∗
n)γn + γn̂−1V −(xn̂−1)

=

n̂−2∑
n=0

`(xn, α
∗[b•]n, b

∗
n)γn + γn̂−1W1(xn̂−1)

≥
n̂−2∑
n=0

`(xn, α
∗[b•]n, b

∗
n)γn + γn̂−1W1(x̄)

≥
n̂−2∑
n=0

`(xn, α
∗[b•]n, b

∗
n)γn + γn̂−1V −(x̄).

Then,

V −(x̄)(1− γn̂−1) ≥ `0
1− γn̂−1

1− γ
=⇒ V −(x̄) ≥ `0

1− γ
.

On the other hand, since
V −1 (x̄) ≤ L+ γg1

we get the inequality V −1 (x̄) ≤ V −(x̄) by Condition 4.

Remark 6. The main advantage of our algorithm is that at each step the approximate value function is
updated only on some nodes, namely on Consn. Moreover, at least one of these nodes becomes accepted
and will not be considered in the next steps. In particular, if the costs l and g are constant (generalized
pursuit-evasion games), then Wn+1 is constant on Consn and all considered nodes are accepted. In
other words, the value function is computed only once on each node, which considerably speeds up the
algorithm in comparison to iterative methods. Algorithms with this property are often called single-pass.

Remark 7. If we stop the algorithm before it terminates, say at ñ < N , Proposition 5 says that we have
anyway computed the value function in the set Accñ, which may be enough for some practical problems
with very large grids.

Remark 8. Condition 4 requires that the oscillation of the running cost ` and the size of the terminal
cost g are not too high compared with 1/(1−γ). It essentially says that, if player 1 is on a node where he
can reach Xf , it is convenient for him to do so even if the cost of this step is high, rather than following
forever a trajectory with cheap running costs. For any ` and g verifying (2) and (3) the condition is
satisfied for γ sufficiently close to 1. It is satisfied also for all γ ∈ (0, 1) in discounted pursuit-evasion
games, where ` ≡ 1 and g ≡ 0.

Remark 9. If γ = 1, we can add a final step to the algorithm by setting V −N+1(x) := W0(x) = +∞ for all

x ∈ X \AccN , so V −N+1(x) = V −(x) for x ∈ X \R and we have convergence on the whole state space X .
On the other hand, if γ < 1 the algorithm gives no information on the value V − outside R.

Remark 10. If γ = 1, ` ≡ 1, and g ≡ 0, the problem for player 1 is the shortest length of paths reaching
Xf , whereas player 2 seeks to make such length the longest possible (generalised pursuit-evasion). If, in
addition, there is no player 2, i.e., B is a singleton, the problem reduces to the shortest path and the
algorithm of this section is the classical Dijkstra algorithm.

In reachability games there is no running cost and all the states in Xf have the same cost. Then the
algorithm is essentially the same as Algorithm 2 in [1], where the set Accn+1 is updated by

Accn+1 := Accn ∪ Consn.

Then the reachability set R is computed exactly as in the above generalised pursuit-evasion game, al-
though here the length of the path is not of interest. When the moves are alternating, this algorithm
runs in a linear time with respect to the size of the game, defined as 1

‖G‖ := |X|+ |A|+ |B|.
1This definition is slightly different than the one in [1], since there only the actions available at each state are considered.

Without loss of generality, we assume that all actions are available in all states.
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4 Simultaneous moves

In the case of simultaneous moves, players in general will need to select their actions randomly. The
description of the strategy sets is a bit involved in general since it requires to define appropriately the
information available to the players, see [22] for instance for the details. However, it turns out that [21]
it suffices to consider stationary strategies, i.e. functions of the form σ : X → ∆(A) for player 1, where
∆(A) denotes the set of probability distributions in A. Analogously, for player 2 the stationary strategies
are functions of the form τ : X → ∆(B). The sets of stationary strategies are denoted by Σ and T for
players 1 and 2 respectively.

Let (σ, τ) ∈ Σ × T . Together with the (not necessarily deterministic) transition S, they define a
discrete-time Markov chain (Xστ

n )n∈N with state space X and transition probability induced by the
strategies σ and τ and denoted Pστ . Let n̂στ denote the arrival time of the Markov chain (Xστ

n )n∈N to
Xf starting from x, i.e.

n̂στ (x) := inf{n ∈ N : Xστ
n ∈ Xf | X0 = x}.

The cost functional is then

J(x, σ, τ) := Eστ

[
n̂στ−1∑
n=0

`(xn, an, bn)γn + γn̂στ g(xn̂στ )

]
.

Consider

sx =

{
1, if x ∈ Xf
0 else.

and consider a new transition function S̃ : X ×A×B → X given by

xn+1 = S̃(xn, an, bn) := sxn · xn + (1− sxn) · S(xn, an, bn)

which means that once a state in Xf is reached, the state variable does not move. Hence we can rewrite
the cost functional as

J(x, σ, τ) = Eστ

[
+∞∑
n=0

{
(1− sxn) · `(xn, an, bn) + sxn ·

1

1− γ
· g(xn)

}
· γn

]
.

This motivates us to introduce the following cost function

˜̀(x, a, b) := (1− sx) · `(x, a, b) + sx ·
1

1− γ
· g(x).

This slightly modified game with transition S̃ and cost function ˜̀ is equivalent in terms of costs and
strategies to the original game. When we write it in this form, it is easy to see that this game is a special
case of discounted stochastic games with finite state and finite action spaces, as studied by Shapley [21]
and thus it admits a value, i.e.

min
σ∈Σ

max
τ∈T

J(x, σ, τ) = max
τ∈T

min
σ∈Σ

J(x, σ, τ) (7)

and their common value is denoted V (x). Moreover, the following dynamic programming property holds:

V (x) = max
β∈∆(B)

min
α∈∆(A)

Eαβ
{

˜̀(x, a, b) + γV (S(x, a, b))
}
,

i.e., the value function is a fixed point of Shapley’s map.
In the case of simultaneous moves, we propose the following algorithm, which is very similar to

Algorithm 3.2:
Also this algorithm terminates in a finite number of steps, that we denote again with N . The main result
of this section is the following convergence theorem.
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Require: n = 0,Acc0 := Xf , W0(x) := +∞,∀x ∈ X , V0(x) = g(x),∀x ∈ Xf
while Consn 6= ∅ do

An(x) := {a ∈ A : S(x, a, b) ∈ Accn,∀b ∈ B}
Consn := {x ∈ X : An(x) 6= ∅}
Wn+1(x) := maxb∈∆(B) mina∈∆(An(x)) Eαβ{`(x, a, b) + γVn(S(x, a, b))},∀x ∈ Consn
Accn+1 := Accn ∪ argminWn+1

Vn+1(x) := Wn+1(x),∀x ∈ argminWn+1

Vn+1(x) := Vn(x),∀x ∈ Accn
n← n+ 1

end while

Proposition 11. Assume either γ = 1 or γ < 1 and Condition 4. Then, for any n ≤ N ,

Vn(x) = V (x), for all x ∈ Accn,

and the algorithm converges in N ≤ |X \ Xf | steps to the value function V − on the set AccN .

Proof. The proof mimics that of Proposition 5. We show it only on the case γ < 1. From the arguments
in Proposition 5, it remains to show V1 ≤ V. Let σ∗, τ∗ optimal strategies for the players and let x̄ ∈
argminCons1W1. If suppσ∗[x̄] ⊆ A1(x̄), then n̂σ∗τ∗(x̄) ≡ 1 and the conclusion is achieved. If this is
not the case, then there exists an action a∗ such that σ∗[x̄](a∗) > 0 and such that there exists b∗ with
S(x̄, a∗, b∗) /∈ Xf . If player 1 uses the strategy σ∗ and player 2 plays a strategy τ1 consisting of playing
b∗ at the initial position x̄ and arbitrarily afterwards, then P(n̂σ∗τ1 > 1) > 0. We have that

V (x̄) = max
τ∈T

Eσ∗τ

[
+∞∑
n=0

˜̀(xn, an, bn)γn

]

≥ P(n̂σ∗τ1 > 1) · Eσ∗τ1

[
n̂−2∑
n=0

`(xn, an, bn)γn + γn̂−1V (xn̂−1) | n̂σ∗τ1 > 1

]

≥ P(n̂σ∗τ1 > 1) · Eσ∗τ1

[
n̂−2∑
n=0

`0γ
n + γn̂−1V (x̄) | n̂σ∗τ1 > 1

]
.

Altogether this implies that

0 ≥ P(n̂σ∗τ1 > 1) · Eσ∗τ1

[
1− γn̂σ∗τ1−1 | n̂σ∗τ1 > 1

]
·
(

`0
1− γ

− V (x̄)

)
from which we obtain V (x̄) ≥ `0

1−γ . We conclude as in Proposition 5.

Remark 12. The adaptation of the algorithm to the case of stochastic transitions presents several diffi-
culties. For a single player the Dijkstra algorithm was extended to the stochastic case in [7] if there exists
a consistently improving optimal policy. A deeper study of the causality properties needed in stochastic
shortest path problems with one controller is in [24]. The case of 0-sum two-person games appears to be
open.
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