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In [1] the authors construct dissipative continuous (weak) solutions to the incompressible

Euler equations on the three-dimensional torus T3. The building blocks in their proof are

Beltrami flows, which are inherently three-dimensional. The purpose of this note is to
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show that the techniques can nevertheless be adapted to the two-dimensional case. (For

motivation for the search of such flows with “anomalous energy dissipation”, in particular

for more on the Onsager conjecture, the interested reader is referred to the Introduction of

[1].)

1 Main results

In this paper we will take

d = 2 or 3.

Theorem 1 Let T > 0. Assume e : [0, T ]→ R is a smooth positive function. Then, there is

a continuous vector field v : Td×[0, T ]→ Rd and a continuous scalar field p : Td×[0, T ]→ R
solving the incompressible Euler equations

∂tv + div (v ⊗ v) +∇p = 0, div v = 0 (1)

in the sense of distributions and such that

e(t) =

ˆ
Td
|v|2(x, t) dx, t ∈ [0, T ]. (2)

The case d = 3 was proved in [1]. Here we show that the proof can be adpated to the

case d = 2. It is based on an iteration procedure in each step of which one solves a system

of equations closely related to the Euler equations. We introduce some terminology. We

let Sd×d denote the space of symmetric d × d matrices and Sd×d0 its subspace of trace-free

matrices. Assume v, p, R̊ are smooth functions on Td × [0, T ] taking values in Rd,R, and

Sd×d0 respectively. We say that (v, p, R̊) solves the Euler-Reynolds system if they satisfy

∂tv + div (v ⊗ v) +∇p = div R̊, div v = 0. (3)

Theorem 1 is a consequence of the following

Proposition 2 Let e : [0, T ]→ R be a smooth positive function. Then, there exist constants

η and M , depending on e, with the following property.

Let δ ≤ 1 and (v, p, R̊) a solution of the Euler-Reynolds system

∂tv + div (v ⊗ v) +∇p = div R̊

such that
3

4
δe(t) ≤ e(t)−

ˆ
Td
|v|2(x, t) dx ≤ 5

4
δe(t), t ∈ [0, T ] (4)

and

sup
x,t
|R̊(x, t)| ≤ ηδ. (5)
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Then there exists (v1, p1, R̊1) solving the Euler-Reynolds system and satisfying the following

estimates:
3

8
δe(t) ≤ e(t)−

ˆ
|v1|2(x, t) dx ≤ 5

8
δe(t), t ∈ [0, T ] (6)

sup
x,t
|R̊1(x, t) ≤ |1

2
ηδ, (7)

sup
x,t
|v1(x, t)− v(x, t)| ≤M

√
δ, (8)

and

sup
x,t
|p1(x, t)− p(x, t)| ≤Mδ. (9)

Proof of Theorem 1: Start with v0 = 0, p0 = 0, R̊0 = 0, and δ = 1. Apply

Proposition 2 iteratively to obtain sequences vn, pn, and R̊n solving the Euler-Reynolds

system (3) and satisfying

3

4

e(t)

2n
≤ e(t)−

ˆ
Td
|vn|2(x, t) dx ≤ 5

4

e(t)

2n
, t ∈ [0, T ],

sup
x,t
|R̊n(x, t)| ≤ η

2n
,

sup
x,t
|vn+1(x, t)− vn(x, t)| ≤ M

√
1

2n
,

sup
x,t
|pn+1(x, t)− pn(x, t)| ≤ M

2n
.

The sequences vn and pn are Cauchy in C(Td × [0, T ]) and hence converge (uniformly)

to continuous functions v and p respectively. Likewise, R̊n converges (uniformly) to 0.

Moreover, taking limits in the estimates on the energy,
ˆ
Td
|v|2(x, t) dx = e(t), t ∈ [0, T ].

Also, we may pass to the limit in the (weak formulation of the) Euler-Reynolds system (3)

and this shows that v, p satisfy the (weak formulation of the) Euler equations (1). �

We also show that the 3D flows constructed in Theorem 1 are genuinely three-dimensional.

Theorem 3 Let d = 3. Then, a typical solution constructed in Theorem 1 satsifies

rank

(ˆ
T3

v(x, t)⊗ v(x, t) dx

)
= 3, t ∈ [0, T ].

Furthermore, v can be made arbitrarily small in the H−1-topology: for any prescribed ε > 0,

we have

‖v‖H−1 < ε. (10)
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This is done by a careful analysis of the proof of [1].

Remark A similar analysis in the two-dimensional case leads to the conclusion that the

two-dimensional flows constructed in Theorem 1 are typically not parallel flows. However,

it is classical that such flows are necessarily stationary, and this is not possible if e(t) is not

constant.

2 General considerations on the construction

In this Section we collect the main ingredients in the proofs of Theorems 1 and 3.

2.1 Construction of (v1, p1, R̊1)

Assume (v, p, R̊) as in Proposition 2. Write v1 = v + w and p1 = p + q where w and q are

to be determined. Then,

∂tv1 + div (v1 ⊗ v1) +∇p1 = div (w ⊗ w + qId + R̊) + ∂tw + div (v ⊗ w + w ⊗ v).

The perturbation w should be so chosen as to eliminate the first term in the right-hand

side, viewing the remainder as a small error. Note how this first term is reminiscent of the

stationary Euler equations. Roughly speaking, the perturbation w will be chosen as a high

oscillation modulation of a stationary solution. More specifically, it will be taken of the

form

w = wo + wc

where wo is a highly oscillator term given quite explicitly and the corrector term wc en-

force the divergence-free condition divw = 0. The oscillation term wo will depend on two

parameters λ and µ such that

λ, µ,
λ

µ
∈ N.

In fact, λ and µ will have to be chosen sufficiently large, depending on v, R̊, and e, in order

that the desired estimates (6), (7), (8), and (9) be satisfied.

2.2 A complete set of stationary flows

The stationary Euler equation is nonlinear. The following Proposition says that there exists

a linear space of stationary solutions. We first introduce some notation.

• Case d = 2 For k ∈ Z2, we let

bk(ξ) := i
k⊥

|k|
eik·ξ, ψk(ξ) =

eik·ξ

|k|
. (11)

4

dissipative-continuous-in-2d-and-3d.tex – April 2, 2012



so that

bk(ξ) = ∇⊥ξ ψk(ξ), where ∇⊥ξ = (−∂ξ2 , ∂ξ1).

hence divξ bk = 0. Observe also that bk = b−k and ψk = ψ−k.

• Case d = 3 For k ∈ Z3, we let

bk(ξ) := Bke
ik·ξ (12)

where Bk will be chosen appropriately, see Lemma 5. In particular, one should have

divξ bk = 0 and bk = b−k.

Lemma 4 (A complete set of stationary flows in 2D) Let ν ≥ 1. For k ∈ Z2 such

that |k|2 = ν, let ak ∈ C such that ak = a−k. Then,

W (ξ) =
∑
|k|2=ν

akbk(ξ), Ψ(ξ) =
∑
|k|2=ν

akψk(ξ)

are R-valued and satisfy

div ξ(W ⊗W ) = ∇ξ
(
|W |2

2
− νΨ2

2

)
. (13)

Furthermore,

〈W ⊗W 〉ξ :=

 
T2

W ⊗W dξ =
∑
|k|2=ν

|ak|2
(

Id− k

|k|
⊗ k

|k|

)
(14)

In other words, W and Ψ are the velocity field and stream function, respectively, of a

stationary flow with pressure P = − |W |
2

2 + νΨ2

2 .

Proof By direct computation one finds ∆ξψk = −|k|2ψk, and hence that ∆ξΨ = −νΨ.

Recall the identities

div ξ(W ⊗W ) =
1

2
∇ξ|W |2 + (curlξW )W⊥

where curlξW = ∂ξ1W
2 − ∂ξ2W 1 = ∆ξΨ and W⊥ = (−W 2,W 1). Then,

div ξ(W ⊗W ) = ∇ξ
|W |2

2
− νΨ∇ξΨ

as desired.

As for the average, write 
T2

W ⊗W (ξ) dξ =
∑
j,k

ajakbj ⊗ bk

= −
∑
j,k

ajake
i(k+j)·ξ j

⊥

|j|
⊗ k⊥

|k|

=
∑
j,k

akaje
i(k−j)·ξ j

⊥

|j|
⊗ k⊥

|k|
. (15)
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If j 6= k,
ffl
T2 e

i(k−j)·ξ dξ = 0 and it is 1 if j = k. Thus,

〈W ⊗W 〉ξ =
∑
|k|2=ν

|ak|2
k⊥

|k|
⊗ k⊥

|k|
=
∑
|k|2=ν

|ak|2
(

Id− k

|k|
⊗ k

|k|

)

where the last identity follows from k⊥

|k| ⊗
k⊥

|k| =
(

Id− k
|k| ⊗

k
|k|

)
by direct calculation. �

The following three-dimensional version was proved in [1].

Lemma 5 (Beltrami flows) Let ν ≥ 1. There exist Bk ∈ C3 for |k| = ν such that, for

any choice of ak ∈ C such that ak = a−k, the vector field

W (ξ) =
∑
|k|=ν

akbk(ξ) (16)

is divergence-free and satisfies

div (W ⊗W ) = ∇|W |
2

2
. (17)

Furthermore,  
T3

W ⊗W dξ =
∑
|k|=ν

|ak|2
(

Id− k

|k|
⊗ k

|k|

)
. (18)

Note that in the three-dimensional case the pressure is given by P = − |W |
2

2 .

Proof This is Proposition 3.1 in [1]. �

2.3 The geometric lemma

Lemma 6 (Geometric Lemma) For every N ∈ N we can choose r0 > 0 and ν ≥ 1 with

the following property. There exist pairwise disjoint subsets

Λj ⊂

{
{k ∈ Z2 : |k|2 = ν} if d = 2

{k ∈ Z3 : |k| = ν} if d = 3
, j ∈ {1, . . . , N}

and smooth positive functions

γ
(j)
k ∈ C

∞(Br0(Id)), j ∈ {1, . . . , N}, k ∈ Λj

such that

1. k ∈ Λj implies −k ∈ Λj and γ
(j)
k = γ

(j)
−k;
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2. for each R ∈ Br0(Id) we have the identity

R =
∑
k∈Λj

(
γ

(j)
k (R)

)2
(

Id− k

|k|
⊗ k

|k|

)
R ∈ Br0(Id). (19)

Proof This was proved for the case d = 3 in Lemma 3.2 of [1] (up to a normalization

constant). Here we treat the case d = 2 only. For each v ∈ R2 \ {0} we define

Mv = Id− v

|v|
⊗ v

|v|
.

Step 1 Fix ν ≥ 1 and for each set F ⊂ {k ∈ Z2 | |k|2 = ν} denote c(F ) the interior of the

convex hull in S2×2 (the space of symmetric 2×2 matrices) of the set MF := {Mk : k ∈ F}.
We claim in this step that it sufices to find ν andN disjoint subsets Fj ⊂ {k ∈ Z2 : |k|2 = ν}
such that

• −Fj = Fj ;

• c(Fj) contains a positive multiple of the identity.

Indeed, we will show below that, if Fj satisfies these two conditions, then we can find r0 > 0,

a subset Γj ⊂ Fj , and smooth positive functions λ
(j)
k ∈ C

∞(B2r0(Id)) for k ∈ Γj such that

R =
∑
k∈Γj

λ
(j)
k (R)Mk.

We then define the sets Λj and the functions γ
(j)
k for k ∈ Λj according to

• Λj := Γj ∪ −Γj ;

• λ(j)
k = 0 if k ∈ Λj \ Γj ;

• γ(j)
k :=

√
λ

(j)
k + λ

(j)
k for k ∈ Λj .

Note that the sets Λj are then symmetric and that the functions γ
(j)
k satisfy (19). Moreover,

since at least one of λ
(j)
±k is positive on B2r0(Id), γ

(j)
k is smooth (and positive) in Br0(Id).

We now come to the existence of Γj . The open set c(Fj) contains an element αId for

some α > 0. Observe that the space S2×2 of symmetric 2×2 matrices has dimension 3. Since

αId sits inside the open set c(Fj), there exists a 4-simplex S with vertices A1, . . . , A4 ∈ c(Fj)
such that αId belongs to the interior of S. Let then ϑ sothat the ball Ũ centered at αId and

radius ϑ si contained in S. Then, each R ∈ Ũ can be written in a unique way as a convex

combination of Ai’s:

R =
4∑
i=1

βi(R)Ai
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where the functions βi are positive and smooth in Ũ .

Using now Carathéodory’s Theorem, each Ai is the convex combination
∑

n λi,nMvi,n

of at most 4 matrices Mvi,n where vi,n ∈ Fj , where we require that each λi,n be positive.

(Carathéodory’s Theorem guarantees the existence of 4 elements Mvi,n such that Ai belongs

to their closed convex hull. If we insist that all coefficients should be positive, then some of

these elements should be thrown away.)

Set now r0 := ϑ
2α . Then

R =
∑
i,n

1

α
βi(αR)λi,nMvi,n , R ∈ B2r0(Id)

and each coefficient 1
αβi(αR)λi,n is positive for R ∈ B2r0(Id). The set Γj is then taken as

{vi,n}. Since one might have vi,n = vl,m for distinct (i, n) and (l,m), the function λk will

be defined by

λk(R) =
∑

(i,n):vi,n=k

1

α
βi(αR)λi,n

and this completes Step 1.

Step 2 By Step 1, in order to prove the lemma, it suffices to find ν and N disjoint families

F1, · · · , FN ⊂
√
νS1∩Z2 such that each set c(Fj) contains a positive multiple of the identity.

Note that S1 ∩Q2 is dense in S1. Indeed, let

u ∈ R 7→ s(u) :=

(
2u

u2 + 1
,
u2 − 1

u2 + 1

)
∈ S1 ⊂ R2.

Clearly s(Q) ⊂ Q2. Since Q is dense in R and s is a diffeomorphism onto S1 \ {(0, 1)}, the

claim is proved.

In turn, there exists a sequence νk → +∞ such that the sets S1 ∩ 1√
νk
Z2 converge, in

the Hausdorff sense, to the entire circle S1. Given the sequence νk, one can easily partition

each
√
νkS1 ∩ Z2 into N disjoint symmetric families {F kj }j=1,...,N in such a way that, for

each fixed j, the corresponding sequence of sets
{

1√
νk
F kj

}
k

converges in the Hausdorff sense

to S1. Hence, any point of c(S1) is contained in c( 1√
νk
F kj ) for k sufficiently large. On the

other hand, it is easy to see that c(S1) contains a multiple αId of the identity in its interior.

(One can adapt for instance the argument of Lemma 4.2 in [2].)

By Step 1, this concludes the proof. �

3 The maps v1, p1, R̊1

Let e(t) be as in Theorem 1 and suppose (v, p, R̊) satisfies the hypothesis of Proposition 2.

In this Section we define the next iterates v1 = v+w, p1 = p+q, and R̊1. The perturbation

8
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w will be defined as w = wo + wc where wo is given by an explicit formula, see (27), and

the corrector wc guarantees that divw = 0.

3.1 The perturbation wo

We apply Lemma 6 with

N = 2d

(where d ∈ {2, 3} denotes the number of space dimensions) to obtain ν ≥ 1 and r0 > 0, and

pairwise disjoint families Λj with corresponding functions γ
(j)
k ∈ C

∞(Br0(Id)).

The following is proved in [1] and works for any number of space dimensions. Denote

C1, . . . , CN the equivalence classes of Zd/ ∼ where k ∼ l if k − l ∈ (2Z)d. The parameter

µ ∈ N will be fixed later.

Proposition 7 (Partition of the space of velocities) There exists a partition of the

space of velocities, namely R-valued functions αl(v) for l ∈ Zd satisfying∑
l∈Zd

(αl(v))2 ≡ 1 (20)

such that, setting

φ
(j)
k (v, τ) =

∑
l∈Cj

αl(µv)e
−i(k· l

µ
)τ
, j = 1, . . . , N, k ∈ Zd, (21)

we have the following estimates:

sup
v,τ
|Dm

v φ
(j)
k (v, τ)| ≤ C(m, d)µm, (22)

sup
v,τ
|Dm

v (∂τφ
(j)
k + i(k · v)φ

(j)
k )(v, τ)| ≤ C(m, |k|, d)µm−1. (23)

Furthermore, φ
(j)
k = φ

(j)
−k and

|φ(j)
k (v, τ)|2 =

∑
l∈Cj

α2
l (v). (24)

Set now

ρ(s) :=
1

d(2π)d

(
e(t)

(
1− δ

2

)
−
ˆ
Td
|v|2(x, t) dx

)
(25)

and

R(y, s) := ρ(s)Id− R̊(y, s). (26)

Define

wo(x, t) := W (x, t, λt, λx) (27)

9
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where

W (y, s, τ, ξ) =
∑
|k|2=ν

ak(y, s, τ)bk(ξ)

=
√
ρ(s)

N∑
j=1

∑
k∈Λj

γ
(j)
k

(
R(y, s)

ρ(s)

)
φ

(j)
k (v(y, s), τ)bk(ξ). (28)

(The velocity fields bk were defined in (11).) We also introduce the corresponding stream

function

ψo(x, t) := Ψ(x, t, λt, λx) (29)

where

Ψ(y, s, τ, ξ) =
∑
|k|2=ν

ak(y, s, τ)ψk(ξ)

=
√
ρ(s)

N∑
j=1

∑
k∈Λj

γ
(j)
k

(
R(y, s)

ρ(s)

)
φ

(j)
k (v(y, s), τ)ψk(ξ).

(The stream functions ψk were defined in (11).)

3.2 The constants η and M

In this Section we fix the values of the constants η and M from Proposition 2.

The perturbation wo is well defined provided R
ρ ∈ Br0(Id) where r0 is as in Lemma 6.

By definition (25) of ρ and assumption (4),

ρ(t) ≥ 1

d(2π)d
δ

4
e(t) ≥ cδ min

t∈[0,T ]
e(t)

where c = 1
4d(2π)d

. Then,∣∣∣∣ Rρ(t)
− Id

∣∣∣∣ ≤ 1

cδmint∈[0,T ] e(t)

∣∣∣R̊∣∣∣ ≤ η

cmint∈[0,T ] e(t)
.

Thus, we choose η satisfying

η ≤ 1

2
c min
t∈[0,T ]

e(t)r0. (30)

Observe that this restriction is independent of δ.

We choose first a constant M ′ > 1 such that

M ′ > 2

 N∑
j=1

∑
k∈Λj

sup
R
|γ(j)
k (R)| sup

v,τ
|φ(j)
k (v, τ)| sup

ξ
|bk(ξ)|

2

(31)
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and, in case d = 2, we additionally impose that

M ′ >
1√
ν

N∑
j=1

∑
k∈Λj

sup
R
|γ(j)
k (R)| sup

v,τ
|φ(j)
k (v, τ)| sup

ξ
|ψk(ξ)| (32)

and then choose M > 1 such that

M ≥M ′
√

sup0≤t≤T e(t)

4d(2π)d
.

Observe that with these choices we have

√
ν‖ψo‖0 and ‖wo‖0 ≤

√
M

2

√
δ. (33)

since ρ(t) ≤ 1
d(2π)d

δe(t) by (25) and (4).

3.3 The correction wc

To obtain w from wo we need to introduce the Leray projection onto divergence-free vector

fields with zero average.

Definition 8 (The Leray projector) Let v ∈ C∞(Td,Rd) be a smooth vector field. Let

Qv := ∇φ+

 
Td
v

where φ ∈ C∞(Td) is the solution to

∆φ = div v in Td subject to

 
Td
φ = 0.

We denote by

P := I −Q

the Leray projector onto divergence-free vector fields with zero average.

The iterate v1 is then expressed as

v1 = v + Pwo = v + wo + wc, wc = −Qwo = w − wo. (34)

3.4 The pressure term p1

We set

p1 :=

 p−
(
|wo|2

2 − ν ψ
2
o

2

)
if d = 2,

p− |wo|
2

2 if d = 3.
(35)

This choice for p1 will become clearer at the end of the proof, see Lemma 18.
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3.5 The Reynolds stress tensor R̊1

To construct R̊1, we introduce another operator.

Definition 9 Let v ∈ C∞(Td,Rd) be a smooth vector field. We define Rv to be the matrix-

valued periodic function

Rv =

{
∇u+ (∇u)> − (div u)Id if d = 2
1
4

(
∇Pu+ (∇Pu)⊥

)
+ 3

4

(
∇u+ (∇u)⊥

)
− 1

2(div u)Id if d = 3
(36)

where u ∈ C∞(Td,Rd) is the solution to

∆u = v −
 
Td
v in Td, subject to

 
Td
u = 0.

The operator R satisfies the following properties.

Lemma 10 (R = div−1) For any v ∈ C∞(Td,Rd) we have

1. Rv(x) is a symmetric trace-free matrix for each x ∈ Td;

2. divRv = v −
ffl
Td v.

Proof The case d = 3 is treated in [1] and thus we assume d = 2. Clearly,Rv is symmetric.

Next,

trRv = 2div u− 2div u = 0

and

divRv = ∆u+ div (∇u)> − div ((div u)Id)

= ∆u+ div (∇u)> −∇div u

= ∆u

= v −
 
T2

v

by definition of u. �

Then we set

R̊1 := R (∂tv1 + div (v1 ⊗ v1) +∇p1) . (37)

One verifies, as in [1] (after Lemma 4.3, p. 15), that the argument in the right-hand side

has zero average: div (v1⊗ v1 + p1Id) clearly has average zero, and so does ∂tv1 = ∂tv+∂tw

since ∂tv = −div (v ⊗ v + pId) has average zero as well as w by definition of P. In turn,

Lemma 10 yields

∂tv1 + div (v1 ⊗ v1) +∇p1 = div R̊1.

12
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4 Notation and assumptions

The letter m will denote a natural number (in N), and α a real number in the interval (0, 1).

The letter C will always denote a generic constant which may depend on e, v, R̊, ν, α, and

δ, but not on λ nor µ. We will further impose that

1 ≤ µ ≤ λ. (38)

The sup-norm is denoted ‖f‖0 = supTd |f |. The Hölder seminorms are given by

[f ]m := max
|γ|=m

‖Dγf‖0,

[f ]m+α := max
|γ|=m

sup
x 6=y

|Dγf(x)−Dγf(y)|
|x− y|α

and the Hölder norms are given by

‖f‖m :=
m∑
j=0

[f ]j ,

‖f‖m+α := ‖f‖m + [f ]m+α .

We also recall the following elementariy identity: for 0 ≤ r ≤ 1

[fg]r ≤ C([f ]r ‖g‖0 + ‖f‖0 [g]r).

5 Schauder estimates

In this Section we record estimates in Hölder spaces (“Schauder estimates”) established in

[1].

The next Proposition collects estimates in Hölder spaces (“Schauder estimates”) for

varous operators used in the remainder.

Proposition 11 For any α ∈ (0, 1) and m ∈ N there exists a constant C = C(m,α, d)

satisfying the following properties. If φ, ψ : Td → R are the unique solutions to{
∆φ = fffl
Td φ = 0

,

{
∆φ = divFffl

Td ψ = 0
,

then

‖φ‖m+2,α ≤ C‖f‖m,α, and ‖ψ‖m+1,α ≤ C‖F‖m,α.

13
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Moreover, we have the following estimates:

‖Qv‖m+α ≤ C‖v‖m+α, (39)

‖Pv‖m+α ≤ C‖v‖m+α, (40)

‖Rv‖m+1,α ≤ C‖v‖m+α, (41)

‖RdivA‖m+α ≤ C‖A‖m+α, (42)

‖RQdivA‖m+α ≤ C‖A‖m+α. (43)

These estimates are proved in [1] in three dimensions, and it is easy to see that they should

also hold in two dimensions as well. (The difference in the expressions for the operator R
is only superficial.) Suffice it to say that these estimates are the expected ones: P and Q
are differential operators of degree 0; R is a differential operator of degree −1; and div is a

differential operator of degree 1.

The effect of the oscillation parameter λ is described in the following

Proposition 12 Let k ∈ Zd \ 0 and λ ≥ 1 be fixed.

1. For any a ∈ C∞(Td) and m ∈ N we have∣∣∣∣ˆ
Td
a(x)eiλk·x dx

∣∣∣∣ ≤ [a]m
λm

.

2. Let φλ ∈ C∞(Td) be the solution to

∆φλ = fλ in Td

subject to
ffl
Td φλ = 0 where fλ(x) = a(x)eiλk·x −

ffl
Td a(y)eiλk·ydy. Then, for any

α ∈ (0, 1) we have the estimate

‖∇φλ‖α ≤
C

λ1−α ‖a‖0 +
C

λm−α
[a]m +

C

λm
[a]m+α

where C = C(m,α, d).

This was established in [1] and is in fact valid in any dimension.

The following is a consequence of the definition (36) of R, the Schauder estimate (40)

for P, and Proposition 12.

Corollary 13 (Estimates for the operator R) Let k ∈ Zd \ 0 be fixed. For a smooth

vector field a ∈ C∞(Td,Rd), let F (x) := a(x)eiλk·x. Then, we have

‖R(F )‖α ≤
C

λ1−α ‖a‖0 +
C

λm−α
[a]m +

C

λm
[a]m+α

for C = C(m,α, d).

14
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6 Estimates on the corrector and the energy

We recall that wo(x, t) is defined in (27).

Lemma 14 1. Let ak ∈ C∞(Td × [0, T ]× R) be as in (27). Then, for any r ≥ 0,

‖ak(·, s, τ)‖r ≤ Cµr,

‖∂sak(·, s, τ)‖r ≤ Cµr+1,

‖∂τak(·, s, τ)‖r ≤ Cµr,

‖(∂τak + i(k · v)ak)(·, s, τ)‖r ≤ Cµr−1.

2. The matrix-valued function W ⊗W is given by

(W ⊗W )(y, s, τ, ξ) = R(y, s) +
∑

1≤|k|≤2ν

Uk(y, s, τ)eik·ξ (44)

where the coefficients Uk ∈ C∞(Td × [0, T ]× Sd×d) satisfy, for any r ≥ 0,

‖Uk(·, s, τ)‖r ≤ Cµr,

‖∂sUk(·, s, τ)‖r ≤ Cµr+1,

‖∂τUk(·, s, τ)‖r ≤ Cµr,

‖(∂τ + i(k · v)Uk)(·, s, τ)‖r ≤ Cµr−1.

3. For d = 2, we have
|W |2

2
− νΨ2

2
=

∑
1≤|k|≤2ν

ãke
ik·ξ

where the functions ãk satisfy for any r ≥ 0

‖ãk(·, s, τ)‖r ≤ Cµr.

In all these estimates the constant C depends on r, e, v, and R̊, but is independent of

(s, τ) and µ.

Proof The first two items are proved in [1] for d = 3 and we only briefly recall their proof

since it is identical for d = 2. The estimates on the coefficients ak follow from the estimates

(22) and (23) on φ
(j)
k . Next, write W ⊗W as a Fourier series in ξ:

W ⊗W (y, s, τ, ξ) = U0(y, s, τ) +
∑

1≤|k|≤2ν

Uk(y, s, τ)eik·ξ

15
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where the entries in the Uk’s are quadratic in the ak’s and ‖ak‖0 ≤ C. Thus, the Uk’s satisfy

the claimed the estimates. Furthermore,

U0(y, s, τ) =

 
Td
W ⊗W dξ

(14)
= ρ

N∑
j=1

∑
k∈Λj

(
γ

(j)
k

(
R

ρ

))2

|φ(j)
k (v, τ)|2

(
Id− k

|k|
⊗ k

|k|

)
(24)
= ρ

N∑
j=1

∑
k∈Λj

∑
l∈Cj

(
γ

(j)
k

(
R

ρ

))2

α2
l (v)

(
Id− k

|k|
⊗ k

|k|

)
(19)
= R

N∑
j=1

∑
l∈Cj

α2
l (v)

(20)
= R. (45)

As for the third item of the Proposition, concerning |W |
2

2 −ν
Ψ2

2 when d = 2, we compute,

omitting variables and remembering that the sums are over j and k such that |j|2 = |k|2 = ν,

Ψ2 =
∑
j,k

ajakψjψk

=
1

ν

∑
j,k

ajake
i(k+j)·ξ

=
1

ν

∑
j,k

akaje
i(k−j)·ξ

=
1

ν

∑
|k|2=ν

|ak|2 +
1

ν

∑
j 6=k

akaje
i(k−j)·ξ

=
1

ν

∑
|k|2=ν

|ak|2 +
∑

1≤|k|≤2ν

ak(y)ei(k·ξ)

where the coefficients ak are quadratic in the ak’s. But from the expression (14) for 〈W⊗W 〉ξ
we deduce

|W |2 = tr (W ⊗W ) = trR+
∑

1≤|k|≤2ν

trUke
ik·ξ

=
∑
|k|2=ν

|ak|2 +
∑

1≤|k|≤2ν

trUke
ik·ξ.

Subtracting the above expression for νΨ2 from that of |W |2 we obtain the desired expression

with suitable coefficients ãk which satisfy the same estimates as the ak’s. �
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Lemma 15 (Estimate on the corrector)

‖wc‖α ≤ C
µ

λ1−α . (46)

Proof This is proved in Lemma 6.2, p. 21, in [1] for d = 3. For clarity we reprove it for

d = 2 with the appropriate adjustments. Recall that

wo(x, t) =
∑
|k|2=ν

ak(x, t, λt)∇⊥ψk(λx) = ∇⊥ξ Ψ(x, t, λt, λx)

where Ψ(y, s, τ, ξ) =
∑
|k|2=ν ak(y, s, τ)ψk(ξ). But

∇⊥ (ak(x, t, λt)ψk(λx)) = λak(x, t, λt)(∇⊥ψk)(λx) + ψk(λx)∇⊥ak(x, t, λt)

or

ak(x, t, λt)(∇⊥ψk)(λx) =
1

λ

{
∇⊥ (ak(x, t, λt)ψk(λx))− ψk(λx)∇⊥ak(x, t, λ)

}
and thus

wo(x, t) =
1

λ
∇⊥

 ∑
|k|2=ν

ak(x, t, λt)ψk(λx)

− 1

λ

∑
|k|2=ν

ψk(λx)∇⊥ak(x, t, λt).

Since Q eliminates the divergence-free part and div ◦ ∇⊥ = 0, we have by (34)

wc(x, t) = Qwo(x, t) =
1

λ
Q

 ∑
|k|2=ν

ψk(λx)∇⊥ak(x, t, λt)

 =:
1

λ
Quc(x, t). (47)

Thus, by Schauder estimate (39) for Q and the estimates on the coefficients ak from

Lemma 14, we find

‖wc‖α ≤
C

λ
‖uc‖α ≤ C

µ

λ1−α .

�

Lemma 16 (Estimate on the energy)∣∣∣∣e(t)(1− δ

2
)−

ˆ
Td
|v1|2 dx

∣∣∣∣ ≤ C µ

λ1−α . (48)

Proof This is proved in Lemma 6.3, p. 21 of [1] for d = 3. For clarity we briefly recall it

in the case d = 2. Taking the trace in the expression (44) for W ⊗W gives

|W |2 = trR+
∑

1≤|k|≤2ν

trUke
ik·ξ.
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From part (1) of Proposition 12 with m = 1, and using estimates on Uk from Lemma 14,

we find ∣∣∣∣ˆ
Td
|wo|2 − tr Rdx

∣∣∣∣ and

∣∣∣∣ˆ
Td
v · wo dx

∣∣∣∣ ≤ C
µ

λ
.

This, along with the estimate (46) on wc and ‖wo‖0 ≤ C, implies∣∣∣∣ˆ
Td
|v1|2 − |v|2 − |wo|2 dx

∣∣∣∣ ≤ C µ

λ1−α .

Now by definition (25) of ρ we have tr R = dρ = 1
(2π)2

(
e(t)

(
1− δ

2

)
−
´
Td |v|

2 dx
)
. Putting

the above together finishes the proof. �

7 Estimates on the Reynolds stress

In order to clarify the choice for p1 as in (35), we will temporarily write p1 = p + q. With

this, we have

div R̊1 = ∂tv1 + div (v1 ⊗ v1) +∇p1

= ∂two + v · ∇wo
+ div (wo ⊗ wo + qId + R̊)

+ ∂twc + div (v1 ⊗ wc + wc ⊗ v1 − wc ⊗ wc + v ⊗ wo).

We split the Reynolds stress tensor into the transport part, the oscillation part, and the error

as shown on the right-hand side of the above identity. In the remainder of this Section we

estimate these terms separately.

Lemma 17 (The transport part)

‖R(∂two + v · ∇wo)‖α ≤ C
(
λα

µ
+

µ2

λ1−α

)
. (49)

Proof This is proved in Lemma 7.1, p. 22 of [1] for d = 3 and is valid for d = 2 as well. �

Lemma 18 (The oscillation term)∥∥∥R(div (wo ⊗ wo + qId + R̊)
)∥∥∥

α
≤ C µ2

λ1−α . (50)

18
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Proof This is proved in Lemma 7.2, p. 23 of [1] for d = 3. The main difference in the case

d = 2 is in the role of q.

Recalling that R(y, s) = ρ(s)Id− R̊(y, s), see (26), and noting that ρ = ρ(t) is a function

of t only,

div (wo ⊗ wo + R̊+ qId)

= div (wo ⊗ wo −R+ qId)

= div

(
wo ⊗ wo −R−

(
|wo|2

2
− ν ψ

2
o

2

)
Id

)
+∇

(
q +
|wo|2

2
− ν ψ

2
o

2

)
= div y

(
W ⊗W −R−

(
|W |2

2
− νΨ2

2

)
Id

)
+ λdiv ξ

(
W ⊗W −

(
|W |2

2
− νΨ2

2

)
Id

)
+ ∇

(
q +
|wo|2

2
− ν ψ

2
o

2

)
= div y

(
W ⊗W −R−

(
|W |2

2
− νΨ2

2

)
Id

)

= div y

 ∑
|k|2=ν

Uke
iλk·x −

∑
|k|2=ν

ãke
iλk·xId


where two cancelations occur by construction of wo, see (13), and by definition of q, see

(35). The estimate follows from Corollary 13 with m = 1. �

Lemma 19 (The error - I)

‖R∂twc‖α ≤ C
µ2

λ1−α . (51)

Proof This is proved in Lemma 7.3, p. 23 of [1] for d = 3. For clarity we briefly recall it

for d = 2 with the appropriate adjustments.

Recall that uc =
∑
|k|2=ν ψk(λx)∇⊥ak(x, t, λt) was defined in (47) and thus

∂tuc(x, t) = λ
∑
|k|2=ν

ψk(λx)∇⊥∂τak(x, t, λt)

+
∑
|k|2=ν

ψk(λx)∇⊥∂sak(x, t, λt)

But for any vector-valued function A(y, s, τ), we have

div

(
A(x, t, λt)⊗ k

|k|3
eiλk·x

)
= iλA(x, t, λt)

eiλk·x

|k|
+ eiλk·x

(
k

|k|3
· ∇
)
A(x, t, λt)
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hence

ψk(λx)A(x, t, λt)eiλk·x =
1

iλ
div

(
A(x, t, λt)⊗ k

|k|3
eiλk·x

)
− 1

iλ
eiλk·x

(
k

|k|3
· ∇
)
A(x, t, λt).

Therefore ∂tuc is of the form

∂tuc = divUc + ũc

where

‖Uc‖α ≤ Cµλα, ‖ũc‖α ≤ Cµ2λα

owing to the estimates from Lemma 14. In turn,

‖R∂twc‖α ≤ 1

λ
(‖RQdivUc‖α + ‖RQũc‖α)

≤ C

λ
(‖Uc‖α + ‖ũc‖α)

≤ C
µ2

λ1−α

owing to the estimates (39), (41), and (43). �

Lemma 20 (The error - II)

‖R(div (v1 ⊗ wc + wc ⊗ v1 − wc ⊗ wc))‖α ≤ C
µ

λ1−2α
. (52)

Proof This is proved in Lemma 7.4, p. 24 of [1] for d = 3 and the proof is valid in the

case d = 2. �

Lemma 21 (The error - III)

‖R(div (v ⊗ wo))‖α ≤ C
µ2

λ1−α . (53)

Proof This is proved in Lemma 7.4, p. 24 of [1] for d = 3 and we briefly indicate the proof

in the case d = 2. Using that div ξbk = 0, we find

div (v ⊗ wo) = wo · ∇v + (divwo)v

=
∑
|k|2=ν

ak(bk · ∇)v + (∇ak · bk)v

=
∑
|k|2=ν

[
ak

(
ik⊥

|k|
· ∇
)
v +

(
∇ak ·

ik⊥

|k|

)
v

]
eiλk·x.

The estimate follows from Corollary 13 with m = 1. �
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8 Conclusion: proof of Proposition 2

Recall that e(t) is given as in Proposition 2 and that (v, p, R̊) is assumed to solve the

Euler-Reynolds system (3) and to satisfy the bounds (4) and (5).

We have now all estimates available in order to fix the parameters µ, λ, and α so that

the estimates (6), (7), (8), and (9) may hold. For simplicity we will take

µ = λβ (54)

for some β to be determined (although strictly speaking this can only hold up to some

constant depending only on β since it is required that µ ∈ N). Recall that C denotes a

generic constant (possibly) depending on e, v, R̊, ν, α, and δ, but not on λ nor µ.

Recall that the constant M of Proposition 2 has already been fixed in (33) so that

√
ν‖ψo‖0 and ‖wo‖0 ≤

√
M

2

√
δ. (55)

Since v1 − v = wo + wc, the bound (8) on v1 − v follows provided

‖wc‖α ≤ C
µ

λ1−α = Cλα+β−1 ≤
√
δ.

The bound (9) on p1 − p = −
(
|wo|2

2 − ν ψ
2
o

2

)
also follows from (55).

The bound (6) on the energy follows from (48) provided

C
µ

λ1−α = Cλα+β−1 ≤ δ

8
min
t∈[0,T ]

e(t).

Finally, the estimates (17), (50), (51), (52), and (53), imply that

‖R̊1‖α ≤ C(λα−β + λα+2β−1 + λ2α+β−1).

In conclusion, imposing

α < β and α+ 2β < 1 (56)

ensures that the bounds (6), (7), (8), and (9) hold provided λ is chosen sufficiently large.

This concludes the proof of Proposition 2.

9 Proof of Theorem 3

In this Section we fix d = 3. The proof of Theorem 3 follows from a closer analysis of the

proof of Theorem 1.
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Lemma 22 Let e, v, p, R̊ be given. Let R,wo, wc, v1, R̊1 be defined as in (26), (27), (34),

and (37). Then, there exist constants C = C(e, v, p, R̊) and γ > 0 such that

‖wc‖α ≤ Cλ−γ (57)∣∣∣∣ˆ
T3

v · wo dx
∣∣∣∣ ≤ Cλ−γ (58)∣∣∣∣ˆ

T3

wo ⊗ wo dx−Rdx
∣∣∣∣ ≤ Cλ−γ (59)∣∣∣∣ˆ

T3

v1 ⊗ v1 − v ⊗ v − wo ⊗ wo dx
∣∣∣∣ ≤ Cλ−γ (60)

‖R̊1‖α ≤ Cλ−γ . (61)

Proof Take 0 < α < β < 1 satisfying α+ 2β < 1, see (56), and set

γ = min (1− α− 2β, β − α, 1− 2α− β) .

Estimate (57) is Lemma 15. Estimates (58), (59) and (60) follow from the proof of

Lemma 16. Specifically, (58) follows since v is fixed and wo is oscillatory, and (59) fol-

lows since wo ⊗ wo −R is the sum of oscillatory terms. For (60) we write

ˆ
T3

v1⊗v1 dx =

ˆ
T3

v⊗v dx+

ˆ
T3

wo⊗wo dx+

ˆ
T3

(v ⊗ w + w ⊗ v + wo ⊗ wc + wc ⊗ wo) dx.

The estimate follows since wo is oscillatory and wc is small (v is fixed). Estimate (61) follows

from Lemmas 7.1-7.4 of [1]. �

The following is a refined version of Proposition 2.

Proposition 23 Let e be as above and let v, p, R̊ solve the Euler-Reynolds system. Suppose

that there exist 0 < δ ≤ 1 satisfying∣∣∣∣e(t)(1− δ)− ˆ
T3

|v(t)|2 dx
∣∣∣∣ ≤ δ

4
e(t)

‖R̊‖0 ≤ ηδ.

Let R, v1 = v+w = v+wo = wc, p1 = p+ q, R̊1 be defined as in (26), (27), (34), (35), and

(37), so that they satisfy the Euler-Reynolds system:

∂tv1 + div (v1 ⊗ v1) +∇p = div R̊1.

For any ε′, the following inequalities are satisfied provided λ is chosen sufficiently large
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depending on (v, p, R̊). ∣∣∣∣e(t)(1− δ

2

)
−
ˆ
T3

|v1(t)|2 dx
∣∣∣∣ ≤ δ

8
e(t) (62)

‖R̊1‖0 ≤ min

(
1

2
ηδ, ε′

)
(63)

‖v1 − v‖0 ≤ M
√
δ, (64)

‖v1 − v‖H−1 ≤ ε′, (65)

‖p1 − p‖0 ≤ Mδ (66)∣∣∣∣ˆ
T3

v1 ⊗ v1 dx−
ˆ
T3

v ⊗ v dx−
ˆ
T3

wo ⊗ wo dx
∣∣∣∣ ≤ ε′ (67)∣∣∣∣ˆ

T3

wo ⊗ wo −Rdx
∣∣∣∣ ≤ ε′. (68)

Proof With

ρ(t) =
1

3(2π)3

[
e(t)

(
1− δ

2

)
−
ˆ
T3

|v(x, t)|2 dx
]

(69)

we have
min0≤t≤T e(t)δ

12(2π)3
< ρ(t) ≤ max0≤t≤T e(t)δ

4(2π)3
. (70)

Owing to the definition (30) of η we obtain∥∥∥∥Rρ − Id

∥∥∥∥
0

=

∥∥∥∥∥R̊ρ
∥∥∥∥∥

0

< r0.

Thus, v1, p1, R1 etc. can be defined and estimated as in Lemma 22. We will now choose λ

in Lemma 22 sufficiently large (depending on e, v, p, R̃) so that the desired estimates hold.

Recalling the definition (26) of R in terms of ρ, we have

e(t)

(
1− δ

2

)
−
ˆ
T3

|v1(t)|2 dx

= e(t)

(
1− δ

2

)
−
ˆ
T3

|v(t)|2 dx−
ˆ
T3

|wo|2 dx+

ˆ
T3

(
|v1|2 − |v|2 − |wo|2

)
dx

= −
ˆ
T3

(
|wo|2 − trR

)
dx+

ˆ
T3

(
|v1|2 − |v|2 − |wo|2

)
dx.

Invoking (59) and (60), we obtain (62) with large λ.

From (61) it is clear that the bound (63) on R̊1 holds with λ large.

From (57), wc can be made arbitrarily small with λ large, while from (27) and (32) we

have |wo| ≤ 1
2M

′√ρ̃ ≤ 1
2M
√
δ. Thus, the bounds (64) on v1 − v = wo + wc and (66) on

p1 − p = − |wo|
2

2 follow with λ large. Furthermore, wo is a fast oscillating function and wc

is small in the sup-norm, so that we achieve the H−1-bound (65) on v1 − v as well with λ

large.
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Finally, (59) and (60) trivially imply (67) and (68) with large λ. �

9.1 Proof of Theorem 3

We are now ready to prove that the solution v, p constructed in Theorem 1 in the case d = 3

satisfies the estimates of Theorem 3 provided λ is chosen sufficiently large at each iteration.

Set

ε0 :=
1

2
min

0≤t≤T
e(t).

We recall that the solution (v, p) is obtained as a limit

v := lim
n
v(n), p := lim

n
p(n)

where the sequences v(n), p(n) are as follows. We let

v(0) = 0, p(0) = 0, R̊(0) = 0.

For n ≥ 0, we construct

v(n+1) = v(n) + w(n+1), p(n+1) = p(n) + q(n+1), R̊(n+1)

using Proposition 23 with v(n) = v, p(n) = p, R̊(n) = R̊1, v(n+1) = v1, w
(n+1)
o = wo,

w
(n+1)
c = wc, R

(n+1) = R, and

δ = 2−n−1, ε′ = min

(
1

6
ε02−n−1, ε2−n−1

)
. (71)

Observe in particular that

ρ(1)(t) ≥ ε0
3(2π)3

, t ∈ [0, T ]

according to (69) with v = 0 and δ = 1 (step n = 0).

Now

‖v‖H−1 ≤
∞∑
n=0

‖w(n+1)‖H−1 ≤ ε

easily follows from (65). This establishes (10).
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Next, for each n,ˆ
T3

v(n+1) ⊗ v(n+1) dx =

ˆ
T3

v(n) ⊗ v(n) +

ˆ
T3

w(n+1)
o ⊗ w(n+1)

o dx

+

ˆ
T3

(
v(n+1) ⊗ v(n+1) − v(n) ⊗ v(n) − w(n+1)

o ⊗ w(n+1)
o

)
dx

=

ˆ
T3

v(n) ⊗ v(n) +

ˆ
T3

R(n+1) dx

+

ˆ
T3

(
w(n+1)
o ⊗ w(n+1)

o −R(n+1)
)
dx

+

ˆ
T3

(
v(n+1) ⊗ v(n+1) − v(n) ⊗ v(n) − w(n+1)

o ⊗ w(n+1)
o

)
dx

=

ˆ
T3

v(n) ⊗ v(n) + 3(2π)3ρ(n+1)Id−
ˆ
T3

R̊(n+1) dx

+

ˆ
T3

(
w(n+1)
o ⊗ w(n+1)

o −R(n+1)
)
dx

+

ˆ
T3

(
v(n+1) ⊗ v(n+1) − v(n) ⊗ v(n) − w(n+1)

o ⊗ w(n+1)
o

)
dx.

But the sum of the last two integrals is bounded by 1
3ε02−n−1 using (67), (68), and (71).

Then,

ˆ
T3

v ⊗ v dx = −
∞∑
n=0

ˆ
T3

R̊(n+1) dx+ 3(2π)3
∞∑
n=0

ρ(n+1)Id + error

where “error” denotes a term which is bounded by 1
3ε0. Also, by (63) and (71) we have∣∣∣∣∣

∞∑
n=0

ˆ
T3

R̊(n+1) dx

∣∣∣∣∣ ≤ 1

6
ε0

and so ˆ
T3

v ⊗ v dx = 3(2π)3
∞∑
n=0

ρ(n+1)Id + error′

where the new error term is bounded by 1
2ε0. Since ρ(n+1) ≥ 0 for n ≥ 1 and 3(2π)3ρ(1) ≥ ε0,

and setting i = j we have ∣∣∣∣ˆ
T3

v ⊗ v dx− ε0Id

∣∣∣∣ ≥ 1

2
|ε0Id| .

This implies that
´
T3 v ⊗ v dx has full rank. �
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