SUBCRITICAL APPROXIMATION OF A YAMABE TYPE NON LOCAL EQUATION: A GAMMA-CONVERGENCE APPROACH
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Abstract. We investigate a natural approximation by subcritical Sobolev embeddings of the Sobolev quotient for the fractional Sobolev spaces $H^s$ for any $0 < s < N/2$, using $\Gamma$-convergence techniques. We show that, for such approximations, optimal functions always exist and exhibit a concentration effect of the $H^s$ energy at one point.

1. Introduction

For any real $s > 0$, consider the standard fractional Sobolev space $H^s$ defined via the Fourier transform

$$H^s(\mathbb{R}^N) = \{ u \in L^2(\mathbb{R}^N) : |\xi|^s \hat{u}(\xi) \in L^2(\mathbb{R}^N) \},$$

where

$$\hat{u}(\xi) = \mathcal{F}(u)(\xi) = \frac{1}{(2\pi)^{\frac{N}{2}}} \int_{\mathbb{R}^N} e^{-ix \cdot \xi} u(x) \, dx.$$

As usual, the space $H^s(\mathbb{R}^N)$ can be equivalently defined as the completion of $C_0^\infty(\mathbb{R}^N)$ with respect to the norm

$$\|u\|_{H^s}^2 = \|(Id - \Delta)^{\frac{s}{2}} u\|_{L^2}^2 = \int_{\mathbb{R}^N} (1 + |\xi|^2)^s |\hat{u}(\xi)|^2 \, d\xi,$$

where the operator $(Id - \Delta)^{\frac{s}{2}} = \mathcal{F}^{-1} \circ M_{(1 + |\xi|^2)^{s/2}} \circ \mathcal{F}$ is conjugate to the multiplication operator on $L^2(\mathbb{R}^N)$ given by the function $(1 + |\xi|^2)^{s/2}$.

It is well known that for $0 < s < N/2$, the following Sobolev inequality does hold for some positive constant $S^*$, depending only on $N$ and $s$,

$$\|u\|_{L^{2^*}_{L^2}}^{2^*} \leq S^* \|(\Delta)^{\frac{s}{2}} u\|_{L^2}^{2^*} \quad \forall u \in C_0^\infty(\mathbb{R}^N),$$

where $2^* = 2^*(N, s) := 2N/(N - 2s)$ is the Sobolev critical exponent; and the same inequality is valid by density on $H^s(\mathbb{R}^N)$. 
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In order to discuss inequality (1.2), it is very natural to introduce the homogeneous Sobolev space \( \dot{H}^s \) by

\[
\dot{H}^s(\mathbb{R}^N) = \left\{ u \in L^{2^*}(\mathbb{R}^N) : |\xi|^s \hat{u}(\xi) \in L^2(\mathbb{R}^N) \right\}. 
\]

This space can be equivalently defined as the completion of \( C_0^\infty(\mathbb{R}^N) \) under the norm

\[
\| u \|_{\dot{H}^s}^2 = \| (-\Delta)^{s/2} u \|_{L^2}^2 = \int_{\mathbb{R}^N} |\xi|^{2s} |\hat{u}(\xi)|^2 d\xi
\]

and inequality (1.2) holds by density on \( \dot{H}^s(\mathbb{R}^N) \).

When \( 0 < s < 1 \), an alternative formula for the norm on \( \dot{H}^s(\mathbb{R}^N) \) can be given via the Gagliardo seminorm:

\[
\int_{\mathbb{R}^N} |\xi|^{2s} |\hat{u}(\xi)|^2 d\xi = c(N, s) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^2}{|x - y|^{N+2s}} \, dx \, dy.
\]

This can be proved by a direct calculation using Fourier transform (see, e.g., [13, Proposition 3.4]). However, for \( s \geq 1 \), the previous equality fails, since in such case the right hand-side in (1.4) is known to be finite if and only if \( u \) is constant. Again in such a restrict range of validity for \( s \), one can also consider the Sobolev inequality (1.2) as the following trace inequality

\[
\| u \|^2_{L^{2^*}} \leq S^{s/2} \int_{\mathbb{R}^N} |\xi|^{2s} |\hat{u}(\xi)|^2 d\xi \leq C(N, s) \int_{\mathbb{R}^N} \int_0^\infty |\nabla U|^2 t^{1-2s} \, dx \, dt;
\]

see [9].

In this paper we are interested into investigate a natural approximation to (1.2) via subcritical Sobolev inequalities, from a variational point of view, in the full range of validity \( 0 < s < N/2 \). For this, from now on we have to deal with the norm using Fourier as in (1.3). Also, it is convenient to consider the following maximization problem

\[
S^* := \sup \left\{ \int_{\mathbb{R}^N} |u|^{2^*} dx : u \in \dot{H}^s(\mathbb{R}^N), \int_{\mathbb{R}^N} |(-\Delta)^{s/2} u|^2 dx \leq 1 \right\}.
\]

Clearly, the validity of (1.2) is equivalent to show that the constant \( S^* \) given by (1.6) is finite. The explicit form of the maximizers, whose existence is not trivial since the critical embedding is not compact because of dilation and translation invariance, has been shown by Cotsiolis & Tavoularis in [11], together with the computation of the optimal constant; see Section 2.

Analogously, for any bounded domain \( \Omega \subset \mathbb{R}^N \), one can consider the following maximization problem (or Sobolev embedding)

\[
S^*_\Omega := \sup \left\{ \int_{\Omega} |u|^{2^*} dx : u \in \dot{H}^s(\Omega), \int_{\mathbb{R}^N} |(-\Delta)^{s/2} u|^2 dx \leq 1 \right\},
\]

where the Sobolev space \( \dot{H}^s(\Omega) \) is given as the closure of \( C_0^\infty(\Omega) \) in \( \dot{H}^s(\mathbb{R}^N) \) with the norm in (1.3).
A simple scaling argument on compactly supported smooth functions shows that \( S^* = S^*_\Omega \), but in view of [11, Theorem 1.1], the variational problem (1.7) has no maximizer (see Theorem 2.1 below). This is not the case when one considers the subcritical embeddings. For any \( 0 < \varepsilon < 2^* - 2 \), we set

\[
S^*_\varepsilon := \sup \left\{ F_\varepsilon(u) : u \in \dot{H}^s(\Omega), \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 dx \leq 1 \right\},
\]

where \( F_\varepsilon(u) := \int_\Omega |u|^{2^* - \varepsilon} dx \).

Clearly, since \( \Omega \) is a bounded domain, the embedding \( \dot{H}^s(\Omega) \hookrightarrow L^{2^* - \varepsilon}(\Omega) \) is compact and this will assure the existence of a maximizer \( u_\varepsilon \in \dot{H}^s \) for the previous problem.

The aim of this paper is to investigate what happens when \( \varepsilon \to 0 \) both to the subcritical Sobolev constant \( S^*_\varepsilon \) given in (1.8) and to the corresponding maximizers \( u_\varepsilon \), i.e. the corresponding optimal functions of the embedding \( \dot{H}^s(\Omega) \hookrightarrow L^{2^* - \varepsilon}(\Omega) \).

At least in the local case \( s = 1 \), this problem has been widely investigated during the last decades, mainly, by studying the Euler-Lagrange equation for the functional \( F_\varepsilon \) given by (1.9), among functions with \( \dot{H}^1 \) norm equal to one; that is,

\[
-\Delta u_\varepsilon = \lambda |u_\varepsilon|^{2^* - 2 - \varepsilon} u_\varepsilon \quad \text{in} \ (\dot{H}^1(\Omega))^',
\]

where \( \lambda \) is a Lagrange multiplier.

In particular, we would mention the preliminary paper [3] in the case when \( \Omega \) is the unit ball in \( \mathbb{R}^3 \), where it has been showed that the solutions \( u_\varepsilon \) of (1.10), maximizing the Sobolev quotient, are such that

\[
\lim_{\varepsilon \to 0} \varepsilon u_\varepsilon^2(0) = \frac{32}{\pi} \quad \text{and} \quad \lim_{\varepsilon \to 0} \varepsilon^{-1/2} u_\varepsilon(x) = \frac{\sqrt{\pi}}{4\sqrt{2}} \left( \frac{1}{|x|} - 1 \right), \quad \forall x \neq 0.
\]

In [7], Brezis & Peletier extended such result to the case of \( \Omega \) being a spherical domain, along with other interesting statements. In particular, in [7] it has been showed that the subcritical solutions concentrate at one special point of \( \Omega \); the authors also conjectured that the same kind of results holds for non spherical domains. Such conjecture has been proved in the case of any smooth bounded domain \( \Omega \) by Han in [20] and by Rey in [30], by showing that the solutions of (1.10), with maximal Sobolev energy, concentrate at one point \( x_0 \in \Omega \) being a critical point for the Robin function \( R_\Omega \), the diagonal of the regular part of the Green function in \( \Omega \).

In order to obtain this concentration result, even without localizing the blowing-up, the proofs of all the results above also utilize standard elliptic regularity techniques that require to work in smooth domains. We would notice that further regularity assumptions on \( \Omega \) are not for free, since they will imply that the associated Robin function \( R_\Omega \) diverges at the boundary, and this yields that the
concentration point $x_0$ belongs to the interior of $\Omega$. This is not the case in [28], when a concentration up to the boundary has been proven in an example of a nonsmooth domain $\tilde{\Omega}$, previously defined in [16].

Recently, one of the authors has proven similar concentration results when $s = 1$ in the case of any bounded domain $\Omega$ with no regularity assumptions, as well as describing the asymptotic analysis of the Sobolev quotient (1.8) in term of De Giorgi’s $\Gamma$-convergence (see [24], and also [25] for the nonlinear case in the Sobolev spaces $W^{1,p}$).

Here, we can extend the analysis of the subcritical Sobolev embeddings in the more general $\dot{H}^s$ framework, for any $0 < s < N/2$, in turn implying the natural concentration result in any bounded domain, possibly non smooth. In this direction, our analysis is one of the first in the nonlocal framework, together with the one related to some improved fractional Sobolev embeddings and to the concentration-compactness principle for bounded sequences in the fractional Sobolev spaces, established by two of the authors in the forthcoming paper [26]. Also, it is worth mentioning the relevant papers on the fractional Yamabe problem on manifold with boundary by Escobar ([15]) in the case when $s = 1/2$, and by Gonzalez and Qing ([19]) when $s \in (0, 1)$.

Let us come back to the variational form in the subcritical problem (1.8). We will carefully analyze the asymptotic behavior of the energy functionals $F_\varepsilon$, by means of $\Gamma$-convergence techniques. The analysis here is much in the spirit of [24, 25] and [1], but with serious differences in the proofs, firstly due to the nonlocality of the fractional Sobolev spaces (for which we refer to Section 2.1). Moreover, in the aforementioned papers the existence of a recovery sequence is proven by means of compactness and locality properties of the $\Gamma$-limit. Here, we pursue a different strategy that will permit us to explicitly exhibit such recovery sequences; see also the remarks at the beginning of Section 3.1.

Our main result is condensed in the following

**Theorem 1.1.** Let $\Omega \subseteq \mathbb{R}^N$ be a bounded domain and let $X$ be the space

$$X = X(\Omega) := \{(u, \mu) \in \dot{H}^s(\Omega) \times M(\mathbb{R}^N) : \mu \geq \frac{1}{\varepsilon} \\left\| (-\Delta)^{\frac{s}{2}} u \right\|^2_{L^2} dx, \mu(\mathbb{R}^N) \leq 1\},$$

endowed with the product topology $\tau$ such that

\begin{equation}
(u_n, \mu_n) \rightharpoonup (u, \mu) \Longleftrightarrow \begin{cases} u_n \rightharpoonup u \text{ in } L^{2^*_s}(\Omega), \\ \mu_n \rightharpoonup \mu \text{ in } M(\mathbb{R}^N). \end{cases}
\end{equation}

Let us consider the following family of functionals

\begin{equation}
F_\varepsilon(u, \mu) := \int_\Omega |u|^{2^*_s - \varepsilon} dx \quad \forall (u, \mu) \in X
\end{equation}
Then, as \( \varepsilon \to 0 \), the \( \Gamma^+ \)-limit of the family of functionals \( F_{\varepsilon} \) with respect to the topology \( \tau \) corresponding to (1.11) is the functional \( F \) defined by

\[
F(u, \mu) = \int_{\Omega} |u|^2^* \, dx + S^* \sum_{j=1}^{\infty} \mu_j^2^*, \quad \forall (u, \mu) \in X.
\]

Here \( S^* \) is the best Sobolev constant in \( \mathbb{R}^N \) and the numbers \( \mu_j \) are the coefficients of the atomic part of the measure \( \mu \).

It would be interesting to prove results analogous to those in the preceding theorem with respect to the equivalent norms (1.4) and (1.5), i.e., taking the measure \( \mu \) as limit of energy densities in \( \mathbb{R}^N \times \mathbb{R}^N \) or \( \mathbb{R}^N \times (0, \infty) \), respectively, and describing the corresponding loss of compactness in terms of atomic measures (as in Theorem 2.2 below).

As a consequence of the result in Theorem 1.1, together with the \( \Gamma^+ \)-convergence property of convergence of maximizers, we can also deduce that the sequences of maximizers \( \{u_{\varepsilon}\} \) for \( S_{\varepsilon}^* \) concentrate energy at one point \( x_0 \in \Omega \), in clear accordance with the local case.

**Corollary 1.2.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded open set and for each \( 0 < \varepsilon < 2^* - 2 \) let \( u_{\varepsilon} \in H^s(\Omega) \) be a maximizer for \( S_{\varepsilon}^* \). Then, as \( \varepsilon = \varepsilon_n \to 0 \), up to subsequences \( u_n = u_{\varepsilon_n} \) satisfies \( u_n \to 0 \) in \( L^2(\Omega) \) and it concentrates at some point \( x_0 \in \Omega \) in \( H^s \), i.e.

\[
|(-\Delta)^{\frac{s}{2}} u_n|^2 \, dx \rightharpoonup \delta_{x_0} \text{ in } \mathcal{M}(\mathbb{R}^N).
\]

Finally, it is worth noticing that Theorem 1.1 could have its own relevance also to identify the location of the concentration point in the nonlocal case. Indeed, it can be read as the necessary first step in the asymptotic development by \( \Gamma \)-convergence (as firstly introduced in [2]; see also the recent paper [6]) of the functionals in (1.12). In this sense, a second order expansion of the \( \Gamma \)-limit could bring the desired informations on the concentration of the maximizing sequences, as in [1], where different energies involving critical growth problems have been studied (see, also, [16] and [18]).

In this respect, another subcritical problem that would be very natural to investigate is the fractional counterpart of the Brezis-Nirenberg problem

\[
(-\Delta)^s u - \eta u = |u|^{2^* - 2} u \quad \text{in } (H^s(\Omega))',
\]

where \( \eta > 0 \) is a parameter. Well known results for \( s = 1 \) (see [8]) and \( s = 2m \) an even integer (see [29]) suggest that, even for fractional values of \( s \), existence results for (1.13) should always depend in a delicate way on \( \eta \) (for preliminary results in this direction, see, e.g., [32] when \( s \in (0, 1) \), and [5, 35] though with a slightly different definition of the fractional Laplacian; see also [14] and [31] for related results for nonlinear fractional Schrödinger equations).

The paper is organized as follows. In Section 2 below, we recall some recent results about the functions in the fractional Sobolev space \( \dot{H}^s \), as the concentration-compactness alternative and some workarounds to handle the nonlocality of the
fractional Laplacian, which will be relevant in the rest of the paper. Section 3 is devoted to the \( \Gamma \)-convergence analysis as given by Theorem 1.1 and subsequently to the proof of the concentration result in Corollary 1.2.

2. Preliminaries

In this section, we recall some recent results involving the fractional Sobolev inequality (1.2) and the analysis of the effects of the corresponding lack of compactness.

Firstly, we state the aforementioned theorem proved in [11] which gives the optimal constant in the Sobolev inequality (1.2) together with the explicit formula for those functions giving equality in the inequality.

**Theorem 2.1.** ([11, Theorem 1.1]) Let \( 0 < s < \frac{N}{2} \) and \( 2^* = \frac{2N}{N - 2s} \).

\[
\|u\|_{L^{2^*}(\mathbb{R}^N)}^{2^*} \leq S_* \|(-\Delta)^{\frac{s}{2}} u\|_{L^{2^*}(\mathbb{R}^N)}^{2^*} \quad \forall u \in \dot{H}^s(\mathbb{R}^N),
\]

where

\[
S_* = \left(2^{-2s} \pi^{-s} \frac{\Gamma\left(\frac{N-2s}{2}\right) \Gamma(N) \Gamma(N/2)}{\Gamma\left(\frac{N+2s}{2}\right)}\right)^{\frac{2}{N}}
\]

and \( \Gamma \) is the Gamma function.

For \( u \neq 0 \), we have equality in (2.1) if and only if

\[
u_n(x) = \frac{c}{(\lambda^2 + |x - x_0|^2)^{\frac{N-2s}{2}}} \quad \forall x \in \mathbb{R}^N,
\]

where \( c \in \mathbb{R} \setminus \{0\}, \lambda > 0 \) and \( x_0 \in \mathbb{R}^N \) are fixed constants.

The theorem above in the case \( s = 1 \) has been proved in [34] and also in [4], where the connection with the Yamabe problem is also discussed. When \( 2 \leq s < \frac{N}{2} \) is an even integer the same result was obtained some years later in [33], following the ideas in [21] and [22]. The proof in [11] is based on a sharp form of the Hardy-Littlewood-Sobolev inequality. By means of the moving planes method, formula (2.2) has been also obtained by Chen, Li & Ou in [10]; and, at least when \( 0 < s < 1 \), in [17] one can find a third approach through symmetrization techniques applied to the norm in the right hand-side of (1.4).

An important contribution in order to study the behavior of a maximizing sequence for (1.6) and (1.7) is to establish a concentration-compactness alternative for bounded sequences in the fractional space \( \dot{H}^s \), as stated in the following theorem, proved in [26] using ideas and methods introduced in the pioneering works [21] and [22].

**Theorem 2.2.** ([26, Theorem 1.5]). Let \( \Omega \subseteq \mathbb{R}^N \) an open subset and let \( \{u_n\} \) be a sequence in \( \dot{H}^s(\Omega) \) weakly converging to \( u \) as \( n \to \infty \) and such that

\[\|(-\Delta)^{\frac{s}{2}} u_n\|_{L^2} \to \mu \quad \text{and} \quad |u_n|_{L^{2^*}} \to \nu \quad \text{in} \ \mathcal{M}(\mathbb{R}^N).\]
Then, either \( u_n \to u \) in \( L^{2^*}_\text{loc}(\mathbb{R}^N) \) or there exists a (at most countable) set of distinct points \( \{x_j\}_{j \in J} \) and positive numbers \( \{\nu_j\}_{j \in J} \) such that we have

\[
\nu = |u|^2 \, dx + \sum_j \nu_j \delta_{x_j}.
\]

If, in addition, \( \Omega \) is bounded, then there exist a positive measure \( \tilde{\mu} \in \mathcal{M}(\mathbb{R}^N) \) with \( \text{spt} \tilde{\mu} \subset \overline{\Omega} \) and positive numbers \( \{\mu_j\}_{j \in J} \) such that

\[
\mu = |(-\Delta)_{\frac{s}{2}} u|^2 dx + \tilde{\mu} + \sum_j \mu_j \delta_{x_j}, \quad \nu_j \leq S^*(\mu_j)^{\frac{2}{s^*}}.
\]

A consequence of the previous theorem which will be useful in the next section is the following result which shows that on bounded domains there is no energy loss in the concentration process.

**Proposition 2.3.** ([26, Proposition 6.5]). Let \( 0 < 2s < N \), let \( \Omega \subset \mathbb{R}^N \) be a bounded open set and let \( \{u_n\} \subset \dot{H}^s(\Omega) \) such that \( u_n \rightharpoonup 0 \) as \( n \to \infty \). For any open set \( A \subset \mathbb{R}^N \) such that \( \overline{\Omega} \cap \overline{A} = \emptyset \) we have

\[
\int_A |(-\Delta)_{\frac{s}{2}} u_n|^2 dx \to 0 \quad \text{as} \quad n \to \infty.
\]

We conclude this section with

### 2.1. Some useful lemmas

One of the main difficulties to handle functions in the fractional Sobolev spaces is given by the intrinsic nonlocality. In the rest of the paper we will make use of the following two lemmas which are workarounds to use cut-off functions and provide a way to manipulate smooth truncations for the fractional Laplacian; their proofs carefully requires properties of multipliers between Sobolev spaces and strong commutator estimates (see [26]).

**Lemma 2.4.** ([26, Lemma 6.1]). Let \( 0 < s < N/2 \) and let \( u \in \dot{H}^s(\mathbb{R}^N) \). Let \( \varphi \in C^\infty_0(\mathbb{R}^N) \) and for each \( \lambda > 0 \) let \( \varphi_\lambda(x) := \varphi(\lambda^{-1}x) \). Then

\[
u = \varphi(u) \rightharpoonup 0 \quad \text{in} \quad \dot{H}^s(\mathbb{R}^N) \quad \text{as} \quad \lambda \to 0.
\]

If, in addition, \( \varphi \equiv 1 \) in a neighborhood of the origin, then

\[
u = \varphi(u) \rightharpoonup u \quad \text{in} \quad \dot{H}^s(\mathbb{R}^N) \quad \text{as} \quad \lambda \to \infty.
\]

**Lemma 2.5.** ([26, Lemma 6.2]). Let \( 0 < s < N/2 \), let \( \Omega \subset \mathbb{R}^N \) a bounded open set and let \( \varphi \in C^\infty_0(\mathbb{R}^N) \). Then the commutator \( [\varphi, (-\Delta)_{\frac{s}{2}}] : \dot{H}^s(\Omega) \to L^2(\mathbb{R}^N) \) is a compact operator, i.e.

\[
\varphi((-\Delta)_{\frac{s}{2}} u_n) - (-\Delta)_{\frac{s}{2}} (\varphi u_n) \to 0 \quad \text{in} \quad L^2(\mathbb{R}^N)
\]

whenever \( u_n \rightharpoonup 0 \) in \( \dot{H}^s(\Omega) \) as \( n \to \infty \).
3. Subcritical approximation of the Sobolev quotient

Let $\Omega$ be a bounded domain in $\mathbb{R}^N$, $s \in \mathbb{R}$, $0 < s < N/2$. In the introduction we have considered the following problem for $\varepsilon \in (0, 2^* - 2)$

$$S^*_\varepsilon = \sup \left\{ \int |u|^{2^* - \varepsilon} dx : u \in \dot{H}^s(\Omega), \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 dx \leq 1 \right\}.$$  \hspace{1cm} (3.1)

The goal of the present section is to describe the asymptotic behavior as $\varepsilon \to 0$ of the optimal constants $S^*_\varepsilon$ associated to the embeddings $\dot{H}^s(\Omega) \hookrightarrow L^{2^* - \varepsilon}(\Omega)$ and of the corresponding maximizers, studying the family $\{F_\varepsilon\}$ of functionals

$$F_\varepsilon(u) := \int_{\Omega} |u|^{2^* - \varepsilon} dx,$$

on the set $\{ u \in \dot{H}^s(\Omega), \int_{\mathbb{R}^N} |(-\Delta)^{\frac{s}{2}} u|^2 dx \leq 1 \}$. 

The main tool is the notion of $\Gamma$-convergence in the sense of De Giorgi (see [12] for an introduction) and the crucial point is to introduce a convenient functional framework in which performing the passage to the limit, i.e., the functional space $X$ endowed with the topology $\tau$ as given in Theorem 1.1.

The reason for the choice of $X$ can be described as follows. We are interested in the asymptotic behavior of the sequence $\{F_\varepsilon(u_\varepsilon)\}$ for every sequence $\{u_\varepsilon\}$ such that $\|(-\Delta)^{\frac{s}{2}} u_\varepsilon\|_{L^{2^*}(\mathbb{R}^N)} \leq 1$. The constraint on the “Dirichlet energy” of $u_\varepsilon$ implies that, up to subsequences, there exists $\mu \in \mathcal{M}(\mathbb{R}^N)$ and $u \in \dot{H}^s(\Omega)$ such that $\mu(\mathbb{R}^N) \leq 1$, $\|(-\Delta)^{\frac{s}{2}} u_\varepsilon\|_{L^{2^*}(\mathbb{R}^N)} \rightarrow \mu$ in $\mathcal{M}(\mathbb{R}^N)$ and $u_\varepsilon \rightharpoonup u$ in $\dot{H}^s$. Clearly, by Sobolev embedding, we also have $u_\varepsilon \rightarrow u$ in $L^{2^*}(\Omega)$. By Fatou’s Lemma, we deduce $\mu \geq \|(-\Delta)^{\frac{s}{2}} u\|_{L^{2^*}(\Omega)}^2$ and we can always decompose $\mu$ in

$$\mu = \|(-\Delta)^{\frac{s}{2}} u\|_{L^{2^*}(\Omega)}^2 + \tilde{\mu} + \sum_{j=1}^{\infty} \mu_j \delta_{x_j},$$

where $\mu_j \in [0, 1]$ and $\{x_j\} \subseteq \overline{\Omega}$ are distinct points; the positive measure $\tilde{\mu}$ can be viewed as the “non-atomic part” of the measure $\mu - \|(-\Delta)^{\frac{s}{2}} u\|_{L^{2^*}(\Omega)}^2$. In view of this decomposition, the definition of $X$ given in Theorem 1.1 is very natural; moreover the space $X$ is sequentially compact in the topology $\tau$. Indeed, if $\{u_n, \mu_n\} \subseteq X$, then $\{u_n\}$ is bounded in $\dot{H}^s(\Omega)$. Up to subsequences, $\mu_n \rightharpoonup \mu$ in $\mathcal{M}(\mathbb{R}^N)$ and $u_n \rightharpoonup u$ in $\dot{H}^s(\Omega)$ (and in $L^{2^*}(\Omega)$, by Sobolev embeddings) and the inequalities defining $X$ still hold for $(u, \mu)$ by weak lower semicontinuity.

Since $X$ appears as a sort of completion of $\dot{H}^s(\Omega)$ in the weak topology of the product $L^{2^*}(\Omega) \times \mathcal{M}(\mathbb{R}^N)$, it would be interesting to understand whether, as in the case $s = 1$ (see [1, Proposition 2.3]), every pair $(u, \mu)$ in $X$ can be actually approximated in the topology $\tau$ by a sequence of the form $\{(u_\varepsilon, |(-\Delta)^{\frac{s}{2}} u_\varepsilon|_{L^{2^*}(\Omega)}^2)\}$. We will not pursue this point here.

Note that, since the embeddings $\dot{H}^s(\Omega) \hookrightarrow L^{2^* - \varepsilon}(\Omega)$ are compact (see for instance [27, Lemma 10] for a simple proof), the functionals $F_\varepsilon$ as extended to $X$
by (3.2) are continuous and Proposition 3.1 below show that there are no further maximizers in the space $X$.

As a consequence, we have that the $\Gamma^+$-convergence of functionals in this space implies the convergence of maximizers $\{u_\varepsilon\}$ of $F_\varepsilon$ to the maxima of $F$; this will allow an alternative proof of the concentration for the sequences $\{u_\varepsilon\}$.

**Proposition 3.1.** For any $\varepsilon > 0$, let $(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon) \in X$ be such that
\[
\sup_{(u,\mu) \in X} F_\varepsilon(u,\mu) = F_\varepsilon(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon).
\]
Then $\bar{\mu}_\varepsilon = |(\Delta)^{\frac{a}{2}}\bar{u}_\varepsilon|^2dx$.

**Proof.** We observe that the supremum is attained at some $(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon)$ because $X$ is sequentially compact and $F_\varepsilon$ is sequentially continuous (due to the compact embedding $H^a(\Omega) \to L^{2^*}(\Omega)$).

Clearly, we may suppose $\bar{\mu}_\varepsilon(\mathbb{R}^N) = 1$. Indeed, if we have $\lambda_\varepsilon := \bar{\mu}_\varepsilon(\mathbb{R}^N) < 1$, then we may consider the pair $(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon/\lambda_\varepsilon)$ which belongs to the space $X$ and satisfies $(\bar{\mu}_\varepsilon/\lambda_\varepsilon)(\mathbb{R}^N) = 1$ and
\[
F_\varepsilon(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon/\lambda_\varepsilon) = F_\varepsilon(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon) = \max_{(u,\mu) \in X} F_\varepsilon(u,\mu).
\]
Since $\bar{u}_\varepsilon \neq 0$, by the definition of $X$ we have $0 < \|(\Delta)^{\frac{a}{2}}\bar{u}_\varepsilon\|_{L^2} \leq 1$. Hence, if we set
\[
\alpha = \alpha(\varepsilon) := \frac{1}{\|\bar{u}_\varepsilon\|^2_{H^a(\Omega)}} \geq 1,
\]
we may consider a new pair $(\tilde{u}_\varepsilon, \tilde{\mu}_\varepsilon)$ given by
\[
\tilde{u}_\varepsilon := \sqrt{\alpha}\bar{u}_\varepsilon \quad \text{and} \quad \tilde{\mu}_\varepsilon := \alpha \|(\Delta)^{\frac{a}{2}}\bar{u}_\varepsilon\|^2dx.
\]
Note that $(\tilde{u}_\varepsilon, \tilde{\mu}_\varepsilon)$ belongs to the space $X$ and it satisfies
\[
F_\varepsilon(\tilde{u}_\varepsilon, \tilde{\mu}_\varepsilon) = \alpha^{2^*-a} F_\varepsilon(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon) = \alpha^{2^*-a} \max_{(u,\mu) \in X} F_\varepsilon(u,\mu).
\]
Clearly, (3.3) and (3.4) imply that $\alpha = 1$, $(\tilde{u}_\varepsilon, \|(\Delta)^{\frac{a}{2}}\tilde{u}_\varepsilon\|^2dx)$ is a maximizer and $\|\tilde{u}_\varepsilon\|_{H^a(\Omega)} = 1$. Since $1 = \int \|(\Delta)^{\frac{a}{2}}\tilde{u}_\varepsilon\|^2dx \leq \tilde{\mu}_\varepsilon(\mathbb{R}^N) = 1$, we have $\tilde{\mu}_\varepsilon = \|(\Delta)^{\frac{a}{2}}\tilde{u}_\varepsilon\|^2dx$ and the proof is complete.

### 3.1. Proof of the $\Gamma^+$-convergence result

We first recall the definition of $\Gamma^+$-convergence adapted to our framework (see [12] for further details).

**Definition 3.2.** We say that the family $\{F_\varepsilon\}$ $\Gamma^+$-converges to a functional $F : X \to [0, \infty)$, as $\varepsilon \to 0$, if for every $(u,\mu) \in X$ the following conditions hold:

(i) for every sequence $\{(u_\varepsilon,\mu_\varepsilon)\} \subset X$ such that $u_\varepsilon \rightharpoonup u$ in $L^{2^*}(\Omega)$ and $\mu_\varepsilon \rightharpoonup^* \mu$ in $\mathcal{M}(\mathbb{R}^N)$

\[
F(u,\mu) \geq \limsup_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon,\mu_\varepsilon);
\]
there exists a sequence $\{\bar{u}_\varepsilon, \bar{\mu}_\varepsilon\} \subset X$ such that $\bar{u}_\varepsilon \rightharpoonup u$ in $L^{2^*}(\Omega)$, $\bar{\mu}_\varepsilon \rightharpoonup \mu$ in $\mathcal{M}(\mathbb{R}^N)$ and

$$F(u, \mu) \leq \liminf_{\varepsilon \to 0} F_\varepsilon(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon).$$

The $\Gamma^+$-limsup inequality (i) easily follows from the concentration-compactness alternative stated in Section 2 (see forthcoming Proposition 3.3). The proof of the $\Gamma^+$-liminf inequality (ii) (i.e., the construction of a recovery sequence) is more delicate. In the case $s = 1$ it is proved in [24], following the strategy adopted in the proof of [1, Theorem 3.1]. As already mentioned in the introduction, both in [1] and in [24], the authors prove the existence of a recovery sequence and the $\Gamma^+$-liminf inequality, working in two separate cases $(u, \mu) = (u, |\nabla u|^2 dx + \tilde{\mu})$ and $(u, \mu) = (0, \sum_i \mu_i \delta_{x_i})$ and cover the general case by means of compactness and locality properties of the $\Gamma^+$-limit. Here, we follow a different strategy and we explicitly construct a recovery sequence using the optimal functions given by Theorem 2.1.

The proof of the $\Gamma^+$-limsup inequality (i) is given by the following result.

**Proposition 3.3.** For every $(u, \mu) \in X$ and for every sequence $\{(u_\varepsilon, \mu_\varepsilon)\} \subset X$ such that $(u_\varepsilon, \mu_\varepsilon) \tau \rightarrow (u, \mu)$, we have

$$F(u, \mu) \geq \limsup_{\varepsilon \to 0} F_\varepsilon(u_\varepsilon, \mu_\varepsilon).$$

**Proof.** Let $\{(u_\varepsilon, \mu_\varepsilon)\}$ be a sequence in $X$ such that $(u_\varepsilon, \mu_\varepsilon) \tau \rightarrow (u, \mu)$; clearly, $\mu = |(-\Delta)^{s/2} u|^2 dx + \tilde{\mu} + \sum_{j=1}^{\infty} \mu_j \delta_{x_j}$, for some $\tilde{\mu} \in \mathcal{M}_+(\mathbb{R}^N)$, $\{\mu_j\} \subseteq (0, 1)$ and $\{x_j\} \subseteq \mathbb{R}^N$. Up to subsequences, there exists a measure $\nu \in \mathcal{M}(\mathbb{R}^N)$ such that $|u_\varepsilon|^2 dx \rightharpoonup \nu$. and by Theorem 2.2 there exists a set of nonnegative numbers $\{\nu_j\}_{j \in J}$ such that (up to reordering the points $\{x_j\}$ and the $\{\mu_j\}$)

$$\nu = |u|^2 dx + \sum_j \nu_j \delta_{x_j} \quad \text{and} \quad \nu_j \leq S^* \mu_j^{2^*_s}. \tag{3.5}$$

Using Hölder Inequality, we have

$$F_\varepsilon(u_\varepsilon, \mu_\varepsilon) = \int_{\Omega} |u_\varepsilon|^{2^* - \varepsilon} dx \leq \left( \int_{\Omega} |u_\varepsilon|^{2^*} dx \right)^{\frac{2^* - \varepsilon}{2^*}} |\Omega|^{\frac{\varepsilon}{2^*}},$$

hence, the definition of $\nu$ and (3.5) yield

$$\limsup_{\varepsilon \to 0^+} F_\varepsilon(u_\varepsilon, \mu_\varepsilon) \leq \limsup_{\varepsilon \to 0^+} \left( \int_{\Omega} |u_\varepsilon|^{2^*} dx \right)^{\frac{2^* - \varepsilon}{2^*}} |\Omega|^{\frac{\varepsilon}{2^*}} \leq \nu(\Omega) \leq \int_{\Omega} |u|^{2^*} dx + S^* \sum_{i=1}^{\infty} \mu_i^{2^*_s} \leq F(u, \mu).$$

$\square$
Now, we will prove the $\Gamma^+-\liminf$ inequality (ii).

It is convenient to define a relevant subset of configurations $\tilde{X} \subset X$ as follows

$$\tilde{X} := \left\{ (u, \mu) \in \dot{H}^s(\Omega) \times M(\mathbb{R}^N) : \mu = |(-\Delta)^{\frac{s}{2}} u|^2 dx + \tilde{\mu} + \sum_{j=1}^n \mu_j \delta_{x_j}, \mu(\mathbb{R}^N) < 1 \right\}.$$ 

For any pair $(u, \mu)$ in $\tilde{X}$ we will prove the existence of a recovery sequence $\{(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon)\}$ for the $\Gamma^+-\liminf$ inequality, as stated in the following proposition.

**Proposition 3.4.** For any $(u, \mu) \in \tilde{X}$ there exists a sequence $\{(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon)\}$ such that $(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon) \tau \rightarrow (u, \mu)$ and

$$\lim_{\varepsilon \rightarrow 0} F_\varepsilon(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon) \geq F(u, \mu). \quad (3.6)$$

Finally, we will prove the $\Gamma^+-\liminf$ inequality in the whole space $X$, by a diagonal argument using recovery sequences for the elements of $\tilde{X}$.

In order to prove Proposition 3.4, first, for any point $x_j$ in $\overline{\Omega}$ we construct a sequence $\{v^j_\varepsilon\}$ that concentrates energy at $x_j$ (see forthcoming Proposition 3.5). Then, we show that we can glue such sequences $\{v^j_\varepsilon\}$ into a sequence $\{u^A_\varepsilon\}$ such that it concentrates at any finite set of points $\{x_j\}$ in $\overline{\Omega}$ (see Corollary 3.6). Thus, the sequence $\{u^A_\varepsilon\}$ will be the recovery sequence for a pair $(0, \mu) \in \tilde{X}$ when $\mu$ is purely atomic.

Finally, for any pair $(u, \mu)$ in $\tilde{X}$, we will able to join the function $u$ to the sequence $\{u^A_\varepsilon\}$, adding suitably their corresponding measures, to obtain the desired recovery sequence $\{(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon)\}$ satisfying (3.6). More precisely, combining the lemmas in Section 2.1 with a careful choice of the supports of the approximating functions $\{u^A_\varepsilon\}$ will give an admissible sequence $\{(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon)\} \subseteq X$. Then, a precise calculation still based on Lemma 2.4 and Lemma 2.5 will give (3.6).

We start with the following result.

**Proposition 3.5.** For any $x_0 \in \overline{\Omega}$ there exists a sequence $\{v_\varepsilon\} \subset \dot{H}^s(\Omega)$ such that

(i) $\{(v_\varepsilon, |(-\Delta)^{\frac{s}{2}} v_\varepsilon|^2 dx)\} \subseteq X$ and $\tau$-converges to $(0, \delta_{x_0})$ as $\varepsilon \rightarrow 0$;

(ii) $\lim_{\varepsilon \rightarrow 0} \text{dist}_H(\text{spt } v_\varepsilon, \{x_0\}) = 0$;

(iii) $\lim_{\varepsilon \rightarrow 0} \int_\Omega |v_\varepsilon|^{2^*-\varepsilon} dx = S^*$.

**Proof.** We assume that $x_0$ is an interior point of $\Omega$ and we construct the sequence $\{v_\varepsilon\}$ modifying the extremal functions $u$ for the Sobolev embedding $S^*$ given by Theorem 2.1.

Let $u \in \dot{H}^s(\mathbb{R}^N)$ defined as follows

$$u(x) = \frac{c}{(1 + |x - x_0|^2)^{\frac{N-2s}{2}}}, \quad \forall x \in \mathbb{R}^N,$$

where the positive constant $c$ is chosen such that $\|u\|_{\dot{H}^s} = 1$. 

If, for any positive \( \varepsilon \), we set \( w_\varepsilon(x) := \varepsilon^{-\frac{N-2s}{2}} u(x/\varepsilon) \), then we have
\[
\int_{\mathbb{R}^N} |w_\varepsilon|^{2^*} \, dx = S^* \quad \text{and} \quad \|w_\varepsilon\|_{H^s} = 1,
\]
by scaling invariance of \( L^{2^*} \) and \( \dot{H}^s \) norms.

Moreover, the function \( w_\varepsilon \) satisfies \( w_\varepsilon \to 0 \) in \( L^2(\mathbb{R}^N) \) and \( |(-\Delta)^{\frac{s}{2}} w_\varepsilon|^2 \, dx \overset{\varepsilon \to 0}{\to} \delta_{x_0} \) in \( \mathcal{M}(\mathbb{R}^N) \) as \( \varepsilon \to 0 \), since a direct calculation for any \( \rho > 0 \) gives
\[
(3.8) \quad w_\varepsilon \overset{\varepsilon \to 0}{\longrightarrow} 0 \quad \text{in} \quad L^{2^*}(\mathbb{R}^N \setminus B_\rho(x_0)) \quad \text{and} \quad |(-\Delta)^{\frac{s}{2}} w_\varepsilon|^2 \overset{\varepsilon \to 0}{\longrightarrow} 0 \quad \text{in} \quad L^2(\mathbb{R}^N \setminus B_\rho(x_0)).
\]

We want to localize the sequence \( w_\varepsilon \) in smaller and smaller neighborhoods of \( x_0 \).

For any fixed positive \( \rho \), take a cut-off function \( \varphi \in C_0^\infty(\mathbb{R}^N) \) such that \( \varphi \equiv 1 \) in \( B_\rho(x_0) \), \( \varphi \equiv 0 \) in \( \mathbb{R}^N \setminus B_{2\rho}(x_0) \) and \( 0 \leq \varphi \leq 1 \). For any \( \varepsilon > 0 \), we define
\[
\bar{v}_\varepsilon(x) := \varphi(x) w_\varepsilon(x)
\]
and we claim that, as \( \varepsilon \to 0 \),
\[
(3.9) \quad \bar{v}_\varepsilon \to 0 \quad \text{in} \quad L^{2^*}(\Omega), \quad \|\bar{v}_\varepsilon\|_{H^s} \to 1 \quad \text{and} \quad \int_{\Omega} |\bar{v}_\varepsilon|^{2^* - \varepsilon} \, dx \to S^*.
\]
The first convergence result in (3.9) is a direct consequence of (3.8). In order to prove the second, note that \( \|u\|_{H^s} = 1 \), hence Lemma 2.4 yields
\[
\|\bar{v}_\varepsilon\|_{H^s} = \int_{\mathbb{R}^N} \left| (-\Delta)^{\frac{s}{2}} (\varphi(x) w_\varepsilon(x/\varepsilon)) \right|^2 \, dx
\]
\[
= \int_{\mathbb{R}^N} \left| (-\Delta)^{\frac{s}{2}} (\varphi(x) u(x)) \right|^2 \, dy \overset{\varepsilon \to 0}{\longrightarrow} 1.
\]
The last convergence result in (3.9) is more delicate. We split the integral into two parts, namely \( I_{1,\varepsilon} \) and \( I_{2,\varepsilon} \) given by
\[
I_{1,\varepsilon} := \int_{\Omega \cap \{ w_\varepsilon < 1 \}} |\varphi w_\varepsilon|^{2^* - \varepsilon} \, dx \quad \text{and} \quad I_{2,\varepsilon} := \int_{\Omega \cap \{ w_\varepsilon \geq 1 \}} |\varphi w_\varepsilon|^{2^* - \varepsilon} \, dx.
\]
Since \( |w_\varepsilon|^{2^* - \varepsilon} \leq 1 \) in \( \Omega \cap \{ w_\varepsilon < 1 \} \) uniformly in \( \varepsilon \) and \( |\varphi w_\varepsilon(x)|^{2^* - \varepsilon} \to 0 \) a.e. as \( \varepsilon \to 0 \), we deduce that \( I_{1,\varepsilon} \) vanishes as \( \varepsilon \) goes to 0.

For \( I_{2,\varepsilon} \) first we want to prove that
\[
(3.10) \quad \lim_{\varepsilon \to 0} \left\| \frac{\varphi^{2^* - \varepsilon}}{w_\varepsilon} - 1 \right\|_{L^\infty(\{ w_\varepsilon \geq 1 \})} = 0.
\]
Note that, for \( \varepsilon \) small enough, we have \( \{ w_\varepsilon \geq 1 \} \subseteq B_\rho(x_0) \) and then
\[
\frac{\varphi^{2^* - \varepsilon}}{w_\varepsilon} - 1 = \frac{1}{w_\varepsilon} - 1 \quad \text{in} \quad \Omega \cap \{ w_\varepsilon < 1 \}. \quad \text{Hence, (3.10) follows once we show that}
\]
\[
(3.11) \quad \lim_{\varepsilon \to 0} \left\| w_\varepsilon - 1 \right\|_{L^\infty(\{ w_\varepsilon \geq 1 \})} = 0.
\]
Clearly, on \( \Omega \cap \{ w_\varepsilon \geq 1 \} \) the function \( w_\varepsilon \) satisfies
\[
1 \leq w_\varepsilon \leq (\max w_\varepsilon)^\varepsilon = \left( c\varepsilon^{-\frac{N-2s}{2}} \right)^\varepsilon
\]
and thus we obtain (3.11) and in turn (3.10) as \( \varepsilon \to 0 \).

Combining (3.10) with (3.7), \( I_{2,\varepsilon} \) can be estimating as follows

\[
I_{2,\varepsilon} = \int_{\Omega \cap \{w_\varepsilon \geq 1\}} |v_\varepsilon w_\varepsilon|^{2^* - \varepsilon} \, dx = \int_{\Omega \cap \{w_\varepsilon \geq 1\}} \frac{|v_\varepsilon|^{2^* - \varepsilon}}{w_\varepsilon^{\varepsilon}} \|w_\varepsilon\|^{2^*} \, dx
\]

\[
= \int_{\Omega \cap \{w_\varepsilon \geq 1\}} |v_\varepsilon|^{2^*} \, dx + o(1) \xrightarrow{\varepsilon \to 0} S^*.
\]

Thus, (3.9) holds for any \( \rho > 0 \) small enough, whence a diagonal argument as \( \rho \searrow 0 \) gives a sequence \( \{\tilde{v}_\varepsilon\} \) such that (3.9) holds, since \( \tilde{v}_\varepsilon \to 0 \) in \( L^{2^*}(\Omega) \) and \( \lim_{\varepsilon \to 0} \text{dist}_H(\text{spt} \tilde{v}_\varepsilon, \{x_0\}) = 0 \).

Note that, by Proposition 2.3, \( \tilde{v}_\varepsilon \) also satisfies

\[
|(-\Delta)^{\frac{s}{2}} \tilde{v}_\varepsilon|^{2^*} \, dx \to 0 \quad \text{in} \quad L^{2^*}(\mathbb{R}^N \setminus \overline{B_{\rho}(x_0)}) \quad \text{as} \quad \varepsilon \to 0.
\]

Finally, for any \( \varepsilon > 0 \), we set

\[
v_\varepsilon(x) := \frac{\tilde{v}_\varepsilon(x)}{\|\tilde{v}_\varepsilon\|_{H^s}}.
\]

Claim (i) follows readily from (3.9) and (3.12). Claim (ii) holds by construction, since the function \( \tilde{v}_\varepsilon \) has the same property. Finally, a simple calculation of the \( L^{2^* - \varepsilon} \) norm of the function \( v_\varepsilon \) gives

\[
\int_{\Omega} \|v_\varepsilon\|^{2^* - \varepsilon} \, dx = \|\tilde{v}_\varepsilon\|^{(2^* - \varepsilon)} \int_{\Omega} |\tilde{v}_\varepsilon|^{2^* - \varepsilon} \, dx \to S^* \quad \text{as} \quad \varepsilon \to 0,
\]

which proves claim (iii).

To complete the proof, we observe that the case of \( x_0 \in \partial \Omega \) can be obtained by a standard diagonal argument taking an approximating sequence of points \( \{x_k\} \subseteq \Omega \) converging to \( x_0 \) and the optimal sequences corresponding to each \( x_k \).

**Corollary 3.6.** For any finite set of distinct points \( \{x_1, x_2, ..., x_n\} \subseteq \overline{\Omega} \) and for any set of positive numbers \( \{\mu_1, \mu_2, ..., \mu_n\} \subseteq \mathbb{R} \) such that \( \sum_j \mu_j < 1 \), there exists a sequence \( \{u_\varepsilon^A\} \subseteq H^s(\Omega) \) such that

(i) \( \{(u_\varepsilon^A, |(-\Delta)^{\frac{s}{2}} u_\varepsilon^A|^{2} \, dx)\} \subseteq X \) and \( \tau \)-converges to \( (0, \sum_{j=1}^n \mu_j \delta_{x_j}) \) as \( \varepsilon \to 0 \);

(ii) \( \lim_{\varepsilon \to 0} \text{dist}_H(\text{spt} \ u_\varepsilon^A, \bigcup_j \{x_j\}) = 0 \).

(iii) \( \lim_{\varepsilon \to 0} \int_{\Omega} |u_\varepsilon^A|^{2^* - \varepsilon} \, dx = S^* \sum_{j=1}^n \mu_j^2 \).

**Proof.** Let us set \( A_j := B_{r_j}(x_j) \cap \Omega \) for any \( j = 1, 2, ..., n \), with radii \( r_j \) and \( r_i \) such that \( \text{dist}(A_j, A_i) > 0 \). By Proposition 3.5, there exists a sequence \( \{(u_\varepsilon^j, \mu_\varepsilon^j)\} \subseteq X \), with \( \mu_\varepsilon^j = |(-\Delta)^{\frac{s}{2}} v_\varepsilon^j|^{2} \, dx \) such that \( (u_\varepsilon^j, \mu_\varepsilon^j) \xrightarrow{\tau} (0, \delta_{x_j}) \), spt \( v_\varepsilon^j \subseteq A_j \), \( \text{dist}_H(\text{spt} v_\varepsilon^j, \{x_j\}) \to 0 \) as \( \varepsilon \to 0 \) and

\[
\lim_{\varepsilon \to 0} \int_{\Omega} |v_\varepsilon^j|^{2^* - \varepsilon} \, dx = S^*, \quad \text{for} \quad j = 1, 2, ..., n.
\]
Let us set \( u^A_\varepsilon := \sum_{j=1}^n \sqrt{\mu_j} v_j^i \).

Estimating the energy of the sequence \( \{|(-\Delta)^{\frac{1}{2}} u^A_\varepsilon|^2\} \) gives
\[
\int_{\mathbb{R}^N} |(-\Delta)^{\frac{1}{2}} u^A_\varepsilon|^2 dx = \sum_{j=1}^n \mu_j \int_{\mathbb{R}^N} |(-\Delta)^{\frac{1}{2}} v_j^i|^2 dx
+ 2 \sum_{i,j=1,i<j}^n \sqrt{\mu_i \mu_j} \langle (-\Delta)^{\frac{1}{2}} v_i^j, (-\Delta)^{\frac{1}{2}} v_j^i \rangle_{L^2(\mathbb{R}^N)}.
\]  
(3.13)

We claim that the last sum in the formula above converges to zero as \( \varepsilon \) goes to zero. Indeed, by Cauchy-Schwarz inequality, we get
\[
\left| \langle (-\Delta)^{\frac{1}{2}} v_i^j, (-\Delta)^{\frac{1}{2}} v_j^i \rangle \right|_{L^2(\mathbb{R}^N)}
\leq \left( \int_{\mathbb{R}^N} |(-\Delta)^{\frac{1}{2}} v_i^j|^2 dx \right)^{\frac{1}{2}} \left( \int_{H_i} |(-\Delta)^{\frac{1}{2}} v_j^i|^2 dx \right)^{\frac{1}{2}}
+ \left( \int_{\mathbb{R}^N} |(-\Delta)^{\frac{1}{2}} v_j^i|^2 dx \right)^{\frac{1}{2}} \left( \int_{H_j} |(-\Delta)^{\frac{1}{2}} v_i^j|^2 dx \right)^{\frac{1}{2}},
\]  
(3.14)

where, for \( i \) and \( j \) fixed, we have divided the whole space \( \mathbb{R}^N \) into two complementary half-spaces \( H_i \) and \( H_j \) such that \( A_i \subset H_i \) and \( A_j \subset H_j \).

Note that \( \int |(-\Delta)^{\frac{1}{2}} v_i^j|^2 dx \) is smaller than 1 uniformly with respect to \( \varepsilon \) because \( \{v_j^i, (-\Delta)^{\frac{1}{2}} v_i^j|^2\} \subseteq X \). Thus, (3.14) becomes
\[
\left| \langle (-\Delta)^{\frac{1}{2}} v_i^j, (-\Delta)^{\frac{1}{2}} v_j^i \rangle \right|_{L^2(\mathbb{R}^N)}
\leq \left( \int_{H_i} |(-\Delta)^{\frac{1}{2}} v_i^j|^2 dx \right)^{\frac{1}{2}} + \left( \int_{H_j} |(-\Delta)^{\frac{1}{2}} v_j^i|^2 dx \right)^{\frac{1}{2}}.
\]

On the other hand, since the measure \( |(-\Delta)^{\frac{1}{2}} v_i^j|^2 dx \) converges to \( \delta_{x_j} \) in \( \mathcal{M}(\mathbb{R}^N) \) as \( \varepsilon \to 0 \) and \( \text{spt} v_j^i \subseteq A_j \) for all \( j = 1, 2, ..., n \), Proposition 2.3 yields
\[
\int_{H_i} |(-\Delta)^{\frac{1}{2}} v_i^j|^2 dx \to 0 \quad \text{as} \quad \varepsilon \to 0 \quad \text{for} \quad i \neq j,
\]
that in turn implies
\[
\langle (-\Delta)^{\frac{1}{2}} v_i^j, (-\Delta)^{\frac{1}{2}} v_j^i \rangle_{L^2(\mathbb{R}^N)} \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]  
(3.15)

Combining (3.13) and (3.15) with the fact that each \( v_j^i \) concentrates energy at \( x_j \), in the sense of Proposition 3.5, we deduce that the constructed sequence \( \{|(-\Delta)^{\frac{1}{2}} u^A_\varepsilon|^2\} \) satisfies
\[
|(-\Delta)^{\frac{1}{2}} u^A_\varepsilon|^2 dx \xrightarrow{\ast} \sum_{j=1}^n \mu_j \delta_{x_j} \quad \text{in} \quad \mathcal{M}(\mathbb{R}^N).
\]
Finally, since $\sum_j \mu_j < 1$, by (3.13) we also deduce that $\int_{\mathbb{R}^N} |(-\Delta)\frac{2}{n} u^*_\varepsilon|^2 dx \leq 1$, for $\varepsilon$ small, hence $\{u^*_\varepsilon, |(-\Delta)\frac{2}{n} u^*_\varepsilon|^2 dx\} \subset X$, for $\varepsilon$ small and claim (i) is completely proved.

Note that (ii) follows by construction, because of Proposition 3.5.

Moreover, since $\text{spt} \ v_j^\varepsilon$ are mutually disjoint and $v_j^\varepsilon$ satisfies Proposition 3.5 (iii), we have

$$\int_{\Omega} |u^*_\varepsilon|^{2* - \varepsilon} dx = \sum_{j=1}^{n} \mu_j \int_{A_j} |v_j^\varepsilon|^{2* - \varepsilon} dx \xrightarrow{\varepsilon \to 0} S^* \sum_{j=1}^{n} \mu_j \frac{2}{n},$$

which concludes the proof of claim (iii).

Now, we are in position to prove the $\Gamma^+$-liminf inequality for the set of configurations $\tilde{X}$ as stated in Proposition 3.4. The main contribution is given by the sequence $\{(u^*_\varepsilon, (-\Delta)\frac{2}{n} u^*_\varepsilon|^2 dx)\}$ built in Corollary 3.6, but we have to carefully modify it in order to obtain the desired recovery sequence $\{(\tilde{u}_\varepsilon, \tilde{\mu}_\varepsilon)\}$.

**Proof of Proposition 3.4.** Let $(u, \mu)$ be any fixed pair in $\tilde{X}$, i.e., $u \in \dot{H}^s(\Omega)$ and $\mu = |(-\Delta)^{\frac{s}{2}} u|^2 dx + \tilde{\mu} + \sum_{j=1}^{n} \mu_j \delta_{x_j} \in \mathcal{M}(\mathbb{R}^N)$, with $\mu(\mathbb{R}^N) < 1$ and let $\{u^*_\varepsilon\}$ be the corresponding sequence given by Corollary 3.6.

For $\sigma > 0$, take a cut-off function $\varphi_\sigma$ in $C_0^\infty(\mathbb{R}^N)$ such that $\varphi_\sigma \equiv 1$ in $\Omega \setminus \bigcup_j B_{2\rho_\sigma}(x_j)$, with $\rho_\sigma \to 0$ as $\sigma \to 0$, $\varphi_\sigma = 1 - \sum_{j=1}^{n} \bar{\varphi}(\frac{x - x_j}{\rho_\sigma})$, where $\bar{\varphi} \in C_0^\infty(B_2)$, $\bar{\varphi} \equiv 1$ on $\overline{B_1}$, $0 \leq \bar{\varphi} \leq 1$.

Now, we can define the sequence $\{(\tilde{u}_\varepsilon, \tilde{\mu}_\varepsilon)\}$ as follows

$$\tilde{u}_\varepsilon = u\varphi_\sigma + u^*_\varepsilon, \quad \tilde{\mu}_\varepsilon = \mu + |(-\Delta)^{\frac{s}{2}} (u\varphi_\sigma + u^*_\varepsilon)|^2 dx$$

and we claim that this is a recovery sequence for $(u\varphi_\sigma, |(-\Delta)^{\frac{s}{2}} (u\varphi_\sigma)|^2 dx + \tilde{\mu} + \sum_{j=1}^{n} \mu_j \delta_{x_j})$ as $\varepsilon \to 0$. Note that we will play with two positive parameters, namely $\varepsilon$ (which is the parameter for the atomic part of $\mu$) and $\sigma$ (which will control the diffuse part of $\mu$). We will take limits in these parameters in the following order: first $\varepsilon \to 0$, then $\sigma \to 0$. The recovery sequence for $(u, \mu)$ will be actually given by a further diagonal argument.

First, we claim that $\{(\tilde{u}_\varepsilon, \tilde{\mu}_\varepsilon)\} \subset X$ for $\varepsilon$ and $\sigma$ small enough. Since we have $\tilde{u}_\varepsilon \in \dot{H}^s(\Omega)$ (because $\varphi_\sigma$ is a multiplier in $\dot{H}^s(\Omega)$; see [23]) and $\tilde{\mu}_\varepsilon \geq |(-\Delta)^{\frac{s}{2}} \tilde{u}_\varepsilon|^2 dx$, this claim reduces to proving that

$$\tilde{\mu}_\varepsilon(\mathbb{R}^N) \leq 1. \quad (3.16)$$
In order to check (3.16), for any \( \varepsilon, \sigma > 0 \) we compute
\[
\bar{\mu}_\varepsilon(\mathbb{R}^N) = \bar{\mu}(\mathbb{R}^N) + \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\sigma}{2}}(u\varphi_\sigma + u_\varepsilon^A)|^2 \, dx
\]
\begin{equation}
(3.17)
= \bar{\mu}(\mathbb{R}^N) + \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\sigma}{2}}(u\varphi_\sigma)|^2 \, dx + \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\sigma}{2}}(u_\varepsilon^A)|^2 \, dx \\
+ \langle (-\Delta)^{\frac{\sigma}{2}}(u\varphi_\sigma), (-\Delta)^{\frac{\sigma}{2}}u_\varepsilon^A \rangle_{L^2(\mathbb{R}^N)}.
\end{equation}
We can treat the last three terms in the right-hand side of equation (3.17) as follows.

For \( \sigma > 0 \) fixed, Corollary 3.6-(i) and Proposition 2.3 yield
\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\sigma}{2}}u_\varepsilon^A|^2 \, dx = \sum_{j=1}^n \mu_i.
\]
Again by Corollary 3.6 \( u_\varepsilon^A \to 0 \) in \( \dot{H}^s(\Omega) \), hence we have
\[
\lim_{\varepsilon \to 0} \langle (-\Delta)^{\frac{\sigma}{2}}(u\varphi_\sigma), (-\Delta)^{\frac{\sigma}{2}}u_\varepsilon^A \rangle_{L^2(\mathbb{R}^N)} = 0.
\]
Finally, from the definition of \( \varphi_\sigma \) and Lemma 2.4, we have
\[
\lim_{\sigma \to 0} \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\sigma}{2}}(u\varphi_\sigma)|^2 \, dx = \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\sigma}{2}}u|^2 \, dx.
\]
Thus, combining (3.18), (3.19), (3.20) with the fact that \( \mu(\mathbb{R}^N) \) is strictly less than 1 (recall that \( (u, \mu) \in \mathcal{X} \)), we can deduce the inequality in (3.16) for \( \varepsilon \) and \( \sigma \) small enough.

We prove that \( \{(\bar{u}_\varepsilon, \bar{\mu}_\varepsilon)\} \) \( \tau \)-converges to \( (u, \mu) \), i.e.,
\[
(3.21)
\bar{u}_\varepsilon \rightharpoonup u \text{ in } L^2(\Omega) \quad \text{and} \quad \bar{\mu}_\varepsilon \rightharpoonup \mu \text{ in } \mathcal{M}(\mathbb{R}^N).
\]
Clearly, \(|u\varphi_\sigma - u|^2 = |1 - \varphi_\sigma|^2|u|^{2^*} \leq |u|^{2^*}\), thus, \( \{u\varphi_\sigma\} \) converges strongly to \( u \) in \( L^{2^*} \), as \( \sigma \to 0 \), by Lebesgue’s Dominated Convergence Theorem, and then the first convergence result in (3.21) follows from the fact that the sequence \( \{u_\varepsilon^A\} \) weakly converges to 0 in \( L^{2^*}(\Omega) \) as \( \varepsilon \) goes to 0.

The second convergence result in (3.21) is a consequence of the convergence in the sense of measures of the sequence \( \{|(-\Delta)^{\frac{\sigma}{2}}u_\varepsilon^A|^2\} \) to the finite sum of Dirac masses \( \sum_j \mu_j \delta_{x_j} \), together with the fact that \( u_\varepsilon^A \to 0 \) as \( \varepsilon \to 0 \) and \( u\varphi_\sigma \to u \) in \( \dot{H}^s(\Omega) \) as \( \sigma \to 0 \) by Corollary 3.6 and Lemma 2.4, respectively. Indeed, by arguing as in (3.17), (3.20) and (3.18), for any \( \psi \in C_0^\infty(\mathbb{R}^N) \), we have
\[
\lim_{\sigma \to 0} \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \psi d\bar{\mu}_\varepsilon = \lim_{\sigma \to 0} \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \psi d\bar{\mu} \int_{\mathbb{R}^N} \psi \langle (-\Delta)^{\frac{\sigma}{2}}(u\varphi_\sigma + u_\varepsilon^A) \rangle^2 dx \\
= \int_{\mathbb{R}^N} \psi d\bar{\mu} \int_{\mathbb{R}^N} \psi \langle (-\Delta)^{\frac{\sigma}{2}}u \rangle^2 dx + \int_{\mathbb{R}^N} \psi d \sum_{j=1}^n \mu_j \delta_{x_j} \\
= \int_{\mathbb{R}^N} \psi d\mu,
\]
that completely proves (3.21).

In order to complete the proof, it remains to show that its energy $F_ε(\bar{u}_ε, \bar{μ}_ε)$ satisfies the liminf inequality stated in (3.6). Since $\text{dist}\left(\text{spt} (u_βσ), \bigcup_j B_{ρ_ε} (x_j)\right) > 0$, we can split the integral in $F_ε(\bar{u}_ε, \bar{μ}_ε)$ as follows
\[
F_ε(\bar{u}_ε, \bar{μ}_ε) = \int_Ω |u_ε|^{2^*-ε} dx = \int_Ω |u_βσ|^{2^*-ε} dx + \int_Ω |u_ε|^2 - \epsilon dx.
\]
By Dominated Convergence Theorem, we have
\[
\lim \left[ \lim_{ε→0} \int_Ω |u_ε|^2 dx \right] = \int_Ω |u|^2 dx.
\]
On the other hand, taking Corollary 3.6-(iii) into account, we have
\[
\int_Ω |u_ε|^2 - \epsilon → S^* \sum_{j=1}^n μ_ε^{2^*/2} \text{ as } ε → 0.
\]
Finally, combining (3.22), (3.23) and (3.24), we obtain (up to the diagonal argument on $ε$ and $σ$ mentioned at page 15)
\[
\lim_{ε→0} \inf \int_Ω |u_ε|^2 dx + S^* \sum_{j=1}^n μ_ε^{2^*/2} = F(u, μ).
\]

**Completion of the proof of the $Γ^+$-liminf inequality.** In view of Proposition 3.4, the $Γ^+$-liminf inequality in Theorem 1.1 holds for any $(u, μ) ∈ \bar{X}$. Thus, it is enough to check that $\bar{X} ⊆ X$ is $τ$-sequentially dense by an explicit approximation and that $F$ is continuous with respect to this approximation, in order to conclude by a standard diagonal argument.

For any pair $(u, μ) ∈ X$, we consider the sequence $\{(u_n, μ_n)\}$ defined as
\[
υ_n := c_nυ \text{ and } μ_n := c_n^2 (-(\Δ)^{\frac{2}{2}} u)^2 dx + n c_n^2 μ + \sum_{j=1}^n μ_j δ_{x_j},
\]
where $\{c_n\} ⊆ (0, 1)$ is any increasing sequence such that $c_n → 1$ as $n → ∞$.

Clearly, the sequence $\{(u_n, μ_n)\}$ is in $\bar{X}$, since, for any $n ∈ N$, $u_n ∈ \dot{H}^s(Ω)$ and $μ_n$ is a measure with a finite number of atoms such that $μ_n(\mathbb{R}^N) ≤ c_n μ(\mathbb{R}^N) ≤ c_n^2 < 1$. Moreover, $(u_n, μ_n) → (u, μ)$ as $n → ∞$, because $u_n → u$ in $\dot{H}^s(Ω)$ (hence weakly in $L^2(Ω)$) and, for any $ψ ∈ C_0^0(\mathbb{R}^N)$,
\[
\int_{\mathbb{R}^N} ψ dμ_n = \int_{\mathbb{R}^N} ψ c_n^2 (-(\Δ)^{\frac{2}{2}} u)^2 dx + \int_{\mathbb{R}^N} ψ c_n^2 dμ + \sum_{j=1}^n μ_j ψ(x_j)
\]
\[
= c_n^2 \left( \int_{\mathbb{R}^N} ψ (-(\Δ)^{\frac{2}{2}} u)^2 dx + \int_{\mathbb{R}^N} ψ dμ + \sum_{j=1}^n μ_j ψ(x_j) \right) \xrightarrow{n→∞} \int_{\mathbb{R}^N} ψ dμ.
\]
Finally, evaluating the functional $F$, we have
\[
F(u_n, \mu_n) = \int_{\Omega} c_n^{2^*} |u|^2 \, dx + S^* \sum_{j=1}^{n} (c_n^2 \mu_j)^{\frac{2^*}{2}}
\]
\[
= c_n^{2^*} \left( \int_{\Omega} |u|^2 \, dx + S^* \sum_{j=1}^{n} \mu_j^{\frac{2^*}{2}} \right) \to F(u, \mu), \quad \text{as } n \to \infty.
\]

3.2. Concentration of optimal functions. Here we show that, due to the $\Gamma^+$-convergence result, the maximizers \( \{ u_\varepsilon \} \) for the variational problem (3.1) concentrate energy at one point \( x_0 \in \Omega \) when \( \varepsilon \) goes to zero. The key result is the following optimal upper bound for the limit functional \( F \) on the space \( X \).

**Lemma 3.7.** For every \( (u, \mu) \in X \), we have
\[
F(u, \mu) \leq S^*
\]
and the equality holds if and only if \( (u, \mu) = (0, \delta_{x_0}) \) for some \( x_0 \in \Omega \).

**Proof.** We adapt the argument in the proof of [1, Lemma 3.6] for the case \( s = 1 \), using the well-known convexity trick by P. L. Lions.

For every \( (u, \mu) \in X \), by Sobolev inequality (2.1), we have
\[
F(u, \mu) \equiv \int_{\Omega} |u|^2 \, dx + S^* \sum_{j=1}^{\infty} \mu_j^{\frac{2^*}{2}} \leq S^* \left( \int_{\mathbb{R}^N} |(-\Delta)^\frac{s}{2} u|^2 \, dx \right)^{\frac{2^*}{2}} + S^* \sum_{j=1}^{\infty} \mu_j^{\frac{2^*}{2}}.
\]

Now, by the convexity of the function \( t \mapsto t^{\frac{2^*}{2}} \), for every fixed \( s \in (0, N/2) \), we get
\[
F(u, \mu) \leq S^* \left( \int_{\mathbb{R}^N} |(-\Delta)^\frac{s}{2} u|^2 \, dx \right)^{\frac{2^*}{2}} + S^* \sum_{j=1}^{\infty} \mu_j^{\frac{2^*}{2}}
\]
\[
\leq S^* \left( \int_{\mathbb{R}^N} |(-\Delta)^\frac{s}{2} u|^2 \, dx + \sum_{j=1}^{\infty} \mu_j \right)^{\frac{2^*}{2}} \leq S^* \left( \mu(\mathbb{R}^N) \right)^{\frac{2^*}{2}} \leq S^*
\]
which proves (3.25).

Note that equality clearly holds if \( (u, \mu) = (0, \delta_{x_0}) \), for some \( x_0 \in \Omega \).

Assume that equality in (3.25) holds for some pair \( (u, \mu) \in X \). Then, each inequality in (3.26) is in effect an equality. In particular, we deduce \( \tilde{\mu} = 0 \). If \( u \neq 0 \) then we also deduce by convexity that \( \mu_j = 0 \) for every \( j \). In turn, this fact yields \( \mu = |(-\Delta)^\frac{s}{2} u|^2 \, dx \) and \( u \in \dot{H}^s(\Omega) \) is optimal in Sobolev inequality (2.1), which contradicts Theorem 2.1. Thus, \( u = 0 \), equation (3.26) and the strict convexity implies that \( \mu = \delta_{x_0} \) for some \( x_0 \in \Omega \) as claimed. \( \square \)
Proof of Corollary 1.2. Now, by Theorem 1.1 and standard $\Gamma^+$-convergence properties, it follows that every sequence of maximizers of $F_\varepsilon$, which is in the form $\{(u_\varepsilon, |(-\Delta)^{\frac{s}{2}} u_\varepsilon|^2 \, dx)\}$ in view of Proposition 3.1, must converge (up to subsequences) to a pair $(u, \mu) \in X$ which is a maximizer for $F$, i.e.

$$(u_\varepsilon, |(-\Delta)^{\frac{s}{2}} u_\varepsilon|^2 \, dx) \rightharpoonup (u, \mu), \quad \text{with} \quad F(u, \mu) = \max_{X(\Omega)} F.$$

By Lemma 3.7, we have the upper bound $F(u, \mu) \leq S^*$ for every $(u, \mu) \in X$ and the equality is achieved if and only if $(u, \mu) = (0, \delta x_0)$ for some $x_0 \in \Omega$. Hence, it follows that $(u_\varepsilon, |(-\Delta)^{\frac{s}{2}} u_\varepsilon|^2 \, dx) \rightharpoonup (0, \delta x_0)$, which is the desired concentration property for the energy density. □
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