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Abstract

Metric measure spaces satisfying the reduced curvature-dimension condition CD∗(K,N)
and where the heat flow is linear are called RCD∗(K,N)-spaces. This class of non smooth
spaces contains Gromov-Hausdorff limits of Riemannian manifolds with Ricci curvature
bounded below by K and dimension bounded above by N . We prove that in RCD∗(K,N)-
spaces the following properties of the heat flow hold true: a Li-Yau type inequality, a
Bakry-Qian inequality, the Harnack inequality.
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1 Introduction

Given a smooth N -dimensional Riemannian manifold with nonnegative Ricci curvature, a
celebrated inequality of Li and Yau [26] states that, for every smooth nonnegative function
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f , one has

∆(logHtf) ≥ −N
2t
, (1.1)

where Ht = et∆ indicates the heat semigroup associated to the Laplace-Beltrami operator
∆ (strictly speaking, Li and Yau proved a stronger result, since (1.1) is valid for all positive
solutions of the heat equation, not just for u = Htf). One of the main objectives of this
paper is to establish Li-Yau type inequalities in non smooth spaces with Ricci curvature
lower bounds. Let us briefly introduce the framework.

Throughout the paper (X, d,m) indicates a metric measure space, m.m.s. for short; i.e.,
(X, d) is a complete and separable metric space (possibly non compact) and m is a probability
measure on it (in the setting of smooth Riemannian manifolds m corresponds to the volume
measure multiplicated by a suitable Gaussian and d is the usual Riemannian distance).

In this framework, using tools of optimal transportation, Lott-Villani [29] and Sturm [38]-
[39] detected the class of the so called CD(K,N)-spaces having Ricci curvature bounded below
by K ∈ R and dimension bounded above by N ∈ [1,∞]; this notion is compatible with the
classical one in the smooth setting (i.e., a Riemannian manifold has dimension less or equal to
N and Ricci curvature greater or equal to K if and only if it is a CD(K,N)-space), it is stable
under measured Gromov-Hausdorff convergence, and it implies fundamental properties as the
Bishop-Gromov volume growth, Bonnet-Myers diameter bound, the Lichnerowicz spectral
gap, the Brunn-Minkowski inequality, etc.
On the other hand, some basic properties like the local-to-global and the tensorization are
not clear for the CD(K,N) condition. In order to remedy to this inconvenient, Bacher-Sturm
[13] introduced a (a priori) weaker notion of curvature called reduced curvature condition, and
denoted with CD∗(K,N), which satisfies the aforementioned missing properties and share the
same nice geometric features of CD(K,N) (but some of the inequalities may not have the
optimal constant). For more details about curvature conditions see Subsection 2.2.

As a matter of facts, both the CD(K,N) and CD∗(K,N) conditions include Finsler geo-
metries [31]-[40]. In order to isolate the Riemannian-like structures, Ambrosio-Gigli-Savaré [5]
(see also [2] for a simplification of the axiomatization and the extension to σ-finite measures)
introduced the class of RCD(K,∞)-spaces. Such notion strengthens the CD(K,∞) condition
with the linearity of the heat flow (notice that on a smooth Finsler manifold, the RCD(K,∞)
property is equivalent to saying that the manifold is, in fact, Riemannian); as proved in [23],
the RCD(K,∞) condition is also stable under measured Gromov-Hausdorff convergence. Next,
we briefly recall the definition of heat flow in m.m. spaces.

First of all on a m.m.s. (X, d,m) we cannot speak of differential (or gradient) of a function
f but at least the modulus of the differential is m-a.e. well defined, it is called weak upper
differential and it is denoted with |Df |w (see Subsection 2.1 for more details). With this
object one defines the Cheeger energy of a measurable function f : X → R as

Ch(f) =

{
1
2

∫
X |Df |

2
w dm, if |Df |w ∈ L2(X,m),

+∞, otherwise.
(1.2)

Since Ch is convex and lowersemicontinuous on L2(X,m), one can apply the classical theory
of gradient flows of convex functionals in Hilbert spaces [3] and define the heat flow Ht as
the unique L2-gradient flow of Ch. The infinitesimal generator of this semigroup is called
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Laplacian and it is denoted with ∆. Let us remark that in general ∆ is not a linear operator,
and it is linear if and only if the heat flow Ht is linear.

In order to keep track of all the three conditions (lower bound on the Ricci curvature, finite
upper bound on the dimension, and infinitesimal Riemannian-like behavior) Erbar, Kuwada
and Sturm [16] and (slightly later, with different techniques) Ambrosio, Savaré and the sec-
ond named author [8], introduced the class RCD∗(K,N). Such class consists of those m.m.
spaces which satisfy the CD∗(K,N) condition and have linear heat flow. Also the RCD∗(K,N)
condition is stable under measured Gromov-Hausdorff convergence, so that limit spaces of Rie-
mannian manifolds with Ricci curvature bounded below by K and dimension bounded above
by N are RCD∗(K,N)-spaces. One of the main achievements of both groups of authors is that
the RCD∗(K,N) condition is equivalent to the dimensional Bochner inequality

∆
|∇f |2

2
≥ (∆f)2

N
+∇f · ∇∆f +K|∇f |2, (1.3)

properly understood in a weak sense. Let us remark that a very useful property of the Bochner
inequality proved by Savaré [35] is that it self-improves (for more details see Subsection 2.2).

RCD∗(K,N)-spaces satisfy nice geometric properties as the Cheeger-Gromoll splitting
Theorem [19], the Laplacian comparison Theorem [17], the Abresh-Gromoll inequality [24];
moreover, the local blow up for m-a.e. point is Euclidean [22] (more precisely, the space of
local blow ups in a point contains a Euclidean space) and the geodesics are essentially non
branching [34].

The main objective of this paper is instead to investigate special analytic properties of
RCD∗(K,N)-spaces. More precisely, we wish to prove estimates on the heat flow involving the
lower bound K on the curvature and the upper bound N on the dimension. Our strategy is
to use the dimensional Bochner inequality (1.3) in combination with the Γ-calculus developed
by Bakry-Emery [9] and Bakry-Ledoux [10] in the smooth setting. We have been inspired by
the paper [12] of Baudoin and the first named author in which, in the Riemannian setting,
a purely analytical approach to the Li-Yau program is provided. Such approach is flexible
enough that can be adapted to the setting of m. m. spaces. A key role is also played by the
fundamental papers of Ambrosio-Gigli-Savaré [4]-[5]-[6]-[7], where the calculus and the fine
properties of the heat flow in m.m. spaces are investigated.

Before stating the main theorems let us recall that P2(X) denotes the class of probability
measures with finite second moment on (X, d).

Our first main result is the following generalization of the Li-Yau inequality.

Theorem 1.1 (Li-Yau inequality). Let (X, d,m) be a RCD∗(0, N)-space with m(X) = 1 and
let f ∈ L1(X,m) with f ≥ 0 m-a.e. Then, for every T > 0 one has

|DHT f |2w − (∆HT f)(HT f) ≤ N

2T
(HT f)2 m-a.e. . (1.4)

If moreover fm ∈P2(X), then the inequality above can be rewritten as

|D logHT f |2w −
d

dt |t=T

logHtf ≤
N

2T
m-a.e. . (1.5)
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The second main result of the paper is a generalization to the setting of RCD∗(K,N)-
spaces of an inequality which was originally proved in the smooth setting by Bakry and Qian
in [11].

Theorem 1.2 (Bakry-Qian inequality). Let (X, d,m) be a RCD∗(K,N)-space with m(X) = 1
for some K > 0. Then, for every T > 0 and every f ∈ L1(X,m) with f ≥ 0 m-a.e. one has

∆HT f ≤
NK

4
HT f m-a.e. . (1.6)

Of course, if we choose the continuous representatives of ∆HT f and HT f , then the estimate
(1.6) holds true for every x ∈ X.

In out third main result we extend to the setting of RCD∗(K,N)-spaces an inequality
which in the smooth setting was obtained in [12] by Baudoin and the first named author.
Such inequality will be crucial for obtaining an Harnack inequality for the heat flow.

Theorem 1.3. Let (X, d,m) be a RCD∗(K,N)-space with m(X) = 1 and let f ∈ L1(X,m)
with f ≥ 0 m-a.e. Then, for every T > 0 one has

|DHT f |2w ≤ e−
2KT
3 (∆HT f)HT f +

NK

3

e−
4KT
3

1− e−
2KT
3

(HT f)2 m-a.e. (1.7)

If moreover fm ∈P2(X), then the inequality (1.7) can be rewritten as

|D logHT f |2w ≤ e−
2KT
3

∆HT f

HT f
+
NK

3

e−
4KT
3

1− e−
2KT
3

m-a.e. . (1.8)

The fourth result is an Harnack inequality for the heat flow. Let us remark that while the
proof of the previous results was a (non trivial) adaptation of the proofs in the smooth setting
mainly from [10], [11] and [12], the proof of the Harnack inequality uses new ideas from optimal
transportation. Indeed the problem in adapting the smooth proofs is the (a priori) lack of
continuity of |DHtf |w, in particular it is not clear if its restriction to a fixed geodesic makes
sense. To overcome this difficulty we work with families of geodesics where some optimal
transportation is performed and, thanks also to the construction of good geodesics under
curvature bounds by Rajala [33], we manage to prove the following theorem.

Theorem 1.4 (Harnack inequality). Let (X, d,m) be a RCD∗(K,N)-space with m(X) = 1,
and let f ∈ L1(X,m) with f ≥ 0 m-a.e. If K ≥ 0, then for every x, y ∈ X and 0 < s < t we
have

(Htf)(y) ≥ (Hsf)(x) e
− d2(x,y)

4(t−s)e
2Ks
3

(
1− e

2K
3
s

1− e
2K
3
t

)N
2

. (1.9)

If instead K < 0, then

(Htf)(y) ≥ (Hsf)(x) e
− d2(x,y)

4(t−s)e
2Kt
3

(
1− e

2K
3
s

1− e
2K
3
t

)N
2

. (1.10)
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We conclude observing that the inequalities above can be applied to the heat flow starting
from a Dirac delta δx, the so called heat kernel. Indeed, thanks to [5, Subsection 6.1] (see
Subsection 2.3 for a brief summary), in RCD∗(K,N)-spaces for every x ∈ X one can define
Htδx; this is an absolutely continuous probability measure with Lipschitz density p(x, y, t)
which is non negative and symmetric in x and y. Applying the theorems above to p we obtain
the following corollary.

Corollary 1.5 (Li-Yau and Harnack type estimates of the heat kernel). Let (X, d,m) be a
RCD∗(K,N)-space with m(X) = 1. Then, the heat kernel p defined above satisfies the following
inequalities:

i) (Li-Yau) If K = 0, then for every t > 0 one has

|D log p(t, x, ·)|2w −
d

dt
log p(t, x, ·) ≤ N

2t
m-a.e. . (1.11)

ii) (Bakry-Qian) If K > 0, then for every t > 0 one has

∆p(t, x, ·) ≤ NK

4
p(t, x, ·) m-a.e. (1.12)

iii) (Baudoin-Garofalo) For every t > 0 one has

|D log p(t, x, ·)|2w ≤ e−
2Kt
3

∆p(t, x, ·)
p(t, x, ·)

+
NK

3

e−
4Kt
3

1− e−
2Kt
3

m-a.e.; (1.13)

iv) (Harnack) If K ≥ 0 then for every x, y ∈ X and 0 < s < t it holds

p(t, y, z) ≥ p(t, x, z) e
− d2(x,y)

4(t−s)e
2Ks
3

(
1− e

2K
3
s

1− e
2K
3
t

)N
2

. (1.14)

If instead K < 0 then

p(t, y, z) ≥ p(t, x, z) e
− d2(x,y)

4(t−s)e
2Kt
3

(
1− e

2K
3
s

1− e
2K
3
t

)N
2

. (1.15)
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2 Preliminaries

2.1 Calculus, Sobolev spaces and heat flow in metric measure spaces

Throughout the paper (X, d,m) will be a metric measure space, m.m.s. for short, i.e. (X, d) is
a complete and separable metric space and m is a non negative Borel measure. Even if some
of the statements of this paper hold in case m is a sigma finite measure, for simplicity we will
always assume m(X) = 1 and supp(m) = X.

The heat flow and the calculus in a m.m.s have been the object of a series of papers of
Ambrosio, Gigli and Savaré (see [4], [5] and [7]); here, we briefly recall some useful facts. For
more details the interested reader is referred to the aforementioned articles.

Let us start with some basic notations. We shall denote by LIP(X) the space of Lipschitz
functions, by P(X) the space of Borel probability measures on the complete and separable
metric space (X, d) and by P2(X) ⊂ P(X) the subspace consisting of all the probability
measures with finite second moment. Given an open interval J ⊂ R, an exponent p ∈ [1,∞]
and γ : J → X, we say that γ belongs to ACp(J ;X) if

d(γs, γt) ≤
∫ t

s
g(r) dr ∀s, t ∈ J, s < t

for some g ∈ Lp(J). The case p = 1 corresponds to absolutely continuous curves. It turns
out that, if γ belongs to ACp(J ;X), there is a minimal function g with this property, called
metric derivative and given for a.e. t ∈ J by

|γ̇t| := lim
s→t

d(γs, γt)

|s− t|
.

See [3, Theorem 1.1.2] for the simple proof. We say that an absolutely continuous curve γt
has constant speed if |γ̇t| is (equivalent to) a constant, and it is a geodesic if

d(γs, γt) = |t− s|d(γ0, γ1) ∀s, t ∈ [0, 1]. (2.1)

(X, d) is said geodesic space if for any x0, x1 ∈ X there exists a (constant speed) geodesic γ
joining x0 and x1 (i.e. γ0 = x0 and γ1 = x1); all the metric spaces we will work with will be
assumed to be geodesic. We will denote by Geo(X) the space of all constant speed geodesics
γ : [0, 1]→ X, namely γ ∈ Geo(X) if (2.1) holds.

From the measure-theoretic point of view, when considering measures on ACp(J ;X) (resp.
Geo(X)), we shall consider them as measures on the Polish space C(J ;X) endowed with the
sup norm, concentrated on the Borel set ACp(J ;X) (resp. closed set Geo(X)). We shall also
use the notation et : C(J ;X)→ X, t ∈ J , for the evaluation map at time t, namely et(γ) := γt;
and (et)] : P(C(J ;X))→P(X) for the induced push-forward map of measures.

We now recall the notions of test plan, weak upper differential, and Sobolev space with
respect to a reference probability measure n on X (which may differ from m).

Definition 2.1 (Test plan). We say that π ∈P(C([0, 1];X)) is a test plan relative to n if:

(i) π is concentrated on AC2([0, 1];X) and the action of π is finite:

A(π) :=

∫ ∫ 1

0
|γ̇t|2 dt dπ(γ) <∞.
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(ii) There exists C ≥ 0 such that (et)]π ≤ Cn for all t ∈ [0, 1].

The following definition is inspired by the classical concept of upper differential introduced
by Heinonen and Koskela [25], that we now illustrate. A Borel function G : X → [0,∞] is an
upper differential of a Borel function f : X → R if

|f(γb)− f(γa)| ≤
∫ b

a
G(γs)|γ̇s|ds

for any absolutely continuous curve γ : [a, b] → X. Being the inequality invariant under
reparametrization one can also reduce to curves defined in [0, 1].

Definition 2.2 (The space S2
n and weak upper gradients). Let f : X → R, G : X → [0,∞]

be Borel functions. We say that G is a weak upper differential of f relative to n if

|f(γ1)− f(γ0)| ≤
∫ 1

0
G(γs)|γ̇s| ds for π-a.e. γ

for all test plans π relative to n. We write f ∈ S2
n if f has a weak upper differential in L2(X, n).

The weak upper differential relative to n with minimal L2(X, n) norm (the so-called minimal
weak upper differential) will be denoted by |Df |w,n. In case n = m we will simply write |Df |w
in place of |Df |w,m.

Remark 2.3 (Sobolev regularity along curves). A consequence of S2
n regularity is (see [6,

Remark 4.10]) the Sobolev property along curves, namely for any test plan π relative to n
the function t 7→ f(γt) belongs to the Sobolev space W 1,1(0, 1) and∣∣∣∣ d

dt
f(γt)

∣∣∣∣ ≤ |Df |w(γt) |γ̇t| a.e. in (0, 1)

for π-a.e. γ. Conversely, assume that g is Borel nonnegative, that for any test plan π the map
t 7→ f(γt) is W 1,1(0, 1) and that∣∣∣∣ d

dt
f(γt)

∣∣∣∣ ≤ g(γt)|γ̇t| a.e. in (0, 1)

for π-a.e. γ. Then, the fundamental theorem of calculus in W 1,1(0, 1) gives that g is a weak
upper differential of f .

Weak differentials share with classical differentials many features, in particular the chain
rule [4, Proposition 5.14]

|Dφ(f)|w,n = φ′(f)|Df |w,n n-a.e. in X (2.2)

for all φ : R → R Lipschitz and nondecreasing on an interval containing the image of f . By
convention, as in the classical chain rule, φ′(f) is arbitrarily defined at all points x such that
φ is not differentiable at x, taking into account the fact that |Df |w,n = 0 n-a.e. on this set of
points.

The following theorem concerning the change of reference measure will be used later in
the paper, for the proof see [2, Theorem 3.6].
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Theorem 2.4 (Change of reference measure). Assume that ρ = gm ∈ P2(X) with g ∈
L∞(X,m) and Ch(

√
g) <∞. Then:

(a) f ∈ S2 and |Df |w ∈ L2(X, ρ) imply f ∈ S2
ρ and |Df |w,ρ = |Df |w ρ-a.e. in X;

(b) log g ∈ S2
ρ and |D log g|w,ρ = |Dg|w/g ρ-a.e. in X.

As mentioned in the introduction, a fundamental object is the Cheeger energy defined for
a measurable function f : X → R as in (1.2) above. The domain of the Cheeger energy in
L2(X,m) is by definition the space of Sobolev functions W 1,2(X, d,m). Notice that, endowed
with the norm

‖f‖2W 1,2 := ‖f‖L2 + 2Ch(f),

W 1,2(X, d,m) is a Banach space, but in general it is not a Hilbert space. If it is a Hilbert
space then the m.m.s. (X, d,m) is said infinitesimally Hilbertian; for instance a smooth Finsler
manifold is infinitesimally Hilbertian if and only if it is actually a Riemannian manifold. Let
us recall that infinitesimal Hilbertianity has proved to be a very useful assumption both from
the analytic point of view (see for instance [5], [17] and [21]) and from the geometric one
(for instance in [30] the second named author defined a notion of angle in such spaces). The
powerful fact of infinitesimally Hilbertian spaces is that not only a weak notion of modulus
of the differential is defined, but also a scalar product between weak differentials can be
introduced. We refer to Section 4.3 in [5] for more details. Here, we just recall some basic
facts. The scalar product Df ·Dg for f, g ∈ D(Ch) is defined as the limit in L1(X,m) as ε ↓ 0
of

Df ·Dg = lim
ε↓0

1

2ε

(
|D(f + εg)|2w − |Df)|2w

)
.

Moreover, the map D(Ch)2 3 (f, g) 7→ Df ·Dg ∈ L1(X,m) is bilinear, symmetric, and satisfies
the Cauchy-Schwarz inequality

|Df ·Dg| ≤ |Df |w|Dg|w.

A basic approximation result (see Theorem 6.2 in [4]) states that for f ∈ L2(X,m) the
Cheeger energy can also be obtained by a relaxation procedure:

Ch(f) = inf{lim inf
n→∞

1

2

∫
X
|Dfn|2w dm},

where the infimum is taken over all sequences of Lipschitz functions (fn) converging to f
in L2(X,m) and where |Dfn| denotes the local Lipschitz constant (called also slope). In
particular, Lipschitz functions are dense in W 1,2(X, d,m). It turns out that Ch is a convex
and lowersemicontinuous functional on L2(X,m). Therefore, one can define the Laplacian
−∆f ∈ L2(X,m) of a function f ∈ W 1,2(X, d,m) has the element of minimal L2-norm in
the subdifferential ∂−Ch(f), provided the latter is non empty. Observe that, in general, the
Laplacian is a non linear operator and it is linear if and only if (X, d,m) is infinitesimally
Hilbertian (see for instance [17]).

Applying the classical theory of gradient flows of convex functionals in Hilbert spaces (see
for instance [3] for a comprehensive presentation) one can study the gradient flow of Ch in
the space L2(X,m). More precisely one obtains that for every f ∈ L2(X,m) there exists a
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continuous curve (ft)∈[0,∞) in L2(X,m), locally absolutely continuous in (0,∞) with f0 = f

such that d
dtft = ∂−Ch(ft) for a.e. t > 0. In fact we have

ft ∈ D(∆) and
d+

dt
ft = ∆ft , ∀t > 0.

This produces a semigroup (Ht)t≥0 on L2(X,m) defined by Htf = ft, where ft is the unique
L2-gradient flow of Ch.

An important property of the heat flow is the maximum (resp. minimum) principle, see [4,
Theorem 4.16]: iff ∈ L2(X,m) satisfies f ≤ C m-a.e. (resp. f ≥ C m-a.e.), then also Htf ≤ C
m-a.e. (resp. Htf ≥ C m-a.e.) for all t ≥ 0. Moreover the heat flow preserves the mass: for
every f ∈ L2(X,m) ∫

X
Htf dm =

∫
X
f dm, ∀t ≥ 0.

Recall also that if Ch is quadratic, or in other words (X, d,m) is infinitesimally Hilbertian,
then E(f, f) := Ch(f) is a strongly local Dirichlet form on L2(X,m) with domain D(E) =
W 1,2(X, d,m). In this case, Ht is a semigroup of selfadjoint linear operators on L2(X,m) with
the Laplacian ∆ as generator. Moreover, for f ∈W 1,2(X, d,m) and g ∈W 1,2(X, d,m)∩D(∆)
we have the integration by parts formula∫

X
Df ·Dg dm = −

∫
X
f ∆g dm.

2.2 Lower Ricci curvature bounds

In the sequel we briefly recall those basic definitions and properties of spaces with lower Ricci
curvature bounds that we will need later on.

For µ0, µ1 ∈P2(X) the quadratic transportation distance W2(µ0, µ1) is defined by

W 2
2 (µ0, µ1) = inf

γ

∫
X
d2(x, y) dγ(x, y), (2.3)

where the infimum is taken over all γ ∈P(X×X) with µ0 and µ1 as the first and the second
marginal. Assuming the space (X, d) to be geodesic, also the space (P2(X),W2) is geodesic. It
turns out that any geodesic (µt) ∈ Geo(P2(X)) can be lifted to a measure π ∈P(Geo(X)),
so that (et)#π = µt for all t ∈ [0, 1]. Given µ0, µ1 ∈ P2(X), we denote by OptGeo(µ0, µ1)
the space of all π ∈P(Geo(X)) for which (e0, e1)#π realizes the minimum in (2.3). If (X, d)
is geodesic, then the set OptGeo(µ0, µ1) is non-empty for any µ0, µ1 ∈P2(X).

We turn to the formulation of the CD∗(K,N) condition, coming from [13]. We refer to
this source also for a detailed discussion of the relation of the CD∗(K,N) with the CD(K,N)
condition previously introduced by Lott-Villani [29] and Sturm [39] (for recent development
about the relations between CD(K,N) and CD∗(K,N) see also [15] and [14]). Here, we recall

that CD(K,N) implies CD∗(K,N), and that CD∗(K,N) implies CD(K∗, N) for K∗ = K(N−1)
N .

Given K ∈ R and N ∈ [1,∞), we define the distortion coefficient [0, 1] × R+ 3 (t, θ) 7→
σ

(t)
K,N (θ) as

σ
(t)
K,N (θ) :=



+∞, if Kθ2 ≥ Nπ2,
sin(tθ
√
K/N)

sin(θ
√
K/N)

if 0 < Kθ2 < Nπ2,

t if Kθ2 = 0,
sinh(tθ

√
K/N)

sinh(θ
√
K/N)

if Kθ2 < 0.
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Definition 2.5 (Curvature dimension bounds). Let K ∈ R and N ∈ [1,∞). We say that a
m.m.s. (X, d,m) is a CD∗(K,N)-space if for any two measures µ0, µ1 ∈ P(X) with support
bounded and contained in supp(m) there exists a measure π ∈ OptGeo(µ0, µ1) such that for
every t ∈ [0, 1] and N ′ ≥ N we have

−
∫
ρ

1− 1
N′

t dm ≤ −
∫
σ

(1−t)
K,N ′ (d(γ0, γ1))ρ

− 1
N′

0 + σ
(t)
K,N ′(d(γ0, γ1))ρ

− 1
N′

1 dπ(γ) (2.4)

where for any t ∈ [0, 1] we have written (et)]π = ρtm+µst with µst ⊥ m. If in addition (X, d,m)
is infinitesimally Hilbertian, then we say that it is an RCD∗(K,N)-space.

One of the main achievements of the work of Erbar-Kuwada-Sturm [16] (and of the inde-
pendent and slightly subsequent work [8] of the second named author in collaboration with
Ambrosio and Savaré) is the following theorem asserting that the RCD∗(K,N) condition is
equivalent to the dimensional Bochner inequality, called also BE(K,N) condition.

Theorem 2.6 (RCD∗(K,N) is equivalent to BE(K,N)). Let (X, d,m) be an infinitesimally
Hilbertian m.m.s. Then, (X, d,m) is a RCD∗(K,N)-space if and only if for all f ∈ D(∆) with
∆f ∈ W 1,2(X, d,m) and all ϕ ∈ D(∆) bounded and non-negative with ∆ϕ ∈ L∞(X,m) we
have ∫

1

2
∆ϕ |Df |2w dm−

∫
ϕD(∆f) ·Df dm ≥ K

∫
ϕ|Df |2w dm +

1

N

∫
ϕ(∆f)2 dm.

In [35], Savaré proved a very important self-improvement property of the BE(K,∞) con-
dition. His arguments (in particular Lemma 3.2 in [35]) applied to the finite dimensional
BE(K,N) above give the following theorem, which will be very useful in the sequel of the
paper. Before stating it let us denote with M∞ the set of the functions u ∈ W 1,2(X, d,m) ∩
L∞(X,m) for which there exists a measure µ = µ+ − µ− with µ± ∈ W 1,2(X, d,m)′+, the
positive dual space to the Sobolev functions, such that

−
∫
X
Du ·Dϕdm =

∫
X
ϕdµ ∀ϕ ∈W 1,2(X, d,m).

For every u ∈M∞ we set ∆∗u := µ.

Theorem 2.7 (Self-improvement of BE(K,N)). An infinitesimally Hilbertian m.m.s. (X, d,m)
is a RCD∗(K,N)-space if and only if the following holds: for every f ∈ L∞(X)∩LIP(X)∩D(∆)
with ∆f ∈W 1,2(X, d,m) we have |Df |2w ∈M∞ and

1

2
∆∗|Df |2w −Df ·D(∆f) ≥ K|Df |2wm +

1

N
(∆f)2 m.

For every f ∈ L∞(X) ∩ LIP(X) ∩D(∆) with ∆f ∈ W 1,2(X, d,m) we denote with Γ∗2(f)
the finite Borel measure

Γ∗2(f) :=
1

2
∆∗|Df |2w −Df ·D(∆f). (2.5)

Analogously to Lemma 2.6 in [35] (see also page 12 of the same paper) Γ∗2(f) has finite total
variation.
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Recall also that thanks to the Bishop-Gromov property proved by Lott-Villani [29] and
Sturm [39] for CD(K,N)-spaces, and the proof of a weak local Poincaré inequality for CD(K,N)-
spaces by Lott-Villani [28] and Rajala [32], the RCD∗(K,N)-spaces are doubling and Poincaré
as well.

We close this subsection by discussing the geodesic structure of (P2(X),W2) (see [1,
Theorem 2.10] or [27]) and the existence of good geodesics in CD∗(K,N)-spaces (see [33]). If
µ0, µ1 ∈ P2(X) are connected by a constant speed geodesic µt in (P2(X),W2), then there
exists π ∈P(Geo(X)) with (et)]π = µt for all t ∈ [0, 1] and

W 2
2 (µs, µt) =

∫
Geo(X)

d2(γs, γt) dπ(γ) = (s− t)2

∫
Geo(X)

`2(γ) dπ(γ) ∀s, t ∈ [0, 1],

where `(γ) = d(γ0, γ1) is the length of the geodesic γ. The collection of all the measures π with
the above properties is denoted by OptGeo(µ, ν). The measure π is not uniquely determined
by µt, unless (X, d) is non-branching (the uniqueness of the lifting π in RCD∗(K,N)-spaces is
ensured by [18] and [34]), while the relation between optimal geodesic plans and optimal Kan-
torovich plans is given by the fact that γ := (e0, e1)]π is optimal whenever π ∈ OptGeo(µ, ν).
We conclude by recalling a result of Rajala [33, Thorem 1.2] that we will use in the sequel.

Theorem 2.8 (Improved Geodesics in CD∗(K,N)-spaces). Let (X, d,m) be a CD∗(K,N)-
space for some K ∈ R and N ∈ (1,∞). Then for every couple of absolutely continuous
probability measures µ0 = ρ0m, µ1 = ρ1m with bounded densities and bounded supports there
exists π ∈ OptGeo(µ0, µ1) such that
1) π is a test plan in the sense of Definition 2.1; more precisely, called D = diam(supp(µ0)∪
supp(µ1)) <∞ and ρtm := µt := (et)](π), one has the density upper-bound

‖ρt‖L∞(X,m) ≤ e
√
K−ND max{‖ρ0‖L∞(X,m), ‖ρ1‖L∞(X,m)} .

2) (µt) satisfies the convexity property (2.4).

Actually regarding the second statement, Rajala proves the stronger assertion that the
convexity property (2.4) holds for all triple of times 0 ≤ t1 < t2 < t3 ≤ 1 but we will not need
this stronger version.

2.3 Improved regularity of the heat flow in RCD∗(K,N)-spaces

Thanks to the identification, in RCD∗(K,∞)-spaces, of the heat flow Ht in L2(X,m) with the
gradient flow Ht of the Shannon entropy functional in the Wasserstein space, in [5] several
regularity properties of Ht have been deduced. We recall some of them.
When f ∈ L∞(X,m), Htf has a continuous representative, denoted by H̃tf , which is defined
as follows (see Theorem 6.1 in [5])

H̃tf :=

∫
X
f dHt(δx). (2.6)

Moreover, for each f ∈ L∞ the map (t, x) 7→ H̃tf(x) belongs to Cb((0,∞)×X). According to
Theorem 6.8 in [5], for any f ∈ L∞(X,m) we even obtain that H̃tf is Lipschitz. Finally, the
classical Bakry-Émery gradient estimate holds (see Theorem 6.2 in [5])

|DHtf |2w ≤ e−2KtHt(|Df |2w) m-a.e. (2.7)
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We stress that all the previous results were established without any upper bound on the
dimension. In case of finite dimension one obtains finer properties. For instance, if (X, d,m) is
a RCD∗(K,N)-space, then H̃tf is Lipschitz and bounded for any f ∈ L1(X,m); indeed, thanks
to Remark 6.4 in [5], keeping in mind that RCD∗(K,N)-spaces are doubling and Poincaré,
one can show that the semigroup Ht is regularizing from L1(X,m) to L∞(X,m).

Let us also recall that thanks to the self adjointness of ∆ in L2(X,m) and the continuity
of Ht as a map of Lp(X,m) into itself for every t ≥ 0 and every p ∈ [1,∞], we can apply the
classical theory developed by Stein (see Theorem 1 in Chapter III of [36]) and infer that Ht is
an analytic semigroup in Lp(X,m) for every p ∈ (1,∞); more precisely the map t 7→ Ht has
an analytic extension in the sense that it extends to an analytic Lp(X,m)-operator-valued
function t+ iτ 7→ Ht+iτ defined in the sector of the complex plane

| arg(t+ iτ)| < π

2

(
1−

∣∣∣∣2p − 1

∣∣∣∣) .
Observe also that, since by assumption W 1,2(X, d,m) is a Hilbert space, and Ch is a convex
and continuous functional on W 1,2(X, d,m), then it admits a unique gradient flow which
coincides with the heat flow. If follows that, for every f ∈ L1(X,m), t 7→ Htf is a locally
absolutely continuous curve on (0,∞) with values in W 1,2(X, d,m).
From the classical theory of semigroups, for every f ∈ D(∆) one has

∆(Htf) = Ht(∆f).

It follows, in particular, that ∆(Htf) ∈W 1,2(X, d,m) for every t > 0.
Finally in their recent paper [16], Erbar-Kuwada-Sturm proved the dimensional Bakry-

Émery L2-gradient-Laplacian estimate: if (X, d,m) is a RCD∗(K,N)-space, then for every
f ∈ D(Ch) and every t > 0, one has

|DHtf |2w +
4Kt2

N(e2Kt − 1)
|4Htf |2 ≤ e−2KtHt

(
|Df |2w

)
.

3 Two fundamental Lemmas

Throughout the remainder of the paper (X, d,m) will be a RCD∗(K,N)-space, for some N ≥ 1
and K ∈ R, with m(X) = 1.

First of all, observe that given f ∈ L1(X,m) with f ≥ δ > 0 m-a.e., thanks to the
discussion of Subsection 2.3, we already know that Htf ∈ LIP(X) and Htf ≥ δ for every
t > 0; therefore the function (HT−tf) |D(logHT−tf)|2w is an element of L∞(X,m) and, for
every T > 0 and t ∈ [0, T ], we can define

Φ(t) := Ht
(
(HT−tf)|D(logHT−tf)|2w

)
. (3.1)

Notice that, for every t ∈ [0, T ), Φ(t) ∈ LIP(X).
Secondly, notice that, given f ∈ L1(X,m) with f ≥ 0 and fm ∈P2(X), from the energy

dissipation rate (see [4] and [5], in particular the estimate (6.2) of the latter) of the Shannon
entropy

∫
ρ log ρdm and of the Fisher information F(ρ) := 8Ch(

√
ρ) along the heat flow we

obtain that (Htf)m ∈ P2(X), Htf logHtf ∈ L1(X,m), and |D
√
Htf |w ∈ L2(X,m). Then,

Theorem 2.4 implies that logHtf ∈ S2
(Htf)m the weighted Sobolev space, and

|D log(Htf)|w,(Htf)m =
|D(Htf)|w

Htf
(Htf)m-a.e.
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But also, the Gaussian upper and lower bounds on the heat kernel obtained by Sturm [37] force
positive upper and lower bounds on Htf on bounded subsets. Therefore, by applying again
Theorem 2.4 to bounded subsets of X and using the locality of the weak upper differentials,
the last equation can be written simply as

|D log(Htf)|w =
|D(Htf)|w

Htf
m-a.e.

This last observation will be later used to write the Li-Yau and Bakry-Qian inequalities in a
compact form.

Lemma 3.1. Let (X, d,m) be an RCD∗(K,N)-space with m(X) = 1, and let f ∈ L1(X,m)
with f ≥ δ > 0 m-a.e. For 0 < t < T let Φ(t) be defined in (3.1). Then, for every ϕ ∈ L1(X,m)
the map [0, T ]→ R defined as t 7→

∫
X Φ(t)ϕdm is absolutely continuous on [0, T ], and

d

dt

∫
X

Φ(t)ϕdm = 2

∫
X
HT−tf HtϕdΓ∗2(logHT−tf) for a.e. t ∈ [0, T ]. (3.2)

Proof. The absolute continuity of t 7→
∫

Φ(t)ϕdm follows by the smoothness of t 7→ Ht as
a Lp-operator valued map for all p ∈ (1,∞), the Lipschitz regularization of the heat flow
with the bound (2.7), and the absolute continuity of t 7→ Htf as a curve with values in
W 1,2(X, d,m) (see Subsection 2.3).

We now prove (3.2). Observe that since by minimum principle HT−tf ≥ δ, and moreover
∆HT−tf ∈W 1,2(X, d,m), we have by chain rule that the absolutely continuous curve [0, T ] 7→
L1(X,m) defined by t 7→ |D(logHT−tf)|2w satisfies

d

dt
|D(logHT−tf)|2w = 2|D(logHT−tf)|2w

∆HT−tf

HT−tf
− 2D(logHT−tf)

D(∆HT−tf)

HT−tf
, (3.3)

for a.e. t ∈ [0, T ]. Using the self-adjointness of the heat flow Ht, and the regularity in t
discussed above, for a.e. t ∈ [0, T ] we compute

d

dt

∫
X

Φ(t)ϕdm =
d

dt

∫
X
HT−tf |D(logHT−tf)|2w Htϕdm

=

∫
X
−∆HT−tf |D(logHT−tf)|2w Htϕdm

+

∫
X
HT−tf

d

dt
|D(logHT−tf)|2w Htϕdm

+

∫
X
HT−tf |D(logHT−tf)|2w ∆Htϕdm

= 2

∫
X
|D(logHT−tf)|2w ∆HT−tf Htϕdm

−2

∫
X
D(logHT−tf) ·D(∆HT−tf)Htϕdm

+2

∫
X
D(HT−tf) ·D

(
|D logHT−tf |2w

)
Htϕdm

+

∫
X
HT−tf ∆∗

(
|D logHT−tf |2w

)
Htϕdm, (3.4)
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where in the last equality we used (3.3) and integrated by parts the Laplacian in the forth
row.

On the other hand, by the chain rule on Γ∗2 we have

2Γ∗2(logHT−tf) = ∆∗
(
|D logHT−tf |2w

)
− 2

HT−tf
D logHT−tf ·D (∆HT−tf)m

+2
∆HT−tf

HT−tf
|D logHT−tf |2wm + 2D logHT−tf ·D

(
|D logHT−tf |2w

)
m

Combining (3.4) and the last equation gives the thesis.

The following proposition, which is based on Lemma 3.1 above, generalizes an analogous
result which, in the Riemannian case, was established in [12]. It will prove crucial for obtaining
the Li-Yau type inequalities.

Proposition 3.2. Let (X, d,m) be a RCD∗(K,N)-space with m(X) = 1, f ∈ L1(X,m) with
f ≥ δ > 0 m-a.e., and Φ defined as in (3.1). Let a(·) ∈ C1([0, T ],R+) be nonnegative function,
and let γ ∈ C([0, T ],R) be another real function. Then, for every ϕ ∈ L1(X,m) with ϕ ≥ 0
m-a.e., the function

[0, T ] 3 t 7→
∫
X

Φ(t)a(t)ϕdm ∈ R

is absolutely continuous and for a.e. t ∈ [0, T ] one has

d

dt

∫
X

Φ(t)a(t)ϕdm ≥
∫
X

[(
a′(t)− 4a(t)γ(t)

N
+ 2Ka(t)

)
Φ(t) +

4a(t)γ(t)

N
∆HT f −

2a(t)γ2(t)

N
HT f

]
ϕdm.

(3.5)

Proof. Since by assumption a(·) is C1, the regularity of the map t 7→
∫
X Φ(t)a(t)ϕdm follows

from Lemma 3.1. By applying Lemma 3.1 and the improved BE(K,N) condition (2.5) we
obtain

d

dt

∫
X

Φ(t)a(t)ϕdm =

∫
X

Φ(t)a′(t)ϕdm + 2

∫
X
HT−tf Ht(a(t)ϕ) dΓ∗2(logHT−tf)

≥
∫
X

Φ(t)a′(t)ϕdm + 2K

∫
X
HT−tf Ht(a(t)ϕ) |D logHT−tf |2w dm

+
2

N

∫
X
HT−tf Ht(a(t)ϕ) (∆ logHT−tf)2 dm. (3.6)

Now observe that
(∆ logHT−tf)2 ≥ 2γ(t) ∆(logHT−tf)− γ(t)2, (3.7)

and by chain rule

∆ logHT−tf =
∆HT−tf

HT−tf
− |D logHT−tf |2w. (3.8)

The conclusion follows combining (3.6), (3.7) and (3.8), keeping in mind that Ht(∆HT−tf) =
HT∆f and the selfadjointness of the heat flow.
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4 Proof of the main results

In order to obtain the desired Li-Yau type inequalities we make some appropriate choices
in Proposition 3.2. Let us take a function a(·) as in Proposition 3.2 such that a(0) = 1 and
a(T ) = 0, and γ such that

a′(t)− 4a(t)γ(t)

N
+ 2Ka(t) ≡ 0 (4.1)

i.e. γ(t) := N
4

(
a′(t)
a(t) + 2K

)
. Then, the following proposition holds.

Proposition 4.1. Let (X, d,m) be a RCD∗(K,N)-space with m(X) = 1, and f ∈ L1(X,m)
with f ≥ δ > 0 m-a.e. Fix T > 0, and let a(·) ∈ C1([0, T ],R+) with a(0) = 1 and a(T ) = 0.
Then, the following inequality holds m-a.e. :

|D logHT f |2w ≤
(

1− 2K

∫ T

0
a(t) dt

)
∆HT f

HT f
+
N

2

(∫ T

0

a′(t)2

4a(t)
dt−K +K2

∫ T

0
a(t) dt

)
.

(4.2)

Proof. With γ chosen as in (4.1), for every ϕ ∈ L1(X,m) with ϕ ≥ 0 m-a.e., integrate (3.5)
in t from 0 to T in order to obtain the following inequality

−
∫
X
HT f |D logHT f |2w ϕdm ≥

∫ T

0

(∫
X

(
a′(t) + 2Ka(t)

)
∆HT f ϕ dm

)
dt

−N
2

∫ T

0

(∫
X

(
a′(t)2

4a(t)
+Ka′(t) +K2a(t)

)
HT f ϕ dm

)
dt .

Using Fubini’s Theorem in the right-hand side, and recalling the assumption on a(·), we obtain

−
∫
X
HT f |D logHT f |2w ϕdm ≥

∫
X

[(
1− 2K

∫ T

0
a(t) dt

)
∆HT f

+
N

2

(∫ T

0

a′(t)2

4a(t)
dt−K +K2

∫ T

0
a(t) dt

)
HT f

]
ϕdm .

Since the last inequality holds for every ϕ ∈ L1(X,m) with ϕ ≥ 0 m-a.e., and since both the
integrands are L∞(X,m) functions, the conclusion follows.

For what follows it is useful to perform a change of variable in (4.2). Namely, calling
V (t) :=

√
a(t), with a straightforward computation we find

|D logHT f |w +

(
2K

∫ T

0
V 2(t) dt− 1

)
∆HT f

HT f
≤ N

2

(∫ T

0
V ′(t)2 dt−K +K2

∫ T

0
V (t)2 dt

)
.

(4.3)
With a particular choice of the function V (·) in (4.3) (see the proof in Subsection 4.1

below), the celebrated Li-Yau inequality stated in Theorem 1.1 will easily follow.

15



4.1 Proof of the Li-Yau inequality, Theorem 1.1

Let ε > 0, set fε := f + ε and notice that fε ≥ ε > 0 m-a.e. so that we can apply (4.3) to fε
and K = 0, obtaining

|D logHT fε|2w −
∆HT fε
HT fε

≤ N

2

∫ T

0
V ′(t)2 dt m-a.e. (4.4)

Choosing V (t) := 1− t
T (notice that this choice minimizes the integral in the right hand side

among all the C1([0, T ],R+) functions null at T and equal to 1 at 0), we obtain

|D logHT fε|2w −
∆HT fε
HT fε

≤ N

2T
m-a.e. . (4.5)

Recalling that Htε = ε, from the linearity of the weak differential and of the Laplacian we
have

|D logHT fε|w =
|DHT f |w
Htf + ε

and ∆ logHT fε =
∆HT f

Htf + ε
,

which, substituted into (4.5), gives

|DHT f |2w − (∆HT f)(HT f + ε) ≤ N

2T
(HT f + ε)2 m-a.e.. (4.6)

Letting ε ↓ 0 in (4.6) gives (1.4). In order to obtain the second formulation (1.5), observe that
if fm ∈ P2(X), from the discussion in the beginning of Section 3 we know that logHT f ∈
S2

(HT f)m the weighted Sobolev space, and

|D log(HT f)|w,(HT f)m =
|D(HT f)|w

HT f
(HT f)m-a.e. (4.7)

Finally, combining the upper and lower Gaussian estimates on the heat kernel obtained by
Sturm [37] and the representation formula (2.6) for Htf , it is not difficult to check that for
every bounded subset U ⊂ X and every t > 0 there exists a positive constant Cf,U,t > 0
depending also on f such that

0 < C−1
f,U,t ≤ Htf ≤ Cf,U,t <∞.

Therefore, applying Theorem 2.4 to bounded subsets U invading X and recalling (4.7), we
infer that

|D log(HT f)|w = |D log(HT f)|w,(HT f)m =
|D(HT f)|w

HT f
m-a.e. (4.8)

The estimate (1.5) thus follows combining (1.4) and (4.8). �.

4.2 Proof of Theorems 1.2 and 1.3

In this subsection we provide the proofs of Theorems 1.2 and 1.3.

Proof of Theorem 1.2. As in the proof of Theorem 1.1, for ε > 0 we set fε := f + ε and we
apply (4.3) to fε with V (t) := 1− t

T . A straightforward computation gives for any t > 0(
2Kt

3
− 1

)
∆Htfε
Htfε

≤ N

2

(
1

t
+
K2t

3
−K

)
m-a.e.
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Since for t ≥ 2
K the term 2Kt

3 − 1 is strictly positive we obtain

∆Htfε ≤
N
2

(
1
t + K2t

3 −K
)

2Kt
3 − 1

Htfε m-a.e.

An easy computation shows that the fraction in the right hand side is bounded above by NK
4

if and only if t ≥ 2
K . Recalling that Htfε = Htf + ε and ∆(Htfε) = ∆(Htf), by letting ε ↓ 0

we reach the desired conclusion.

Proof of Theorem 1.3. Applying (4.3) to fε := f + ε, for a fixed ε > 0, and

V (t) :=
e−

Kt
3

(
e−

2Kt
3 − e−

2KT
3

)
1− e−

2KT
3

,

the proof can be performed analogously to the one of Theorem 1.1.

4.3 Proof of Theorem 1.4

In this subsection we will use ideas from optimal trasport (which seem to have been used for
the first time in this context), in combination with Theorem 1.3 above, to prove Theorem 1.4.
As in the previous proofs let fε := f + ε for some ε > 0. Applying (1.8) above to fε, we find

− d

dt
log(Htfε) ≤ −e

2Kt
3 |D logHtfε|2w +

NK

3

e−
2Kt
3

1− e−
2Kt
3

m-a.e. (4.9)

Recall that in our notation supp(m) = X. Fix x, y ∈ X and r > 0 (in the end we will let
r ↓ 0), and set

zr0 = m(Br(y))−1, zr1 = m(Br(x))−1.

Define µr0, µ
r
1 ∈P2(X) as

µr0 := zr0 χBr(y) and µr0 := zr1 χBr(x),

where χE is the characteristic function of the subset E.
Let πr ∈ OptGeo(µr0, µ

r
q) be given by Theorem 2.8 and recall that it is a test plan in the sense

of Definition 2.1. For any fixed 0 < s < t define α : AC2([0, 1], X)× [0, 1]→ X × [s, t] as

α(γ, τ) := (γ(τ), t+ τ(s− t)). (4.10)

Let also uε(z, τ) := Hτfε(z) be the spatial-continuous (i.e. in the variable z; actually it is
even Lipschitz in z) representative given by (2.6), and set φε(γ, τ) := log uε(α(γ, τ)). Using
the chain rule and recalling Remark 2.3, we have∫

log

(
uε(γ1, s)

uε(γ0, t)

)
dπr(γ) =

∫ (∫ 1

0
φ′ε(γ, τ)dτ

)
dπr(γ)

≤
∫ (∫ 1

0
|D log(uε)|w(α(γ, τ)) |γ̇|dτ

)
dπr(γ)

−(t− s)
∫ (∫ 1

0

(
∂

∂t
log(uε)

)
(α(γ, τ)) dτ

)
dπr(γ).(4.11)
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Since πr is a test plan, (4.9) implies that for πr-a.e. γ, and every τ ∈ [0, 1], one has

−
(
∂

∂t
log(uε)

)
(α(γ, τ)) ≤ −e

2K
3

(t+τ(s−t))|D log uε|2w(α(γ, τ)) +
NK

3

e−
2K
3

(t+τ(s−t))

1− e−
2K
3

(t+τ(s−t))
.

(4.12)
Estimating the first addendum of (4.11) with Cauchy-Schwarz inequality and the second

with (4.12) , for any η > 0 to be fixed later, we find∫
log

(
uε(γ1, s)

uε(γ0, t)

)
dπr(γ) ≤ η

2

∫ (∫ 1

0
|D log uε|2w(α(γ, τ)) dτ

)
dπr(γ) +

1

2η

∫
|γ̇|2 dπr(γ)

−(t− s)
∫ (∫ 1

0
e

2K
3

(t+τ(s−t))|D log uε|2w(α(γ, τ)) dτ

)
dπr(γ)

+(t− s)NK
3

∫ 1

0

e−
2K
3

(t+τ(s−t))

1− e−
2K
3

(t+τ(s−t))
dτ. (4.13)

CASE 1: K ≥ 0. A direct computation shows that

(t− s)NK
3

∫ 1

0

e−
2K
3

(t+τ(s−t))

1− e−
2K
3

(t+τ(s−t))
dτ =

N

2
log

(
1− e

2K
3
t

1− e
2K
3
s

)
. (4.14)

Moreover, observing that the function τ 7→ e
2K
3

(t+τ(s−t)) is non increasing, we can estimate∫ (∫ 1

0
e

2K
3

(t+τ(s−t))|D log uε|2w(α(γ, τ))dτ

)
dπr(γ) ≥ e

2Ks
3

∫ (∫ 1

0
|D log uε|2w(α(γ, τ))dτ

)
dπr(γ).

(4.15)

Therefore, choosing η := 2(t−s)e
2Ks
3 , and substituting (4.14) and (4.15) into (4.13), we obtain

∫
log

(
uε(γ1, s)

uε(γ0, t)

)
dπr(γ) ≤ 1

4(t− s)e
2Ks
3

∫
|γ̇|2 dπr(γ) +

N

2
log

(
1− e

2K
3
t

1− e
2K
3
s

)
. (4.16)

Since by construction (for more details see also the last paragraph of Subsection 2.2) πr is
a probabililty measure concentrated along (constant speed) geodesics connecting points of
Br(y) to points of Br(x), then for πr-a.e. γ we have γ0 ∈ Br(y) and γ1 ∈ Br(x); recalling that
uε is continuous (actually it is even Lipschitz) in the spatial variable z, letting r ↓ 0+ we find

lim
r↓0

∫
log

(
uε(γ1, s)

uε(γ0, t)

)
dπr(γ) = log

(
uε(x, s)

uε(y, t)

)
;

and

lim
r↓0

∫
|γ̇|2 dπr(γ) = lim

r↓0

∫
d2(γ0, γ1) dπr(γ) = d2(y, x).

It follows that

log

(
uε(x, s)

uε(y, t)

)
≤ d2(x, y)

4(t− s)e
2Ks
3

+
N

2
log

(
1− e

2K
3
t

1− e
2K
3
s

)
,

which is the sought for Harnack inequality for fε. Letting ε ↓ 0 we obtain the desired conclu-
sion.
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CASE 2: K < 0. In this case the function τ 7→ e
2K
3

(t+τ(s−t)) is non decreasing, so we can
estimate∫ (∫ 1

0
e

2K
3

(t+τ(s−t))|D log uε|2w(α(γ, τ))dτ

)
dπr(γ) ≥ e

2Kt
3

∫ (∫ 1

0
|D log uε|2w(α(γ, τ))dτ

)
dπr(γ).

(4.17)

Therefore, choosing η := 2(t − s)e
2Kt
3 , substituting (4.14) and (4.17) into (4.13), and finally

letting r ↓ 0 as above we obtain

log

(
uε(x, s)

uε(y, t)

)
≤ d2(x, y)

4(t− s) e
2Kt
3

+
N

2
log

(
1− e

2K
3
t

1− e
2K
3
s

)
. (4.18)

Letting ε ↓ 0 we reach the desired conclusion. �
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[23] N. Gigli, A. Mondino and G. Savaré, A notion of pointed convergence of non-
compact metric measure spaces and stability of Ricci curvature bounds and heat flows,
Preprint, (2013).

[24] N. Gigli and S. Mosconi, The Abresch-Gromoll inequality in a non-smooth setting,
arXiv:1209.3813, (2012), to appear in Discrete Contin. Dyn. Syst.

[25] J. Heinonen and P. Koskela, Quasiconformal maps in metric spaces with controlled
geometry, Acta Math., 181 (1998), 1–61.

[26] P. Li and S.T. Yau, On the parabolic kernel of the Schrödinger operator, Acta Math.,
156 (1986), 153–201.

[27] S. Lisini, Characterization of absolutely continuous curves in Wasserstein spaces, Calc.
Var. Partial Differential Equations, 28 (2007), 85–120.

20



[28] J. Lott and C. Villani Weak curvature conditions and functional inequalities, J.
Funct. Anal. 245 (2007), 311–333.

[29] , Ricci curvature for metric-measure spaces via optimal transport, Ann. of Math.
169 (2009), 903–991.

[30] A. Mondino, A new notion of angle between three points in a metric space, Journ. für
die Reine und Ang. Math. (Crelle’s Jour.), to appear. DOI: 10.1515/crelle-2013-0080.

[31] S.I. Ohta, Finsler interpolation inequalities, Calc. Var. & PDE, 36, (2009), 211–249.
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