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Abstract. A quantitative version of Pólya-Szegő inequality is proven for log-concave functions in the case of Steiner and Schwarz rearrangements.

1. Introduction

The Pólya-Szegő principle states that, given a non-negative function $u : \mathbb{R}^n \to \mathbb{R}$, the Dirichlet integral $\int_{\mathbb{R}^n} |\nabla u|^p$ decreases under suitable rearrangements, the two most common of which are the Schwarz spherical symmetrization about a point and Steiner symmetrization about a hyperplane. Their corresponding Pólya-Szegő inequalities are a powerful tool to approach a wide number of variational problems of geometric and functional nature.

Although the Pólya-Szegő inequality is known from long time, the issue of characterizing the extremals has been studied only more recently. In particular the first characterization of equality cases in the Pólya-Szegő inequality for spherical rearrangements has been provided by Brothers and Ziemer in [7] (see also [15] for an alternative proof). Instead, for Steiner symmetrization the characterization has been obtained in [13]. Both these results have been extended to the intermediate codimensions in [9].

When compared with these results, the natural issue of proving quantitative versions of the Pólya-Szegő inequality is a much more delicate task. The reason is that, even when the Dirichlet integral of a function $u$ and of its symmetral coincide, $u$ can be very different from its symmetral. In the case of Schwarz symmetrization this phenomenon may appear when the gradient of $u$ is zero on sets of positive measure. Similarly, in the case of Steiner symmetrization the phenomenon could appear as soon as the derivative of $u$ in the direction orthogonal to the symmetrization hyperplane is zero on sets of positive measure. Therefore any stability result for the Pólya-Szegő inequality must require a control of the measure of the set where the gradient or some of the derivatives are small (see [13, 11] and the examples therein).

In this paper we deal with the stability of the Pólya-Szegő inequality for the symmetrization of functions having at least a mild form of concavity that is a natural geometric compromise to avoid the phenomena described above. At the same time the class of functions to which our stability results apply is large enough to include the solutions of the torsion problem and the first eigenfunction of the Laplacian operator with Dirichlet boundary conditions in smooth convex domains (see [5, 21, 20]).

To describe our main results let us recall the definition of Steiner symmetrization for a measurable function $u : \mathbb{R}^n \to [0, \infty)$ with compact support. For simplicity we write a point $x \in \mathbb{R}^n$ as $(x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}$. The Steiner symmetral $u^s$ of $u$ with respect to the hyperplane $\{x_n = 0\}$ is defined as

$$u^s(x) := \inf\{t > 0 : L^1(\{s : u(x', s) > t\}) \leq 2|x_n|\}$$
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for any $x \in \mathbb{R}^n$. If the function $u$ belongs to $W^{1,p}(\mathbb{R}^n)$, then also $u^s$ belongs to the same space and the Pólya-Szegő inequality states that
\[ \int_{\mathbb{R}^n} |\nabla u|^p \, dx \geq \int_{\mathbb{R}^n} |\nabla u^s|^p \, dx. \]

Let us denote by
\[ \Delta(u, u^s) := \int_{\mathbb{R}^n} |\nabla u|^p \, dx - \int_{\mathbb{R}^n} |\nabla u^s|^p \, dx \]
the gap between the two sides of the Pólya-Szegő inequality. Our main result shows that for a log-concave function $u$ this gap controls the $L^1$ distance between $u^s$ and (a suitable translation of) $u$. Here and throughout the paper, given a function $u : D \to \mathbb{R}$, it will always be understood that the function is extended to the whole $\mathbb{R}^n$ by setting $u(x) = 0$ outside $D$. We recall that for a bounded open convex set $D \subset \mathbb{R}^n$ the outer radius is the radius of the smallest ball containing $D$ while the inner radius is the radius of the largest ball contained in $D$.

**Theorem 1.1.** Let $D \subset \mathbb{R}^n$ be a bounded open convex set and let $u \in W^{1,p}_0(D)$ be a non-negative and log-concave function. Assume that the subgraph of $u$ is star-shaped with respect to a ball of radius $m$. Then
\[ \inf_{h \in \mathbb{R}} \int_{\mathbb{R}^n} |u(x', x_n + h) - u^s(x)| \, dx \leq \begin{cases} \frac{M^{n+2}}{m^{n+1}} \mathcal{L}^n(D)^{\frac{1}{p}} \|\nabla u^s\|_{L^p} \Delta(u, u^s)^{\frac{2}{p}} & \text{if } 1 < p < 2; \\ \frac{M^{n+2}}{m^{n+1}} \mathcal{L}^n(D)^{\frac{1}{p}} \Delta(u, u^s)^{\frac{1}{p}} & \text{if } p \geq 2, \end{cases} \] \hspace{1cm} (1.1)

where $c = c(n, p)$ and $M$ is the maximum between $\|u\|_{L^\infty}$ and the outer radius of $D$.

Recall that, given $C \subset E \subset \mathbb{R}^n$, the set $E$ is said to be star-shaped with respect to $C$ if for any $x \in E$ and $y \in C$ the segment joining $x$ and $y$ is contained in $E$. The star-shapedness condition on the subgraph ensures that the function $u$ is not too flat near the boundary of $D$. This condition is automatically satisfied when $|\nabla u|$ is bounded from below in a neighborhood of $\partial D$ by some positive constant, as proved in Theorem 4.1. For instance, this happens when $u$ is the first eigenfunction of the Laplacian in a smooth convex domain. It can be shown that if the subgraph of $u$ is star-shaped with respect to a ball of radius $m$ then also the subgraph of $u^s$ is star-shaped with respect to a ball of the same radius (see the proof of Theorem 1.3).

Note that estimate (1.1) is scaling invariant in the sense that it does not change by replacing $u$ with the function $\lambda u(x/\lambda)$. Note also that the exponent $1/2$ of the gap in the case $p \leq 2$ is optimal as shown by a simple one dimensional example (see Example 3.3). We conjecture that also in the case $p > 2$ the optimal exponent should be $1/2$.

It should be interesting, when $u$ is the first eigenfunction of the Laplacian in a smooth convex domain $D$, to have a quantitative Faber-Krahn type inequality under Steiner symmetrization, i.e., to control through the gap $\Delta(u, u^s)$ the symmetric difference between $D$ and its Steiner symmetral $D^s$. We refer to the recent work [6] for a sharp quantitative version of the Faber-Krahn principle.

In the case $u$ is concave or, more generally, $\alpha$-concave the previous theorem can be further improved. Recall that a positive function $u$ is called $\alpha$-concave, for a given $\alpha \in (0, 1]$, if $\hat{u} := u^\alpha$ is concave.

**Theorem 1.2.** Let $D \subset \mathbb{R}^n$ be a bounded open convex set and let $u \in W^{1,p}_0(D)$ be a non-negative and $\alpha$-concave function, $\alpha \in (0, 1]$. Then inequality (1.1) holds with $c = c(n, p, \alpha)$ and the ratio...
\(M^{n+2}/m^{n+1}\) replaced by \(\tilde{M}^{n+2}/\|\tilde{u}\|_{L^1}\), where \(\tilde{M}\) is the maximum between \(\|\tilde{u}\|_{L^\infty}\) and the outer radius of \(D\).

This theorem applies to the solutions of the torsional rigidity problem in smooth convex domains which are known to be 1/2-concave. Note also that in the theorem no assumption is made on the star-shapedness of the subgraph of \(u\).

An interesting feature of the estimate (1.1) is that it retains the same structure when iterated along different directions. This allows us to prove a similar estimate for the Schwarz rearrangement of log-concave functions. To this aim, we recall that, given a measurable function \(u : \mathbb{R}^n \to [0, \infty)\) with compact support, the Schwarz symmetrical \(u^*\) of \(u\) with respect to the origin is defined as

\[
u^*(x) := \inf \{t > 0 : \mathcal{L}^n(\{y : u(y) > t\}) \leq \omega_n|x|^n\},
\]

where \(\omega_n\) is the measure of the unit ball in \(\mathbb{R}^n\). We denote by

\[
\Delta(u, u^*) := \int_{\mathbb{R}^n} |\nabla u|^p dx - \int_{\mathbb{R}^n} |\nabla u^*|^p dx
\]

the gap between the two sides of the Pólya-Szegő inequality in the case of Schwarz rearrangement.

**Theorem 1.3.** Let \(D \subset \mathbb{R}^n\) be a bounded open convex set and let \(u \in W^{1,p}_0(D)\) be a non-negative and log-concave function. Assume that the subgraph of \(u\) is star-shaped with respect to a ball of radius \(m\). Then

\[
\inf_{h \in \mathbb{R}^n} \int_{\mathbb{R}^n} |u(x + h) - u^*(x)| dx \leq \begin{cases}
\frac{c \tilde{M}^{n+2}}{m^{n+1}} \mathcal{L}^n(D)^{\frac{1}{p}} \|\nabla u^*\|_{L^p}^{\frac{2-p}{2}} \Delta(u, u^*)^{\frac{1}{2}} & \text{if } 1 < p < 2; \\
\frac{c \tilde{M}^{n+2}}{m^{n+1}} \mathcal{L}^n(D)^{\frac{1}{p}} \Delta(u, u^*)^{\frac{1}{p}} & \text{if } p \geq 2,
\end{cases}
\]

where \(c = c(n, p)\) and \(\tilde{M}\) is as in Theorem 1.1.

The counterpart of the above theorem in the \(\alpha\)-concave case has a similar statement, with the only difference that \(c = c(n, p, \alpha)\) and the ratio \(M^{n+2}/m^{n+1}\) has to be replaced by \(\tilde{M}^{n+2}/\|\tilde{u}\|_{L^1}\).

In the last section of the paper we prove similar stability results for quasi-concave functions, i.e., functions having convex level sets. In order to extend the estimate (1.1) to this more general setting, we have not only to prevent \(u\) from having a plateau but also to control in a quantitative way how flat is the subgraph, i.e., how much \(\nabla u\) is far from being null. From this point of view, a reasonable condition is to require that \(|\nabla u|\) is bounded from below by some positive constant.

The precise statement is given in Theorem 4.1.

## 2. Preliminary results

We start by recalling some definitions and basic results that will be instrumental in the proof of the quantitative estimate (1.1). In the following, a point \(x \in \mathbb{R}^n\), when \(n \geq 2\), will be usually labeled by \((x', x_n)\), where \(x' = (x_1, \ldots, x_{n-1}) \in \mathbb{R}^{n-1}\) and \(x_n \in \mathbb{R}\); similarly, when \(\xi \in \mathbb{R}^{n+1}\) we shall write it as \((x', x_n, t)\). To emphasize the different roles of the variables \(x_n\) and \(t\) we shall also write \(\mathbb{R}^{n+1} = \mathbb{R}^{n-1} \times \mathbb{R} \times \mathbb{R}\) with the obvious meaning. Consistently, we shall denote by \(\nabla u = (\nabla_x u, \partial_{x_n} u)\) the gradient of a function \(u\) depending on the variables \((x', x_n)\) and by \(\nabla f = (\nabla_x f, \partial_t f)\) the gradient of a function \(f\) depending on \((x', t)\). A vector \(\nu \in \mathbb{R}^{n+1}\) will be also written as \((\nu_{x'}, \nu_{x_n}, \nu_t) \in \mathbb{R}^{n+1} = \mathbb{R}^{n-1} \times \mathbb{R} \times \mathbb{R}\). Finally, for any integer \(k \geq 1\), \(\mathcal{L}^k\) stands for the outer Lebesgue measure in \(\mathbb{R}^k\), while \(\mathcal{H}^k\) stands for the \(k\)-dimensional Hausdorff measure.
Given any measurable set $E \subset \mathbb{R}^{n+1}$, for every $(x', t) \in \mathbb{R}^{n-1} \times \mathbb{R}$ we set
\[ E_{x', t} := \{ x_n \in \mathbb{R} : (x', x_n, t) \in E \} \quad \text{and} \quad l(x', t) = \frac{1}{2} \mathcal{L}^1(E_{x', t}). \tag{2.1} \]
Then, we define the Steiner symmetrical $E^s$ of $E$ about the hyperplane $\{ x_n = 0 \}$ as
\[ E^s := \{ (x', x_n, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \times \mathbb{R} : |x_n| < l(x', t) \}. \]
We define also the barycenter of the slice $E_{x', t}$ as
\[ b(x', t) := \begin{cases} \frac{1}{2l(x', t)} \int_{E_{x', t}} x_n \, dx_n & \text{if } 0 < l(x', t) < \infty \text{ and } |x_n| \in L^1(E_{x', t}); \\ 0 & \text{otherwise.} \end{cases} \tag{2.2} \]
Finally, if $E$ is a measurable set in $\mathbb{R}^n$, its Steiner symmetrical about the hyperplane $\{ x_n = 0 \}$ is defined similarly, after replacing (2.1) by parallel definitions of $E_{x'}$ and $l(x')$.

If $E \subset \mathbb{R}^{n+1}$ is a measurable set and $U$ is an open set in $\mathbb{R}^{n+1}$, the perimeter of $E$ in $U$ will be denoted by $P(E; U)$, while $P(E)$ will be a short-hand notation for $P(E; \mathbb{R}^{n+1})$. If $E$ has finite perimeter we denote by $\partial^* E$ its reduced boundary and by $\nu^E$ the (generalized) inner normal. For the precise definitions of these quantities and the main properties of sets of finite perimeter we refer to [1, Chapter 3]. Let $\Omega$ be an open set in $\mathbb{R}^{n-1} \times \mathbb{R}$. Here and in the following we will denote, with a slight abuse of notation, by $\Omega$ the cylinder $\{ (x', x_n, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \times \mathbb{R} : (x', t) \in \Omega \}$. If $E \subset \mathbb{R}^{n+1}$ is a set of finite perimeter, we say that $E$ does not have plateaus in the direction $x_n$ inside the cylinder $\Omega \times \mathbb{R}$ if
\[ \mathcal{H}^n(\{ \xi \in \partial^* E : \nu^E_{x_n}(\xi) = 0 \} \cap (\Omega \times \mathbb{R})) = 0. \tag{2.3} \]
We say that $E$ has the segment property in the direction $x_n$ inside $\Omega \times \mathbb{R}$ if for a.e. $(x', t) \in \Omega$
\[ E_{x', t} \text{ is } \mathcal{L}^1\text{-equivalent to a segment.} \tag{2.4} \]

The following result, which is contained in [10, Proposition 1.2] and [2, Theorem 4.3], relates the segment property and the absence of plateaus to the regularity properties of the functions $l$ and $b$.

**Theorem 2.1.** Let $\Omega \subset \mathbb{R}^{n-1} \times \mathbb{R}$ be an open set and let $E \subset \mathbb{R}^{n+1}$ be a set of finite perimeter in $\Omega \times \mathbb{R}$ such that $\mathcal{L}^{n+1}(E \cap (\Omega \times \mathbb{R})) < \infty$. If $E$ satisfies (2.3), then $l \in W^{1,1}(\Omega)$ and $\|\nabla l\|_{L^1(\Omega)} \leq P(E; \Omega \times \mathbb{R})/2$. Conversely, if $l \in W^{1,1}(\Omega)$ then the Steiner symmetrical $E^s$ of $E$ satisfies (2.3). Moreover, if $E$ has also the segment property (2.4) and if the Lebesgue representative $l^*$ of $l$ is strictly positive $\mathcal{H}^{n-1}$-a.e. in $\Omega$, then $b \in W^{1,1}_{\text{loc}}(\Omega)$ and $\|\nabla b\|_{L^1(\Omega)} \leq P(E; \Omega \times \mathbb{R})/2$.

Note that if $E$ is bounded then also $b$ is bounded, hence $b \in W^{1,1}(\Omega)$.

Let $u : \mathbb{R}^n \to [0, \infty)$ be a measurable function such that for a.e. $x' \in \mathbb{R}^{n-1}$
\[ l_u(x', t) := \frac{1}{2} \mathcal{L}^1(\{ x_n \in \mathbb{R} : u(x', x_n) > t \}) < \infty \quad \text{for all } t > 0. \]
Then, the Steiner rearrangement of $u$ with respect to the hyperplane $\{ x_n = 0 \}$ is the function $u^s : \mathbb{R}^n \to [0, \infty)$ defined for any $(x', x_n) \in \mathbb{R}^n$ by
\[ u^s(x) := \inf \left\{ t > 0 : l_u(x', t) \leq |x_n| \right\}. \]
Note that if we denote by $E_u$ the subgraph of $u$, i.e.,
\[ E_u := \{ (x, t) \in \mathbb{R}^n \times \mathbb{R} : 0 < t < u(x) \}, \]
we have $l_u(x', t) = \mathcal{L}^1((E_u)_{x', t})/2$ for all $(x', t) \in \mathbb{R}^{n-1} \times \mathbb{R}$. 

Note that $\Omega_u$ defined as in (2.2).

Finally, we shall denote by $b_t$ we use (2.5) to prove that

For $\varepsilon > 0$ such that $|y| > l_u(t)$ then $|y| < l_u(t)$ and so $\lambda(t) \leq 2l_u(t)$. On the other hand, by the continuity of $u$, for any $\varepsilon > 0$

Indeed, given $y \in \mathbb{R}$, if $t < u^*(y) = \inf\{s > 0 : l_u(s) \leq |y|\}$ then $|y| < l_u(t)$ and so $\lambda(t) \leq 2l_u(t)$. We use (2.5) to prove that $t \neq u^*(x)$. In fact, if $t = u^*(x)$ we have the contradiction

We shall denote by $\Omega_u$ the projection of $E_u$ on $\mathbb{R}^{n-1} \times \mathbb{R}_t$ (see Figure 1):

$$
\Omega_u := \{(x', t) \in \mathbb{R}^{n-1} \times \mathbb{R}_t : 0 < t < u(x', x_n) \text{ for some } x_n \in \mathbb{R}\}.
$$

Note that $\Omega_u = \Omega_u^*$ up to a set of zero $\mathcal{H}^n$ measure, and that $\Omega_u$ is open if $u$ is continuous. Finally, we shall denote by $b_u : \Omega_u \to \mathbb{R}$ the function giving the barycenter of the sections of $E_u$ defined as in (2.2).
In what follows the function $u$ will always be fixed. Therefore, when no confusion arises we shall often write $E$, $\Omega$, $l$ and $b$ in place of $E_u$, $\Omega_u$, $l_u$ and $b_u$. Note that if $u \in W^{1,p}_0(D)$ for some $p \geq 1$, then its extension to $\mathbb{R}^n$ (obtained setting $u = 0$ outside $D$, and still denoted by $u$) belongs to $W^{1,p}(\mathbb{R}^n)$ and thus also $u^s \in W^{1,p}(\mathbb{R}^n)$. Moreover, using the $W^{1,p}$ continuity of the Steiner rearrangement (see [8]) it turns out that $u^s|_{D^s} \in W^{1,p}_0(D^s)$.

Our strategy to prove Theorem 1.1 is based on a “change of perspective”. Using the segment property we are going to look at $E_u$ as a domain bounded by the graphs of the functions $b_u - l_u$ and $b_u + l_u$. This will allow us to rewrite the integral $\int |\nabla u|^p$ in terms of $l_u$ and $b_u$. To this aim we need the following result on the representation of the normals to a subgraph (see [18, Part I, Ch. 4, Sect. 1.5, Theorems 4 and 5]).

**Theorem 2.3.** Let $D \subset \mathbb{R}^n$ be an open set and $u \in W^{1,1}_{loc}(D)$ a non-negative function. Then $E_u$ has locally finite perimeter in $D \times \mathbb{R}$ and for $\mathcal{H}^n$-a.e. $\xi \in \partial^* E_u \cap (D \times (0, \infty))$

$$\nu^{E_u}(\xi) = \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}, \frac{-1}{\sqrt{1 + |\nabla u|^2}} \right).$$  \hfill (2.6)

The next lemma is based on the representation formula (2.6).

**Lemma 2.4.** Let $D \subset \mathbb{R}^n$ be a bounded open set, $u \in W^{1,p}(D)$, $p \geq 1$, be a non-negative and continuous function whose subgraph $E_u$ satisfies (2.3) and (2.4). Then

$$\partial_b b_u + \partial_b l_u < 0 \quad \text{and} \quad \partial_b b_u - \partial_b l_u > 0 \quad \text{a.e. in } \Omega_u$$ \hfill (2.7)

and

$$\int_D |\nabla u|^p \, dx = \int_{\Omega_u} \left( \frac{1 + |\nabla_x b_u + \nabla_x l_u|^2}{2} \right) dx' \, dt + \int_{\Omega_u} \frac{1 + |\nabla_x b_u - \nabla_x l_u|^2}{2} \, dx' \, dt.$$ \hfill (2.8)

**Proof.** We shall drop the subscript in $E_u$ and in all the other quantities involving $u$. Note that by Theorem 2.1 both $l$ and $b$ belong to $W^{1,1}(\Omega)$. Since $E$ has the segment property in the direction $x_n$, we have $E = E^+ \cap E^-$, where

$$E^+ := \{(x,t) \in \mathbb{R}^{n+1} : (x',t) \in \Omega, \, x_n < b(x',t) + l(x',t)\},$$

$$E^- := \{(x,t) \in \mathbb{R}^{n+1} : (x',t) \in \Omega, \, x_n > b(x',t) - l(x',t)\}.$$  

Note that, since $u$ is continuous, $\Omega$ is an open set. Since almost every point of $\partial^* E^+$ lies on the graph of both $u$ and $b + l$, by applying (2.6) twice we get that for $\mathcal{H}^n$-a.e. $\xi \in \partial^* E^+$, $\xi = (x',b(x',t) + l(x',t),t),$  

$$\nu(\xi) = \left( \frac{\nabla_x b + \nabla_x l}{\sqrt{1 + |\nabla b + \nabla l|^2}}, \frac{-1}{\sqrt{1 + |\nabla b + \nabla l|^2}} \right) \left( \frac{\partial_x b + \partial_x l}{\sqrt{1 + |\nabla b + \nabla l|^2}} \right).$$ \hfill (2.9)

where $\nu$ stands for the generalized inner normal to $E$ and the functions $b,l$ are evaluated at the point $(x',t)$, while $u$ is evaluated at $x = (x',b(x',t) + l(x',t))$. The corresponding formula for a
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point \( \xi = (x', b(x'), t) - l(x', t), t) \in \partial^s E^- \) gives for the inner normal
\[
\nu(\xi) = \left( \frac{\nabla x' l - \nabla x' b}{\sqrt{1 + |\nabla x' b|^2}}, \frac{1}{\sqrt{1 + |\nabla x' b|^2}}, \frac{\partial_t l - \partial_t b}{\sqrt{1 + |\nabla x' b|^2}} \right)
\]
(2.10)

Note that by comparing the last components of the vectors representing \( \nu \) in (2.9) and (2.10) we deduce in particular the first and the second inequality in (2.7), respectively.

By the second equalities in (2.9) and (2.10) we have, using the area formula,
\[
\int_D |\nabla u|^p \, dx = \int_{\partial^* E \cap (D \times (0, \infty))} \frac{|\nabla u|^p}{\sqrt{1 + |\nabla u|^2}} \, d\mathcal{H}^n = \int_{\partial^* E \cap (D \times (0, \infty))} \frac{|\nu_x|^p}{|\nu_t|^{p-1}} \, d\mathcal{H}^n.
\]

Setting \( A := \{(x, t) \in \mathbb{R}^{n+1} : (x', t) \in \Omega \} \) and splitting the last integral over the boundaries of \( E^+ \) and \( E^- \), by the first equalities in (2.9) and (2.10), we get
\[
\int_D |\nabla u|^p \, dx = \int_{\partial^* E^+} |\nu_x|^p \, d\mathcal{H}^n + \int_{\partial^* E^-} \frac{|\nu_x|^p}{|\nu_t|^{p-1}} \, d\mathcal{H}^n
\]
\[
+ \int_{\partial^* E^+} \frac{(1 + |\nabla x' b + \nabla x' l|^2)^{\frac{p}{2}} - 1}{\sqrt{1 + |\nabla x' b + \nabla x' l|^2}} \, \frac{1}{|\nabla x' b + \nabla x' l|^2} \, d\mathcal{H}^n
\]
\[
+ \int_{\partial^* E^-} \frac{(1 + |\nabla x' b - \nabla x' l|^2)^{\frac{p}{2}} - 1}{|\nabla x' b - \nabla x' l|^2} \, d\mathcal{H}^n - \Omega \int \frac{(1 + |\nabla x' b + \nabla x' l|^2)^{\frac{p}{2}}}{|\partial_t l|^p} \, dx' \, dt + \int_{\Omega} \frac{(1 + |\nabla x' b - \nabla x' l|^2)^{\frac{p}{2}}}{|\partial_t l|^p} \, dx' \, dt.
\]

\[ \square \]

Remark 2.5. If \( u \) satisfies the assumptions of Lemma 2.4, using the equality \((E_u)^s = E_u^s\), stated in Lemma 2.2 and applying Theorem 2.1, we get that also \( E_u^s \) satisfies condition (2.3). On the other hand, \( E_u^s \) trivially satisfies the segment property (2.4), therefore (2.8) holds also for \( u^s \) and becomes
\[
\int_{D^s} |\nabla u^s|^p \, dx = 2 \int_{\Omega} \frac{(1 + |\nabla x' l|^2)^{\frac{p}{2}}}{|\partial_t l|^p} \, dx' \, dt.
\]

Concave functions, and more generally log-concave and the \( \alpha \)-concave functions, satisfy condition (2.3), as shown in the next two lemmas. Therefore, we may apply to these functions the results of Lemma 2.4.

Lemma 2.6. Let \( D \subset \mathbb{R}^n \) be a bounded open convex set and \( u : D \rightarrow (0, \infty) \) a concave function. Then \( u^s \) is concave in \( D^s \) and \( E_u \) satisfies condition (2.3).

Proof. Since \( u \) is concave, \( E_u \) is convex. Therefore, since the convexity is preserved by the Steiner symmetrization, \((E_u)^s \) is convex. By the equality \((E_u)^s = E_u^s\) proved in Lemma 2.2, it follows that \( u^s \) is concave. Moreover, since \( E_u \) is convex, there exist two functions \( f_1, f_2 : \Omega_u \rightarrow \mathbb{R} \), \( f_1 \) concave and \( f_2 \) convex, such that
\[
E_u = \{(x', x_n, t) \in \mathbb{R}^{n+1} : (x', t) \in \Omega_u \text{ and } f_2(x', t) < x_n < f_1(x', t)\}.
\]
From (2.9) and (2.10) we get that for $\mathcal{H}^n$-a.e. $(x', t) \in \Omega_u$

$$\nu^E_{x_n}(x', f_1(x', t), t) = -\frac{1}{\sqrt{1 + |\nabla f_1(x', t)|^2}}, \quad \nu^E_{x_n}(x', f_2(x', t), t) = \frac{1}{\sqrt{1 + |\nabla f_2(x', t)|^2}},$$

and so condition (2.3) follows. \hfill \square

Next lemma deals with the case of log-concave and $\alpha$-concave functions.

**Lemma 2.7.** Let $D \subset \mathbb{R}^n$ be a bounded open convex set and $u : D \to (0, \infty)$ a log-concave function. Then $u^s$ is log-concave in $D^s$ and $E_u$ satisfies condition (2.3). Similarly, if $u$ is $\alpha$-concave for some $\alpha \in (0, 1]$, then also $u^s$ is $\alpha$-concave and $E_u$ satisfies (2.3).

**Proof.** We shall only give the proof in the log-concave case, the other case being similar. Set $\tilde{u} := \ln u$. Observing that $\ln u^s = (\tilde{u})^s$, by Lemma 2.6 we can conclude that $\ln u^s$ is concave in $D^s$. Moreover, arguing as in the proof of Lemma 2.6, setting $\tilde{E} := \{(x', x_n, t) \in \mathbb{R}^{n+1} : (x', x_n) \in D, \tilde{u}(x', x_n) > t\}$, we have that $\nu^E_{x_n} \neq 0$ $\mathcal{H}^n$-a.e. in $\partial \tilde{E}$, i.e., $\tilde{E}$ satisfies condition (2.3). Since $E = \phi(\tilde{E})$, where $\phi : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$ is the map $\phi(x, t) := (x, e')$, we get that also $E$ satisfies (2.3). \hfill \square

Once the integral $\int_D |\nabla u|^p$ is rewritten in terms of $b$ and $l$, we will evaluate $\Delta(u, u^s)$ only in terms of the integral of the product of $|\nabla b|$ and a suitable weight function. In order to conclude, we will need the following weighted Poincaré inequalities. The first one is an ad hoc extension of [2, Corollary 5.2] and will be used in the proof of Theorem 1.2, with $w = \tilde{u}^s(\cdot, 0)$, where $\tilde{u} = u^s$. The second one has been proved in [2] and will be used in the proof of Theorem 1.1 to deal with the log-concave case.

**Proposition 2.8.** Let $C \subset \mathbb{R}^{n-1}$, $n \geq 2$, be a bounded open convex set, let $w : C \to (0, \infty)$ be a concave function, and let $\Omega$ be the subgraph of $w$, i.e.,

$$\Omega := \{x \in \mathbb{R}^n : x' \in C \text{ and } 0 < x_n < w(x')\}.$$  

Denote by $r$ and $R$ the inner and the outer radius of $\Omega$, respectively. Given $\beta \geq 0$, the following weighted Poincaré inequality holds:

$$\int_{\Omega} |f(x) - \overline{f}| |x_n^\beta| dx \leq c \frac{R}{r} \int_{\Omega} |\nabla f(x)| x_n^\beta \text{dist}(x, \partial \Omega) dx \quad \text{for all } f \in W^{1,1}(\Omega), \quad (2.11)$$

where $\overline{f} \in \mathbb{R}$ is a suitably defined average of $f$ and $c$ is a constant depending only on $n$ and $\beta$.

**Proof.** By a density argument we may assume that $f \in C^1$. Define

$$U := \{x \in \mathbb{R}^n : x' \in C \text{ and } |x_n| < w(x')\}.$$  

The set $U$ is a convex set with outer radius smaller than $2R$ and inner radius larger than $r$. By John’s Theorem (see [3, Ch.V, Theorem 2.4] and [19]), the maximum volume ellipsoid $S$ included in $U$ is unique and the inclusions $S \subset U \subset nS$ hold. Note that, since $U$ is symmetric with respect to the hyperplane $\{x_n = 0\}$, also $S$ has to be symmetric: if not, the Steiner symmetral of $S$ would be an ellipsoid different from $S$, but with the same volume (see [4, Lemma 2]).

Up to a translation and a rotation around the $x_n$-axis, we may assume that $S = \{x \in \mathbb{R}^n : \sum_{i=1}^n (x_i/a_i)^2 < 1\}$ for some $a_1, \ldots, a_n > 0$. We have that $\max \{a_i\} \leq 2R$ and $\min \{a_i\} \geq r/n$. Let $\phi : \mathbb{R}^n \to \mathbb{R}^n$ be the linear transformation mapping the unit ball $B_1$ on $S$ represented by
the matrix \((\delta_{ij}a_i)\). Set \(\hat{f} = f \circ \phi, \hat{U} = \phi^{-1}(U)\) and \(\hat{\Omega} = \phi^{-1}(\Omega)\). The following estimates hold:

\[
|\nabla f(\phi(y))| = |\nabla \hat{f}(y)(\nabla \phi(y))^{-1}| = \sqrt{\sum_i a_i^{-2}(\partial_i \hat{f})(y)^2} \geq \frac{|\nabla \hat{f}(y)|}{\max \{a_i\}} \geq \frac{|\nabla \hat{f}(y)|}{2R}.
\]

\[
\text{dist}(\phi(y), \partial \Omega) = \inf_{z \in \partial \hat{\Omega}} \sqrt{\sum_i a_i^2(y_i - z_i)^2} \geq \min \{a_i\} \text{dist}(y, \partial \hat{\Omega}) \geq \frac{r}{n} \text{dist}(y, \partial \hat{\Omega}).
\]

Since \(\det \nabla \phi = L^n(S)/L^n(B_1)\) is constant, we have for any \(\bar{f} \in \mathbb{R}\)

\[
\int_{\hat{\Omega}} |\hat{f}(x) - \bar{f}|x_n^\beta dx = a_n^\beta \det \nabla \phi \int_{\hat{\Omega}} |\hat{f}(y) - \bar{f}|y_n^\beta dy;
\]

\[
\int_{\Omega} |\nabla f(x)|x_n^\beta \text{dist}(x, \partial \Omega) dx \geq \frac{r}{2nR} a_n^\beta \det \nabla \phi \int_{\hat{\Omega}} |\nabla \hat{f}(y)|y_n^\beta \text{dist}(y, \partial \hat{\Omega}) dy.
\]

Therefore, it will be enough to show that for some \(\bar{f} \in \mathbb{R}\) and some \(c\) depending only on \(n\) and \(\beta\)

\[
\int_{\hat{\Omega}} |\hat{f}(y) - \bar{f}|y_n^\beta dy \leq c \int_{\hat{\Omega}} |\nabla \hat{f}(y)|y_n^\beta \text{dist}(y, \partial \hat{\Omega}) dy. \tag{2.12}
\]

Note that \(B_1 \subset \hat{U} \subset B_n\), and that in particular \(\hat{\Omega}\) includes the ball of radius 1/2 centered in \(\bar{x} := (0, \ldots, 0, 1/2)\). Let \(\bar{f}\) denote the average of \(\hat{f}\) on \(B := B_{1/4}(\bar{x})\). For every \(y \in \hat{\Omega}\) and \(z \in B\) we have

\[
\hat{f}(z) - \hat{f}(y) = \int_0^1 \nabla \hat{f}((1 - s)y + sz) \cdot (z - y) ds.
\]

Multiplying by \(\frac{1}{L^n(B)} \chi_B(z)\) and integrating over \(z\)

\[
\bar{f} - \hat{f}(y) = \frac{1}{L^n(B)} \int_B \int_0^1 \nabla \hat{f}((1 - s)y + sz) \cdot (z - y) ds dz.
\]

Passing to the absolute value, multiplying by \(y_n^\beta\), and integrating with respect to \(y\), we get

\[
\int_{\hat{\Omega}} |\hat{f}(y) - \bar{f}|y_n^\beta dy \leq \frac{1}{L^n(B)} \int_B \int_0^1 |\nabla \hat{f}((1 - s)y + sz)| ||z - y||y_n^\beta ds dz dy.
\]
Setting \( x = (1 - s)y + sz \) and changing variables from \( z \) to \( x \), we get
\[
\int_{\hat{\Omega}} |\hat{f}(y) - \hat{f}|y_n^2 dy \leq \frac{1}{L_n(B)} \int_{\hat{\Omega}} \int_{0}^{1} |\nabla \hat{f}(x)| \frac{|x - y|}{s^{n+1}} y_n \chi_B \left( \frac{x - (1 - s)y}{s} \right) ds dy dx.
\]
In order to estimate the integral on the right hand side we start by noticing that
\[
|x - y| \leq 4(n + 1) \text{dist}(x, \partial \hat{\Omega}).
\]
In fact, if \( y \notin B_{1/4}(z) \), indicating by \( K \) the convex hull of \( B_{1/4}(z) \cup \{ y \} \), we have (see Figure 2)
\[
|x - y| = 4|z - y| \text{dist}(x, \partial K) \leq 4(n + 1) \text{dist}(x, \partial \hat{\Omega})
\]
because \( K \subset \hat{\Omega} \). Conversely, if \( y \in B_{1/4}(z) \), we have \( |x - y| \leq \text{dist}(x, \partial \hat{\Omega}) \). Moreover, for \( x \) and \( y \) fixed, the values of \( s \) for which \( z \in B \) are such that
\[
\frac{|x - y|}{s} - |y - \mathbf{r}| \leq \frac{|x - (1 - s)y|}{s} - |y - \mathbf{r}| \leq \frac{1}{4}, \quad \text{and so } s \geq \frac{4|x - y|}{1 + 4|y - \mathbf{r}|} \geq \frac{4|x - y|}{5(n + 1)}.
\]
Observe also that one has always \( y_n \leq 4nx_n \). Indeed, this is trivial if \( y_n \leq x_n \). On the other hand, if \( x_n \leq y_n \), then \( x_n \geq z_n \geq 1/4 \) and so \( y_n \leq 4nx_n \).

Finally, setting \( A(x) := \{ y \in \Omega : |x - y| \leq 4(n + 1) \text{dist}(x, \partial \hat{\Omega}) \} \) and interchanging the order of integration, we have
\[
\int_{\hat{\Omega}} |\hat{f}(y) - \hat{f}|y_n^2 dy \leq \frac{(4n)^3}{L_n(B)} \int_{\hat{\Omega}} \int_{A(x)} |\nabla \hat{f}(x)| x_n^2 \int_{\hat{\Omega}} |x - y| \frac{1}{s^{n+1}} ds dy dx
\]
\[
= c \int_{\hat{\Omega}} |\nabla \hat{f}(x)| x_n^2 \int_{A(x)} \frac{1}{4^n |x - y|^{n-1}} dy dx
\]
\[
\leq c \int_{\hat{\Omega}} |\nabla \hat{f}(x)| x_n^2 \int_{A(x)} \frac{1}{4^n |x - y|^{n-1}} dy dx
\]
\[
= c \int_{\hat{\Omega}} |\nabla \hat{f}(x)| x_n^2 \int_{0}^{4(n + 1) \text{dist}(x, \partial \hat{\Omega})} n \omega_n dp dx
\]
\[
= c \int_{\hat{\Omega}} |\nabla \hat{f}(x)| x_n^2 \text{dist}(x, \partial \hat{\Omega}) dx,
\]
thus proving (2.12). \( \square \)

The next result has been proved in [2, Proposition 5.1].

\textbf{Proposition 2.9.} Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 1 \), be an open set, and let \( \mathbf{r}, \hat{x} \in \Omega \) and \( 0 < r \leq R < \infty \) be such that \( B_r(\mathbf{r}) \subset \Omega \subset B_R(\mathbf{x}) \). Assume that \( \Omega \) is star-shaped with respect to \( B_r(\mathbf{r}) \). Then,
\[
\int_{\Omega} |f(x) - f_{B_{2r}(\mathbf{r})}| dx \leq \left( \frac{4R}{r} \right)^{n+1} \int_{\Omega} |\nabla f(x)| \text{dist}(x, \partial \Omega) dx \quad \text{for all } f \in W^{1,1}(\Omega),
\]
where \( f_{B_{2r}(\mathbf{r})} \) denotes the average of \( f \) on \( B_{2r}(\mathbf{r}) \).

To conclude this section, we provide three simple lemmas of geometric nature.

\textbf{Lemma 2.10.} Let \( C \subset \mathbb{R}^n \) be a bounded open convex set with outer radius \( R \). Then its inner radius \( r \) can be estimated by
\[
r \geq \frac{L^n(C)}{\omega_n n^n R^{n-1}}.
\]
Proof. Let $S$ be the maximum ellipsoid included in $C$. Up to a rigid motion, we may assume that $S = \{ x \in \mathbb{R}^n : \sum_{i=1}^n (x_i/l_i)^2 < 1 \}$ with $l_1 \leq \ldots \leq l_n$. Clearly, $R \geq l_n$ and $r \geq l_1$. By John’s ellipsoid theorem (see [3, Ch.V, Theorem 2.4]), the inclusion $C \subset nS$ holds and therefore $\omega_n r^{n-1} \geq \mathcal{L}^n(S) \geq \mathcal{L}^n(C)/n^n$. \hfill \Box

**Lemma 2.11.** Let $C \subset \mathbb{R}^n$ be a bounded open convex set, and let $B_r(y) \subset C$. Given a point $x \in \partial C$ where the inner normal $\nu$ is defined, and set $\eta = (y - x)/|y - x|$, we have

$$\langle \nu, \eta \rangle \geq \frac{r}{2|y - x|}.$$  \hfill (2.13)

**Proof.** If $\langle \nu, \eta \rangle \geq 1/2$, then (2.13) is trivial, since $R := |y - x| \geq r$. So, assume $\langle \nu, \eta \rangle < 1/2$, and consider the vector $\hat{\nu}$ obtained by normalizing $\langle \nu, \eta \rangle \eta - \nu$. Note that $|\langle \nu, \eta \rangle \eta - \nu| \geq 1/2$. Since $B_r(y)$ is included in the half-space $\{ z \in \mathbb{R}^n : \langle z - x, \nu \rangle > 0 \}$ (see Figure 3), one has

$$0 \leq \langle y + r\hat{\nu} - x, \nu \rangle = \langle y - x, \nu \rangle + r\langle \hat{\nu}, \nu \rangle \leq 2R\langle \nu, \eta \rangle + 2r \langle \nu, \eta \rangle^2 - 1,$$

and therefore

$$\langle \nu, \eta \rangle \geq \frac{-R + \sqrt{R^2 + 4r^2}}{2r} = \frac{2r}{R + \sqrt{R^2 + 4r^2}} \geq \frac{r}{2R}.$$ \hfill \Box

**Lemma 2.12.** Let $\mu$ and $\eta$ be unitary vectors in $\mathbb{R}^n$, and let

$$F_1 := \{ z \in B_R : \langle z, \mu \rangle > 0 \} + (0, x_n) \quad \text{and} \quad F_2 := \{ z \in B_R : \langle z, \eta \rangle > 0 \} + (0, y_n)$$

be two half balls with centers on the $x_n$ coordinate axis, whose intersection contains a ball of radius $r$. Then there exists a positive constant $c$ depending only on $n$ and on the ratio $r/R$ such that

$$|\mu_n|\|\eta_n\| + \langle \mu', \eta' \rangle \geq c - 1.$$

**Proof.** The intersection $\mathcal{L}^n(F_1 \cap F_2)$ is a continuous function of $\mu$, $\eta$, $|x_n - y_n|$, and $R$, and it is null for $|x_n - y_n| > 2R$. If $|\mu_n|\|\eta_n\| + \langle \mu', \eta' \rangle = -1$, then $\mathcal{L}^n(F_1 \cap F_2) = 0$ (see Figure 4). Therefore, if $\mathcal{L}^n(F_1 \cap F_2) \geq \omega_n r^n > 0$, by compactness $|\mu_n|\|\eta_n\| + \langle \mu', \eta' \rangle \geq c - 1$ for some constant $c = c(n, r, R) > 0$. By a rescaling argument, $c = c(n, r/R)$. \hfill \Box
3. Quantitative estimates

The present section focuses on the proof of our main results. We start with a technical lemma.

**Lemma 3.1.** Consider the function $f_p : \mathbb{R}^{n-1} \times (0, \infty) \rightarrow \mathbb{R}$ defined as

$$f_p(x) := \frac{(1 + |x'|^2)^{\frac{p}{2}}}{x_n^{p-1}}. \quad (3.1)$$

For a fixed $x$, given $y \in \mathbb{R}^n$, let $\Phi(x, y)$ be the second order increment of $f$ in the direction $y$, i.e.,

$$\Phi(x, y) := f_p(x + y) + f_p(x - y) - 2f_p(x).$$

If $|y_n| \leq x_n$, then there exists a positive constant $c = c(p)$ such that, for $1 < p \leq 2$ we have

$$\Phi(x, y) \geq c \frac{(1 + |x'|^2 + |y'|^2)^{\frac{p}{2}}}{x_n^{p-1}} \left( \frac{|y|^2}{1 + |x'|^2} + \frac{|y_n|^2}{x_n^2} \right), \quad (3.2)$$

while for $p > 2$ we have

$$\Phi(x, y) \geq c \frac{1}{x_n^{p-1}} \left( \frac{|y|^p}{(1 + |x'|^2)^{\frac{p}{2}}} + \frac{|y_n|^p}{x_n^p} \right).$$

**Proof.** The proof is based on some careful estimates of a suitable expansion of $\Phi(x, y)$. First, observe that the function $(s, t) \in \mathbb{R} \times (0, \infty) \rightarrow t^{1-p}(1 + s^2)^{p/2}$ is strictly convex. Hence, the strict convexity of $f_p$ easily follows. Then, a straightforward second order expansion of $\Phi(x, \cdot)$ yields

$$\Phi(x, y) = p \int_{-1}^1 (1 - |\tau|)J_p(\tau) d\tau,$$
Thus, we have
\[ J_p(\tau) = \frac{(1 + |x' + \tau y'|^2)^{p-2}}{(x_n + \tau y_n)^{p-1}} \left[ |y'|^2 + (p - 2) \frac{(x' + \tau y', y')^2}{1 + |x' + \tau y'|^2} \right] - 2(p - 1) \frac{(x' + \tau y', y') y_n}{x_n + \tau y_n} + (p - 1) \frac{(1 + |x' + \tau y'|^2) y_n^2}{(x_n + \tau y_n)^2} \geq 0, \]
thanks to the convexity of \( \Phi \).

**First case.** Let us start treating the case \( 1 < p \leq 2 \). By means of easily verifiable computations, we can write \( J_p(\tau) \) as
\[ J_p(\tau) = \frac{(1 + |x' + \tau y'|^2)^{p-2}}{(x_n + \tau y_n)^{p-1}} \left[ (p - 1) \left( |y'|^2 - 2y_n \frac{(x' + \tau y', y')}{x_n + \tau y_n} + y_n^2 \frac{|x' + \tau y'|^2}{(x_n + \tau y_n)^2} \right) + (p - 1) \frac{y_n^2}{(x_n + \tau y_n)^2} + (2 - p) |y'|^2 + (p - 2) \frac{(x' + \tau y', y')^2}{1 + |x' + \tau y'|^2} \right] = \left( \frac{x_n + \tau y_n}{x_n + \tau y_n} \right)^{p-1} \left[ (p - 1) \frac{|y_n x' - x_n y'|^2 + y_n^2}{|x_n + \tau y_n|^2} + (2 - p) \left( |y'|^2 - \frac{(x' + \tau y', y')^2}{1 + |x' + \tau y'|^2} \right) \right]. \]

By Schwarz inequality
\[(2 - p) \left( |y'|^2 - \frac{(x' + \tau y', y')^2}{1 + |x' + \tau y'|^2} \right) \geq 0.\]
Moreover, taking into account that \( |\tau| \leq 1 \), the assumption \( |y_n| \leq x_n \) implies \( 0 \leq x_n + \tau y_n \leq 2x_n \). Thus, we have
\[ J_p(\tau) \geq c \frac{(1 + |x'|^2 + |y'|^2)^{p-2}}{x_n^{p-1}} \frac{|y_n x' - x_n y'|^2 + y_n^2}{x_n^2} \frac{x_n}{x_n^2} \geq 0. \]
Finally a dichotomy argument will give us the result. Indeed, if \( 2|y_n x'| \geq x_n |y'| \), we can write
\[ \frac{|y_n x' - x_n y'|^2 + y_n^2}{x_n^2} \geq \frac{y_n^2}{2x_n} \geq \frac{y_n^2}{8|x'|^2} \geq 0. \]
Otherwise, if \( 2|y_n x'| < x_n |y'| \), or equivalently
\[ 2(x_n |y'| - |y_n x'|) > x_n |y'|, \]
we have
\[ \frac{|y_n x' - x_n y'|^2 + y_n^2}{x_n^2} \geq \frac{(x_n |y'| - |y_n x'|)^2}{x_n^2} + \frac{y_n^2}{2x_n} \geq \frac{|y'|^2}{4} + \frac{y_n^2}{x_n^2} \geq 0. \]
Combining (3.4) and (3.5), we get (3.2).

**Second case.** The case \( p > 2 \) is more involved. While in the previous case we could get the result just performing pointwise estimates, here we will need to exploit the integral form of \( \Phi(x, y) \). We use again a dichotomy argument. Let \( \gamma \) be sufficiently large so that \( (p - 1) \frac{(p - 1)^2}{(p + 3)^2} + 2 - p \geq \frac{1}{2} \) (note that this condition implies in particular \( \gamma > 6 \)) and suppose first that \( |y'| > \gamma |x'| \). Then we have
\[ |x' + \tau y'| \geq |\tau| |y'| - |x'| \geq \left( \tau - \frac{1}{\gamma} \right) |y'| \]
(3.6)
and, for $2/\gamma \leq \tau \leq 3/\gamma$,
\[
\frac{|y_n x' - x_n y'|}{|x_n + \tau y_n|} \geq \frac{|y'|}{|x_n + \tau y_n|} \geq \frac{|y'|}{|x'|} \geq \frac{|y'| - 1/\gamma}{1 + \tau} \geq \frac{|y'| - 1/\gamma}{1 + 3/\gamma} = |y'| \frac{\gamma - 1}{\gamma + 3}.
\] (3.7)

Using (3.3), (3.6) and (3.7), recalling the choice of $\gamma$ and that $J_p \geq 0$, we estimate
\[
\Phi(x, y) = p \int_{-1}^{1} (1 - |\tau|) J_p(\tau) \, d\tau \geq \frac{\beta}{2} \int_{-1}^{1} (1 - |\tau|) J_p(\tau) \, d\tau \geq \frac{\gamma - 3}{\gamma} \int_{-1}^{1} J_p(\tau) \, d\tau
\]
\[
\geq c \int_{-1}^{1} \frac{(1 + |x' + \gamma y'|^2)^{p-2}}{(x_n + \tau y_n)^p} \left[ (p - 1) \frac{|y_n x' - x_n y'|^2 + y_n^2}{(x_n + \tau y_n)^2} + (2 - p) |y'|^2 \right] \, d\tau
\]
\[
\geq c \int_{-1}^{1} \frac{(1 + |y'|^2)^{p-2}}{(x_n + \tau y_n)^p} \left( |y'|^2 + \frac{y_n^2}{x_n} \right) \geq c \frac{1}{x_n^{p-1}} \left( |y'|^p + \frac{|y_n|^p}{x_n} \right).
\]

On the other side, when $|x'| \leq \gamma |x'|$ and $|\tau| \leq 1/2\gamma$,
\[
|x' + \tau y'| \geq |x'| - |\tau||y'| \geq (1 - |\tau|)|x'| \geq \frac{1}{2} |x'|.
\]

Let $\beta = \frac{1}{2(p-1)}$. By rearranging the expression of $J_p$ we have
\[
J_p(\tau) = \frac{(1 + |x' + \gamma y'|^2)^{p-2}}{(x_n + \tau y_n)^p} \left[ |y'|^2 + (p - 2) \frac{(x' + \gamma y', y')^2}{1 + |x' + \gamma y'|^2} \right.
\]
\[
- 2(p - 1) \frac{(x' + \gamma y', y') y_n}{x_n + \tau y_n} + (p - 1) \frac{(1 + |x' + \gamma y'|^2) y_n^2}{(x_n + \tau y_n)^2}
\]
\[
= \frac{(1 + |x' + \gamma y'|^2)^{p-2}}{(x_n + \tau y_n)^p} \left[ |y'|^2 - \frac{(x' + \gamma y', y')^2}{1 + |x' + \gamma y'|^2} + (p - 1) \frac{(x' + \gamma y', y')^2}{1 - \beta + |x' + \gamma y'|^2} \right.
\]
\[
+ (p - 1) \frac{(x' + \gamma y', y') y_n}{x_n + \tau y_n} + (p - 1) \frac{\beta y_n^2}{(x_n + \tau y_n)^2}
\]
\[
- 2(p - 1) \frac{(x' + \gamma y', y') y_n}{x_n + \tau y_n} + (p - 1) \frac{(1 - \beta + |x' + \gamma y'|^2) y_n^2}{(x_n + \tau y_n)^2}
\]
\[
= \frac{(1 + |x' + \gamma y'|^2)^{p-2}}{(x_n + \tau y_n)^p} \left[ |y'|^2 - \frac{(x' + \gamma y', y')^2}{1 + |x' + \gamma y'|^2} + \beta \frac{(p - 1)y_n^2}{(x_n + \tau y_n)^2}
\]
\[
- \beta(p - 1) \frac{(x' + \gamma y', y')^2}{(1 + |x' + \gamma y'|^2)(1 - \beta + |x' + \gamma y'|^2)}
\]
\[
+ (p - 1) \left( \frac{(x' + \gamma y', y')}{1 - \beta + |x' + \gamma y'|^2} - \frac{y_n}{x_n + \tau y_n} \right)^2 \right].
\]
Therefore, by using Schwarz inequality and removing the square term (recalling that \(|y_n| \leq x_n|\))

\[
J_p(\tau) \geq \frac{(1 + \left| x' + \tau y' \right|^2)^{\frac{p-2}{2}}}{(x_n + \tau y_n)^{p-1}} \left[ \frac{|y'|^2}{1 + |x' + \tau y'|^2} + \beta \frac{(p-1)y_n^2}{(x_n + \tau y_n)^2} - \beta \frac{(p-1)|y'|^2}{1 + |x' + \tau y'|^2} \right]^{\frac{p-2}{2}}
\]

This allows us to estimate \(\Phi(x, y)\) as follows

\[
\Phi(x, y) \geq c \int \frac{1}{\sqrt{x}} \left( 1 + \frac{|y'|^2}{x} \right)^{\frac{p-2}{2}} \left[ \frac{|y'|^2}{1 + |x|} + \frac{y_n^2}{x} \right] \, d\tau
\]

\[
\geq c \int \frac{1}{\sqrt{x}} \left( 1 + \frac{|y'|^2}{x} \right)^{\frac{p-2}{2}} \left[ \frac{|y'|^2}{1 + |x|} + \frac{y_n^2}{x} \right] \, d\tau \geq c \frac{1}{x_n^{p-1}} \left( \frac{|y'|^p}{1 + |x|^2} + \frac{|y_n|^p}{x_n^2} \right).
\]

We are now in position to give the proofs of our main results.

**Proof of Theorem 1.1.** From Lemma 2.7 it follows that the subgraph \(E_u\) satisfies the assumptions of Lemma 2.4. Therefore, we may rewrite \(\int_P |\nabla u|^p\) and \(\int_{\Omega^*} |\nabla u^*|^p\) in terms of \(b_u\) and \(l_u\). Hence, dropping the subscript in the notation of these quantities and in \(\Omega_u\), we have

\[
\Delta(u, u^*) = \int \frac{(1 + |\nabla_x b + \nabla_x l|^2)^{\frac{p}{2}}}{|\partial_t b + \partial_t l|^p - 1} + \frac{(1 + |\nabla_x b - \nabla_x l|^2)^{\frac{p}{2}}}{|\partial_t b - \partial_t l|^p - 1} - 2\frac{(1 + |\nabla_x l|^2)^{\frac{p}{2}}}{|\partial_t l|^p - 1} \, dx'dt. \tag{3.8}
\]

Recall that by (2.7) one has \(\partial_t b + \partial_t l < 0\) and \(\partial_t b - \partial_t l > 0\), and therefore \(\partial_t l < 0\) and \(|\partial_t b| < |\partial_t l|\). The integrand in (3.8) can be written as \(f_p(-\nabla l - \nabla b) + f_p(-\nabla l + \nabla b) - 2f_p(-\nabla l)\), where \(f_p\) is the function defined in (3.1). Therefore, using Lemma 3.1 we have

\[
\Delta(u, u^*) \geq \begin{cases} 
  c \int_\Omega \frac{(1 + |\nabla_x b|^2 + |\nabla_x l|^2)^{\frac{p}{2}}}{|\partial_t l|^p - 1} \frac{|\nabla_x b|^2}{1 + |\nabla_x l|^2} + \frac{|\partial_t b|^2}{|\partial_t l|^2} \, dx'dt & \text{when } 1 < p < 2; \\
  c \int_\Omega \frac{(1 + |\nabla_x l|^2)^{\frac{p}{2}}}{|\partial_t l|^p - 1} \frac{|\nabla_x l|^p}{1 + |\nabla_x l|^2} + \frac{|\partial_t b|^p}{|\partial_t l|^2} \, dx'dt & \text{when } p \geq 2.
\end{cases} \tag{3.9}
\]

Using twice Hölder’s inequality we get in the case \(1 < p < 2\)

\[
\int_\Omega \frac{|\nabla_x b|^2}{1 + |\nabla_x l|^2} + \frac{|\partial_t b|^2}{|\partial_t l|^2} \, dx'dt \leq c\Delta(u, u^*) \left( \int_\Omega \frac{|\partial_t l|^p - 1}{(1 + |\nabla_x l|^2)^{\frac{p}{2}}} \, dx'dt \right)^{\frac{1}{2}}
\]

\[
\leq c\Delta(u, u^*) \left( \int_\Omega |\partial_t l| \, dx'dt \right)^{\frac{p-1}{2}} \left( \int_\Omega \sqrt{1 + |\nabla_x l|^2 + |\nabla_x b|^2} \, dx'dt \right)^{\frac{2-p}{2}}.
\]

Using (2.8) with \(p = 1\), we obtain

\[
\int_\Omega \sqrt{1 + |\nabla_x l|^2 + |\nabla_x b|^2} \, dx'dt \leq \int_\Omega \sqrt{1 + |\nabla_x b + \nabla_x l|^2} \, dx'dt + \int_\Omega \sqrt{1 + |\nabla_x b - \nabla_x l|^2} \, dx'dt
\]

\[
= \int_D |\nabla u|dx \leq C_n(D)^{\frac{1}{p'}} \|\nabla u\|_{L^p},
\]
while, denoting by $\nu^*$ the inner normal to $\partial E^s$ and using (2.9) and (2.10) with $b \equiv 0$, we have

$$2 \int_{\Omega} |\partial l| \ dx' dt = \int_{\partial E^s \cap (D^* \times R)} |\nu^*_x| d\mathcal{H}^n = \mathcal{L}^n(D^s) = \mathcal{L}^n(D).$$

Collecting all the previous estimates, we conclude that

$$\int_{\Omega} \frac{|\nabla_x b|}{\sqrt{1 + |\nabla_x l|^2}} \ dx' dt + \int_{\Omega} \frac{|\partial l|}{|\partial l|} \ dx' dt \leq c \mathcal{L}^n(D)^{\frac{1}{p}} \|u\|_{L^p}^\frac{2-p}{p} \Delta(u, u^*)^\frac{1}{2}. \tag{3.10}$$

Similarly, in the case $p \geq 2$ we have

$$\int_{\Omega} \frac{|\nabla_x b|}{\sqrt{1 + |\nabla_x l|^2}} \ dx' dt + \int_{\Omega} \frac{|\partial l|}{|\partial l|} \ dx' dt \leq c \mathcal{L}^n(D)^{\frac{1}{p}} \Delta(u, u^*)^\frac{1}{2}. \tag{3.11}$$

We now turn to the estimate of the left hand side of both (3.10) and (3.11).

**Estimate of term I.** Note that for all $t$ the section $E_t$ is convex and, by Lemma 2.7, also $E^s_t$ is convex. Let us denote with $\mu(x')$ the inner normal to $\partial E^s_t$ at the point $(x', l(x', t), t)$. Recalling the expression of $\nu^s_t$ given by the first equations in (2.9) and (2.10) with $b \equiv 0$, we have

$$\frac{1}{\sqrt{1 + |\nabla_x l(x', t)|^2}} = \frac{1}{|\nu^s_1|} = |\mu_{x_1}(x')|. \tag{3.12}$$

We want to show that

$$|\mu_{x_1}(x')| \geq \frac{\text{dist}(x', \partial \Omega_t)}{\sqrt{2} M} \quad \forall x' \in \Omega_t, \tag{3.13}$$

where $M$ is the maximum between $|u|_{L^\infty}$ and the outer radius of $D$. If $|\mu_{x_1}(x')| > 1/\sqrt{2}$, then (3.13) is trivial because $\text{dist}(x', \partial \Omega_t) \leq M$. On the other hand, if $|\mu_{x_1}(x')| \leq 1/\sqrt{2}$ then $|\mu_{x_1}(x')| > 1/\sqrt{2}$. Let $w$ be the restriction of $l(\cdot, t)$ to the line through $x'$ parallel to $\mu_{x'}$, i.e., $w(s) = l(x' + s \mu_{x'}(x')/|\mu_{x'}(x')|), t)$. Since

$$|u'(0)| = \left| \frac{\nabla_x l(x', t) \mu_{x'}(x')}{|\mu_{x'}(x')|} \right| = \left| \frac{\mu_{x'}(x')}{|\mu_{x_1}(x')|} \right| = \frac{|\mu_{x_1}(x')|}{|\mu_{x_1}(x')|},$$

the inner normal $\tau$ to the graph of $w$ at 0 has horizontal and vertical components $\tau_s$ and $\tau_{x_1}$ whose lengths are proportional to $|\mu_{x'}|$ and $|\mu_{x_1}|$, respectively. Let $s_0 > 0$ be such that $x + s_0 \mu_{x'}(x')/|\mu_{x'}(x')| \in \partial \Omega_t$. Since $w$ is concave, the tangent line to the graph of $w$ in 0 reaches the $s$-axis in a point $s_1$ beyond $s_0$ (see Figure 5). Then, by a simple comparison between triangles we get

$$\frac{|\mu_{x_1}(x')|}{|\mu_{x'}(x')|} = \frac{|\tau_{x_1}|}{|\tau_s|} = \frac{s_1}{l(x', t)} \geq \frac{s_0}{l(x', t)} \geq \frac{\text{dist}(x', \partial \Omega_t)}{M},$$

thus proving (3.13) since $|\mu_{x'}(x')| > 1/\sqrt{2}$. A similar argument proves (3.13) also at boundary points of the type $(x', -l(x', t), t)$.

**Estimate of term II and conclusion of the proof.** From Lemma 2.7 we have that $\ln u^s$ is concave, hence the function $(x', s) \mapsto l(x', e^s)$ is concave. Given $x'$, we set $v(s) = l(x', e^s)$. Note that $v$ is a decreasing function defined for $s \leq s_0 := \ln(u^s(x', 0))$ and that $e^{s_0} \in \partial \Omega_{x'}$. Let $\rho(s)$ be the inner normal to the graph of $v$ in $s$. Arguing as in the previous estimate, we get

$$\frac{1}{|\partial l(x', e^s)e^s|} = \frac{1}{|v'(s)|} = \frac{|\rho_{x_1}(s)|}{|\rho_{s}(s)|} \geq \frac{s_0 - s}{l(x', e^s)} \geq \frac{s_0 - s}{M}.$$
Indeed, if for a suitable \( \alpha \), hand, \( \ln \) for (3.10) and (3.11) it is enough to use (3.15) and Proposition 2.9. Let \( \tilde{\Omega} \) one, with some minor changes. If (3.15).

\[
\int_{\Omega} \frac{\| \nabla b(x', t) \|}{\sqrt{1 + \| \nabla \ell(x', t) \|^2}} \, dx' \, dt + \int_{\Omega} \frac{|\partial_\ell b(x', t)|}{\| \partial_\ell \ell(x', t) \|} \, dx' \, dt \geq \frac{2 \ln 2}{M} \int_{\Omega} |\nabla b(x', t)| \text{dist}(x', t, \partial \Omega) \, dx' \, dt.
\]  

(3.15)

Being defined as a projection of \( E \), the set \( \Omega \) has outer radius \( R \leq M \) and it is star-shaped with respect to a ball of radius \( r \geq m \). Therefore, by the Poincaré inequality stated in Proposition 2.9,

\[
\int_{\Omega} |\nabla b| \text{dist}(x', t, \partial \Omega) \, dx' \, dt \geq c \left( \frac{m}{M} \right)^{n+1} \int_{\Omega} |b - b_0| \, dx' \, dt \\
\geq c \left( \frac{m}{M} \right)^{n+1} \int_{\Omega} \mathcal{L}^1(\mathcal{E}_{x', t}^n, \triangle(E_{x', t} - b_0)) \, dx' \, dt \\
= c \left( \frac{m}{M} \right)^{n+1} \mathcal{L}^n(\mathcal{E}^n(0, b_0, 0)) \\
= c \left( \frac{m}{M} \right)^{n+1} \int_{\mathbb{R}^n} |u(x', x_n + b_0) - u^*(x)| \, dx,
\]

for a suitable \( b_0 \in \mathbb{R} \). Finally, estimate (1.1) follows from this last inequality and (3.10), (3.11), (3.15).

\[ \square \]

**Proof of Theorem 1.2.** The proof of the \( \alpha \)-concave case follows the same path of the log-concave one, with some minor changes. If \( n = 1 \) the set \( \Omega \) is simply a segment and thus to estimate the left-hand side of (3.10) and (3.11) it is enough to use (3.15) and Proposition 2.9. Let \( \tilde{\Omega} := \alpha u^* \). When \( n \geq 2 \), we write \( \tilde{b}, \tilde{l}, \) and \( \tilde{\Omega} \) instead of \( b_\alpha, l_\alpha, \) and \( \Omega_\alpha, \) respectively. One has

\[ \tilde{l}(x', s) = l(x', \sqrt{s}) \] \[ \tilde{b}(x', s) = b(x', \sqrt{s}), \]
so that, by a change of variables, the left-hand side of (3.10) and (3.11) becomes

\[
\frac{1}{\alpha} \int_{\Omega} \left[ \frac{|\nabla x\hat{b}|}{\sqrt{1 + |\nabla x\hat{b}|^2}} + \frac{|\partial_s \hat{b}|}{|\partial_s l|} \right] s^{\frac{1-\alpha}{n}} dx' ds. \tag{3.16}
\]

Note that the subgraph of \( \hat{u} \) is convex and, by Lemma 2.10, it has inner radius larger than \( c\|\hat{u}\|_{L^1}/\sqrt{M} \), where \( M \) is the maximum between \( \|\hat{u}\|_{\infty} \) and the outer radius of \( D \). Moreover, we can estimate, as for (3.12) and (3.13), \( \sqrt{1 + |\nabla \hat{l}|^2} \leq \sqrt{2M}/\text{dist}( (x', s), \partial \hat{\Omega}) \). Therefore, (3.16) can be estimated from below via Poincaré inequality (2.11) (with \( w = \hat{u}^*(\cdot, 0) \)):

\[
\int_{\Omega} \left[ \frac{|\nabla x\hat{b}|}{\sqrt{1 + |\nabla x\hat{b}|^2}} + \frac{|\partial_s \hat{b}|}{|\partial_s l|} \right] s^{\frac{1-\alpha}{n}} dx' ds \geq \frac{c}{M} \int_{\Omega} |\nabla \hat{b}| s^{\frac{1-\alpha}{n}} \text{dist}( (x', s), \partial \hat{\Omega}) dx' ds
\]

\[
\geq c \frac{\|\hat{u}\|_{L^1}}{M^{n+2}} \int_{\Omega} |\hat{b} - b_0| s^{\frac{1-\alpha}{n}} dx' ds = c \frac{\|\hat{u}\|_{L^1}}{M^{n+2}} \int_{\Omega} |\hat{b} - b_0| dx' dt.
\]

This last estimate completes the proof. \( \square \)

We now pass to the proof of Theorem 1.3. Before that we need one more definition. We say that a function \( u : \mathbb{R}^n \to \mathbb{R} \) is \( n \)-symmetric if for any \( x \in \mathbb{R}^n \) and for all \( i \in \{1, \ldots, n\} \) we have \( u(x) = u(R_i x) \), where \( R_i \) is the reflection across the hyperplane \( \{x_i = 0\} \), i.e., \( R_i x = x - 2(x, e_i)e_i \). Similarly, we say that a set \( G \subset \mathbb{R}^n \) is \( n \)-symmetric if \( R_i(G) = G \) for all \( i \in \{1, \ldots, n\} \). To prove Theorem 1.3, the idea is to apply Steiner symmetrization \( n \) times along the \( n \) coordinate directions so to transform \( u \) in a \( n \)-symmetric function, and then to use the following stability result that generalizes [17, Proposition 2.4] (see also [14, Theorem 3]).

**Lemma 3.2.** Let \( D \subset \mathbb{R}^n \) be a bounded open \( n \)-symmetric set and \( w \in W^{1,p}_0(D) \) be a non-negative and \( n \)-symmetric function, \( 1 < p < \infty \). Then

\[
\int_{\mathbb{R}^n} |w - w^*| \, dx \leq \begin{cases} 
 c \mathcal{L}^n(D)^{\frac{1}{p} + \frac{2}{p} + \frac{1}{p}} \|\nabla w^*\|_{L^p(\mathbb{R}^n)}^2 \Delta(w, w^*)^{\frac{1}{p}} & \text{if } 1 < p < 2; \\
 c \mathcal{L}^n(D)^{-\frac{1}{p} + \frac{2}{p} + \frac{1}{p}} \Delta(w, w^*)^{\frac{1}{p}} & \text{if } p \geq 2,
\end{cases}
\]  

(3.17)

where \( c = c(n, p) \).

**Proof.** By the coarea formula, for \( t > 0 \) we have

\[
\mu(t) := \mathcal{L}^n(\{w > t\}) = \mathcal{L}^n(\{w > t\} \cap \{\nabla w = 0\}) + \int_t^\infty \int_{\{w = s\}} \frac{d\mathcal{H}^{n-1}}{|\nabla \hat{w}|} \, ds.
\]

Therefore, for a.e. \( t > 0 \)

\[
-\mu'(t) \geq \int_{\{w = t\}} \frac{1}{|\nabla \hat{w}|} d\mathcal{H}^{n-1}. \tag{3.18}
\]

Moreover, we have that for a.e. \( t > 0 \)

\[
\mathcal{H}^{n-1}(\{w = t\}) = P(\{w > t\}).
\]
Applying the coarea formula, Hölder’s inequality and (3.18), we get
\[
\int_{\mathbb{R}^n} |\nabla w|^p dx = \int_0^\infty \int_{\{w = t\}} |\nabla w|^{p-1} d\mathcal{H}^{n-1} dt \geq \int_0^\infty \frac{\mathcal{H}^{n-1}(\{w = t\})^p}{\left(\int_{\{w = t\}} |\nabla w|\right)^{p-1}} dt \geq \int_0^\infty \frac{\mathcal{H}^{n-1}(\{w = t\})^p}{(-\mu'(t))^{p-1}} dt \int_0^\infty P(\{w > t\})^p \left(\int_{\{w > t\}} \frac{\mu(t)^{\frac{n}{p}}}{(-\mu'(t))^{p-1}} dt\right). \tag{3.19}
\]
Given a measurable set \( E \subset \mathbb{R}^n \), we define the Fraenkel asymmetry of \( E \) as
\[
A(E) := \inf \left\{ \frac{\mathcal{L}^n(E \Delta B)}{\mathcal{L}^n(E)} : B \text{ ball}, \mathcal{L}^n(B) = \mathcal{L}^n(E) \right\}
\].

The quantitative isoperimetric inequality (see, e.g. [16] or [22]) ensures that there exists a constant \( \gamma_0 \), depending only on \( n \), such that
\[
n \omega_{n}^{1/n} \mathcal{L}^n(E)^{1/n'} (1 + \gamma_0 A(E)^2) \leq P(E),
\]
for every measurable set \( E \subset \mathbb{R}^n \) having finite measure and finite perimeter, where \( n' \) is the Hölder’s conjugate of \( n \). Moreover (see [22, Lemma 5.2]), if \( E \) is \( n \)-symmetric, then
\[
A(E) \geq \frac{1}{3} \frac{\mathcal{L}^n(E \Delta E^*)}{\mathcal{L}^n(E)}, \tag{3.20}
\]
where \( E^* \) is the ball centered in the origin having the same volume of \( E \). Since \( w \) is \( n \)-symmetric, so are its level sets \( \{w > t\} \) for \( t > 0 \). Hence, combining (3.19) with (3.20) applied to \( E = \{w > t\} \), we get
\[
\int_{\mathbb{R}^n} |\nabla w|^p dx \geq (n \omega_{n}^{1/n})^p \int_0^\infty \frac{\mu(t)^{\frac{n}{p}}}{(-\mu'(t))^{p-1}} \left(1 + \gamma_0 \left(\frac{F(t)}{\mu(t)}\right)^2\right)^p dt, \tag{3.21}
\]
where \( F(t) := \mathcal{L}^n(\{w > t\} \Delta \{w^* > t\}) \) for \( t > 0 \). Let us observe that, if we replace \( w \) by \( w^* \) in (3.19), we have then all equalities, because \( |\nabla w^*| \) is constant on the sphere \( \{w^* = t\} \) for a.e. \( t > 0 \) and because (see [12, Lemma 3.2]) also (3.18) turns into an equality. Thus, \( P(\{w^* > t\}) = n \omega_{n}^{1/n} \mu(t)^{1/n'} \) for a.e. \( t > 0 \) and
\[
\int_{\mathbb{R}^n} |\nabla w^*|^p dx = (n \omega_{n}^{1/n})^p \int_0^\infty \frac{\mu(t)^{\frac{n}{p}}}{(-\mu'(t))^{p-1}} dt. \tag{3.22}
\]
Since \( (1 + s)^p \geq 1 + ps \) for \( s \geq 0 \), we deduce from (3.21) and (3.22) that
\[
\int_{\mathbb{R}^n} |\nabla w|^p - |\nabla w^*|^p dx \geq \gamma \int_0^\infty \left(\frac{F(t)}{\mu(t)}\right)^2 \frac{\mu(t)^{\frac{n}{p}}}{(-\mu'(t))^{p-1}} dt, \tag{3.23}
\]
for some constant \( \gamma > 0 \), depending only on \( n \) and \( p \).

By layer-cake representation formula and Hölder’s inequality we have
\[
\left(\int_{\mathbb{R}^n} |w - w^*| dx\right)^p \leq \left(\int_0^\infty F(t) dt\right)^p \leq \left(\int_0^\infty (-\mu'(t))(\mu(t))^{\frac{n}{p}} dt\right)^{p-1} \underbrace{\int_0^\infty \left(\frac{F(t)}{\mu(t)}\right)^2 \frac{\mu(t)^{\frac{n}{p}}}{(-\mu'(t))^{p-1}} dt}_{=: I}. \tag{3.24}
\]
Note that
\[
\int_0^\infty \mu(t)^{\alpha} (-\mu'(t)) dt \leq \frac{\mathcal{L}^n(D)^{\alpha+1}}{\alpha + 1} \text{ for every } \alpha > -1.
\]
As $0 \leq F/\mu \leq 2$ we have for $p \geq 2$ that
\[
\left( \frac{F(t)}{\mu(t)} \right)^p \leq 2^{p-2} \left( \frac{F(t)}{\mu(t)} \right)^2 .
\]
Therefore,
\[
\left( \int_{\mathbb{R}^n} |w - w^*| \, dx \right)^p \leq \gamma \mathcal{L}^n(D)^{p-1} \left( \frac{\mu(t)^{p/\eta'}}{(-\mu'(t))^{p-1}} \right) dt
\]
and using (3.23) we obtain (3.17).

On the other hand, if $1 < p < 2$, by Hölder’s inequality we have
\[
I \leq \left( \int_0^\infty \left( \frac{F(t)}{\mu(t)} \right)^2 \frac{\mu(t)^{p}}{(-\mu'(t))^{p-1}} dt \right)^{\frac{p}{2}} \left( \int_0^\infty \frac{\mu(t)^{p/\eta'}}{(-\mu'(t))^{p-1}} dt \right)^{1-\frac{p}{2}}.
\]

Hence, using (3.24) and (3.22), we obtain again (3.17). \qed

Proof of Theorem 1.3. We give the proof only for the case $1 < p < 2$, the other one being similar. First of all note that the property of the subgraph $E$ of $u$ of being star-shaped with respect to a ball of radius $m$ is inherited by the subgraph $E^s$ of $u^s$. More precisely, if $E$ is star-shaped with respect to $B_m(\overline{\xi})$, for some $\xi = (\overline{x}, \overline{t})$, then $E^s$ is star-shaped with respect to $B_m((\overline{x}',0,\overline{t})).$ Indeed, let $\xi_1$ be a point in $E^s$ and $\xi_2$ its symmetral with respect to the hyperplane $\{x_n = 0\}$. There are exactly two points $\xi_1 := (x', x_n, t)$ and $\xi_2 := (x', y_n, t)$ in $E$ such that $\xi_1 := (x', (x_n - y_n)/2, t)$ and $\xi_2 := (x', (y_n - x_n)/2, t)$. Without loss of generality we can assume $x_n < y_n$. Let also $\xi_1$ be a point in $B_m((\overline{x}',0,\overline{t}))$ (on the same side of $\xi_1$ with respect to $\{x_n = 0\}$) and $\xi_2$ its symmetrical. We consider the “corresponding” points in $B_m(\overline{\xi})$, i.e., $\bar{\xi}_1 = \xi_1 + (0, \overline{x_n}, 0)$ and $\bar{\xi}_2 = \xi_2 + (0, \overline{x_n}, 0)$ (see Figure 6). Being $E$ star-shaped with respect to $B_m(\overline{\xi})$, the segments $\overline{\xi_1 \xi_2}$ and $\overline{\xi_2 \xi_2}$ are included in $E$. Then, since $E$ has the segment property, also the convex hull $C$ of $\{\xi_1, \xi_1, \xi_2, \xi_2\}$ is included in $E$. Finally, since $\xi_1, \xi_1$ and $\xi_2$ belong to $C^s$, and $C^s \subset E^s$, we have that both the segments $\overline{\xi_1 \xi_1}$ and $\overline{\xi_1 \xi_2}$ are included in $E^s$.
Figure 7. The grey area represents $\int |u(x + h) - u^s(x)|$.

We set now $u^{s_0} = u$ and, for every $i = 1, \ldots, n$, we indicate by $u^{s_i}$ the Steiner symmetral of $u^{s_{i-1}}$ with respect to the hyperplane $\{x_i = 0\}$. Note that $u^{s_n}$ is $n$-symmetric. Since the Steiner symmetrization keeps the property of being star-shaped with respect to a ball with a given radius, and since it decreases the outer radius, from inequality (1.1) we get for every $i = 1, \ldots, n$

$$\int_{\mathbb{R}^n} |u^{s_{i-1}} - u^{s_i}| \, dx \leq c \frac{M^{n+2}}{m^{n+1}} L^n(D)^{\frac{1}{p'}} \|\nabla u\|_{L^p}^{\frac{2-p}{p}} \Delta(u^{s_{i-1}}, u^{s_i})^{\frac{1}{2}},$$

(3.25)

up to a suitable translation of $u^{s_{i-1}}$ along the $x_i$-axis. Moreover, since $L^n(D) \leq M^n \omega_n$ and $m \leq M$, by formula (3.17) we get

$$\int_{\mathbb{R}^n} |u^{s_n} - u^*| \, dx \leq c \frac{M^{n+2}}{m^{n+1}} L^n(D)^{\frac{1}{p'}} \|\nabla u^*\|_{L^p}^{\frac{2-p}{p}} \Delta(u^{s_n}, u^*)^{\frac{1}{2}}.$$ (3.26)

If $\|\nabla u\|_{L^p}^p \leq 2\|\nabla u^*\|_{L^p}^p$, (1.2) follows from (3.25), (3.26) and the triangle inequality. Otherwise, since the support of $u^*$ is a ball of volume $L^n(D)$,

$$\inf_{h \in \mathbb{R}^n} \int_{\mathbb{R}^n} |u(x + h) - u^*(x)| \, dx \leq 2\|u^*\|_{L^1} \leq c L^n(D)^{\frac{1}{p}} \|\nabla u^*\|_{L^1}$$

$$\leq c L^n(D)^{\frac{1}{p} + \frac{1}{n}} \|\nabla u^*\|_{L^p} = c L^n(D)^{\frac{1}{p} + \frac{1}{n}} \|\nabla u^*\|_{L^p} \left(\int_{\mathbb{R}^n} |\nabla u^*|^p dx\right)^{\frac{1}{2}}$$

$$\leq c \frac{M^{n+2}}{m^{n+1}} L^n(D)^{\frac{1}{p'}} \|\nabla u^*\|_{L^p}^{\frac{2-p}{p}} \Delta(u, u^*)^{\frac{1}{2}}.$$ (3.27)

□

To conclude, we show with two examples that for $1 < p \leq 2$ the power $1/2$ of the gap in the estimates (1.1) and (3.17) is sharp.

**Example 3.3.** Let $\varepsilon \in (0, 1)$ and let $u : \mathbb{R} \to \mathbb{R}$ be defined as

$$u(x) = \begin{cases} 
(1 + x)/(\varepsilon + 1) & \text{if } -1 \leq x \leq \varepsilon; \\
(1 - x)/(\varepsilon - 1) & \text{if } \varepsilon \leq x \leq 1; \\
0 & \text{otherwise.}
\end{cases}$$

Then its Steiner rearrangement is

$$u^s(x) = \begin{cases} 
1 - |x| & \text{if } -1 \leq x \leq 1; \\
0 & \text{otherwise.}
\end{cases}$$
In order to calculate
\[ \inf_{h \in \mathbb{R}} \int_{\mathbb{R}} |u(x + h) - u^*(x)| \, dx \]

it is clear (see Figure 7) that we may assume \( h \in [0, \varepsilon] \). Then, a straightforward computation shows that for any such \( h \)
\[ \int_{\mathbb{R}} |u(x + h) - u^*(x)| \, dx = \frac{h^2(4 + \varepsilon) - 4\varepsilon h + 2\varepsilon^2}{\varepsilon(2 + \varepsilon)}. \]

Hence the infimum is attained at \( h = 2\varepsilon/(\varepsilon + 4) \) and is equal to
\[ \frac{2\varepsilon}{4 + \varepsilon} \sim \frac{1}{2} \varepsilon \quad \text{as } \varepsilon \to 0^+. \]

On the other hand, a direct computation shows that \( \Delta(u, u^*) = (1 + \varepsilon)^{1-p} + (1 - \varepsilon)^{1-p} - 2 \sim p(p - 1)\varepsilon^2 \), hence showing the sharpness of the power 1/2 in the estimate (1.1).

**Example 3.4.** Let \( \varepsilon \in (0, 1) \) and denote by \( D \) the ellipse \( \{ x \in \mathbb{R}^2 : (1 + \varepsilon)^2 x_1^2 + x_2^2/(1 + \varepsilon)^2 < 1 \} \). Let \( u : \mathbb{R}^2 \to \mathbb{R} \) defined as \( u(x) = 1 - (1 + \varepsilon)^2 x_1^2 - x_2^2/(1 + \varepsilon)^2 \) if \( x \in D \) and extended by 0 outside \( D \). Then, its Schwarz rearrangement is \( u^*(x) = 1 - x_1^2 - x_2^2 \) for \( x \in B \) and extended by 0 outside \( B \), where \( B \) is the ball of radius 1 centered in \( 0 \). As the function \( u \) is 2-symmetric, denoting by \( E \) its subgraph, the set \( E_t \) is a convex 2-symmetric set and thus (see [2, Lemma 5.9]) \( \mathcal{L}^3(E_t \triangle B_{r_t}) = \inf_{h \in \mathbb{R}^2} \mathcal{L}^3((h + E_t) \triangle B_{r_t}) \), where \( B_{r_t} \) is the disk with the same measure of \( E_t \). Therefore, the infimum
\[ \inf_{h \in \mathbb{R}^2} \int_{\mathbb{R}^2} |u(x + h) - u^*(x)| \, dx \]

is attained at \( h = 0 \) and it is equal to \( c\mathcal{L}^3(B \triangle D) \sim \varepsilon \varepsilon \) as \( \varepsilon \to 0^+ \). By a direct computation we obtain
\[
2^{-p} \Delta(u, u^*) = \int_B \left[ \left( x_1^2(1 + \varepsilon)^2 + \frac{x_2^2}{(1 + \varepsilon)^2} \right)^{p/2} - (x_1^2 + x_2^2)^{p/2} \right] \, dx
\]
\[
= \int_B \left[ (x_1^2 + x_2^2) + 2\varepsilon(x_1^2 - x_2^2) + \varepsilon^2 x_1^2 + 3x_2^2 + O(\varepsilon^3) \right]^{p/2} - (x_1^2 + x_2^2)^{p/2} \, dx
\]
\[
= \int_B \left( x_1^2 + x_2^2 \right)^{p/2} \left[ \left( 1 + \frac{2\varepsilon(x_1^2 - x_2^2)}{x_1^2 + x_2^2} + \varepsilon^2 \left( \frac{x_1^2}{x_1^2 + x_2^2} + \frac{x_2^2}{x_1^2 + x_2^2} \right) + O(\varepsilon^3) \right)^{p/2} - 1 \right] \, dx
\]
\[
= p\varepsilon \int_B \frac{(x_1^2 + x_2^2)^{p/2}}{x_1^2 + x_2^2} (x_1^2 - x_2^2) \, dx
\]
\[
+ \frac{p}{2} \varepsilon^2 \int_B \frac{(x_1^2 + x_2^2)^{p/2}}{x_1^2 + x_2^2} (x_1^2 + 3x_2^2 + (p - 2)(x_1^2 - x_2^2)^2) \, dx + O(\varepsilon^3)
\]
\[
= \frac{p}{2} \varepsilon^2 \int_B (x_1^2 + x_2^2)^{(p-4)/2} [2x_2^2(3x_1^2 + x_2^2) + (p - 1)(x_1^2 - x_2^2)^2] \, dx + O(\varepsilon^3) \sim c(p)\varepsilon^2,
\]
for some positive constant \( c(p) \) and where in the second and fourth line we have used the Taylor expansion of \( (1 + \cdot)^{-2} \) and \( (1 + \cdot)^{p/2} \), respectively. This proves the sharpness for \( 1 < p \leq 2 \) of the power 1/2 in the estimate (3.17).

4. The Quasiconcave Case

In this section we extend the stability results stated in the Introduction to quasiconcave functions.
Theorem 4.1. Let $D \subset \mathbb{R}^n$ be a bounded open convex set and let $u \in W_0^{1,p}(D)$ be a non-negative, continuous and quasiconcave function. Assume that there exists $t_0 > 0$ such that, setting $D_+ = \{x \in D : u(x) \geq t_0\}$ and $D_- = \{x \in D : u(x) < t_0\}$,

- $|\nabla u| \geq \beta$ in $D_-$ for some $\beta > 0$,
- $u$ is concave in $D_+$,

and denote by $M$ the maximum between $\|u\|_{L^\infty}$ and the outer radius $R$ of $D$ and by $r$ the inner radius of $D_+$.

Then, the subgraph of $u$ is star-shaped with respect to a ball of radius $m = \min\{t_0/2, r/2, r\beta/8\}$,

$$|\nabla u^s| \geq c\beta \text{ in } D^s = \{x \in D^s : u^s(x) < t_0\} \text{ and}$$

$$\inf_{h \in \mathbb{R}} \int_{\mathbb{R}^n} |u(x', x_n + h) - u^s(x)| \, dx \leq \begin{cases} \frac{c M^{n+2}}{m^{n+1}} \left(1 + \frac{1}{\beta}\right) \mathcal{L}^n(D)^{\frac{1}{p}} \|\nabla u^s\|_{L^p}^{\frac{2-p}{p}} \Delta(u, u^s)^{\frac{1}{p}} & \text{if } 1 < p < 2; \\
\frac{c M^{n+2}}{m^{n+1}} \left(1 + \frac{1}{\beta}\right) \mathcal{L}^n(D)^{\frac{1}{p}} \Delta(u, u^s)^{\frac{1}{p}} & \text{if } p \geq 2,
\end{cases}$$

where $c = c(n, p, r/R)$.

Remark 4.2. The class of functions to which the above theorem applies could sound exotic. Yet, the first eigenfunction $v$ of the Dirichlet Laplacian on a smooth bounded open convex set $D$ belongs to this class. Indeed, if $D$ is convex a well-known result of Brascamp and Lieb states that $\ln v$ is concave and this, together with the analyticity of $v$, implies that there is a unique point $x_0$ where the gradient of $v$ vanishes (see [5] and also [21, 20]). In particular, $v$ is concave in a neighborhood of $x_0$, and by the Hopf boundary point lemma, $|\nabla v|$ is larger than a positive constant outside this neighborhood. Note also that since by Theorem 4.1 the subgraph of $v$ is star-shaped with respect to a ball, we may also directly apply to $v$ the conclusions of Theorems 1.1 and 1.3.

Remark 4.3. Since the lower bound condition on the gradient is stable under Steiner symmetrization, Theorem 4.1 can be easily generalized to the Schwarz symmetrization by using the same technique developed for the proof of Theorem 1.3: performing $n$ Steiner symmetrizations along $n$ perpendicular directions so to transform $u$ in an $n$-symmetric function, and then applying estimate (3.17).

Proof of Theorem 4.1. We start by showing that the subgraph $E$ of $u$ satisfies condition (2.3). Let us consider, for $t \in (0, t_0)$, the level set $E_t := \{x \in \mathbb{R}^n : (x, t) \in E\} = \{x \in D : t < u(x)\}$. Given $x \in \partial E_t$, denote by $\mu(x)$ the inner normal to $\partial E_t$ in $x$ (when it exists). Observe that, since $\nabla u(x) \neq 0$, $\mu(x) = \nu_x(x, t)/|\nu_x(x, t)|$. In particular $\mu_x(x) = 0$ if $\nu_x(x, t) = 0$. On the other hand, since $E_t$ is convex, it is included in the hyperplane $\{y \in \mathbb{R}^n : \langle y - x, \mu(x) \rangle > 0\}$. Therefore, if $\mu_{x_n}(x) = 0$, then the projection of $(x, t)$ on $(x_n = 0)$ belongs to $\partial \Omega$.

Let us now show that the subgraph of $u$ is star-shaped and that the lower bound condition on the gradient is stable under Steiner symmetrization. Let $B_r(\mathbb{R})$ be a ball included in $D_+$. We are going to show that $E$ is star-shaped with respect to the cylinder of base $B_{r/2}(\mathbb{R}) \times \{0\}$ and height $m' := \min\{t_0, r\beta/4\}$. Of course this cylinder includes the desired ball of radius $m$. Observe that $E \cap (D_+ \times \mathbb{R})$ is convex and therefore star-shaped with respect to the larger cylinder $B_{r/2}(\mathbb{R}) \times \{0, t_0\}$. Therefore, it remains to prove that, given $(y, t) \in E \cap (D_- \times \mathbb{R})$ and $(z, h) \in B_{r/2}(\mathbb{R}) \times \{0, m'\}$, the segment with endpoints $(y, t)$ and $(z, h)$ is included in $E$. Since $E$ is the subgraph of a function, it is enough to show this fact when $h = m'$. Observe also that if $(y, t) \in E \cap (D_- \times \mathbb{R})$ then $t \in (0, t_0)$. 

Let $t \in (0, t_0)$ and $x \in \partial E_t$. Since $E_t$ includes $B_{r/2}(z)$, by Lemma 2.11 the component of $\mu(x)$ in the direction $\eta(x) := (z - x)/|z - x|$ is bounded from below by $r/|z - x|$. Therefore we have the estimate $\partial_\eta u(x) = |\nabla u(x)|(\mu(x), \eta(x)) \geq r\beta/(4|z - x|)$. Consider now, for any fixed $x \in \partial E_t$, the function

$$w(s) := u(x + s\eta(x)) \quad \text{for} \quad s \in (0, |z - x|].$$

Note that, since $u$ is continuous, also $w$ is continuous. Let $s_0 := \min\{s : w(s) = t_0\}$. Since $u$ is concave in $D_+$, $w$ is concave in $(s_0, |z - x|]$. On the other hand we have that $w'(s) = \partial_\eta u(x + s\eta(x)) \geq r\beta/(4|z - x|)$ for a.e. $s \in (0, s_0)$. Therefore $w(s) - r\beta/(4|z - x|)s - t$ is increasing up to $s_0$ and the subgraph of $w$ is star-shaped with respect to the point $(|z - x|, s')$ (see Figure 8). Since any point $(y, t) \in E$ with $y \in D_-$ and $t < t_0$ can be written as $y = x + s\eta(x)$ for some $x \in \partial E_t$ and $s \in (0, s_0)$, we have proved that $E$ is star-shaped with respect to $B_{r/2}(z) \times \{s'\}$ and thus also with respect to the cylinder of base $B_{r/2}(z) \times \{0\}$ and height $m'$.

Since the level set $E_t$ is convex, every parallel line to the direction $x_n$ passing at height $t$ through $\Omega$ intersects the boundary of $E$ in exactly two points, say $(x, t)$ and $(y, t)$, with $x' = y'$ and $x_n < y_n$. They are transformed by the Steiner symmetrization in the two points $(x^s, t) := (x', (x_n - y_n)/2, t)$ and $(y^s, t) := (x', (y_n - x_n)/2, t)$. Let $\nu$ and $\nu^s$ be the inner normals to $E$ and $E^s$, respectively. Adding up the components of $\nu(y, t)$ and $\nu(x, t)$ given in (2.9) and (2.10), respectively, and adding also the corresponding components of $\nu^s(y^s, t)$ and $\nu^s(x^s, t)$ (which are provided by the same formulas with $b = 0$), we easily get

$$\frac{\nu_{x^s,t}^s(x^s, t)}{|\nu_{x^s,t}^s(x^s, t)|} + \frac{\nu_{x^s,t}^s(y^s, t)}{|\nu_{x^s,t}^s(y^s, t)|} = 2\nabla l = \frac{\nu_{x,t}^s(x, t)}{|\nu_{x,t}^s(x, t)|} + \frac{\nu_{x,t}^s(y, t)}{|\nu_{x,t}^s(y, t)|}$$

(see also [10, Lemma 3.2]). Then, from these equalities, recalling (2.6), we get

$$2 \frac{1}{|\partial x_n u^s(x^s)|} = \frac{1}{|\partial x_n u(x)|} + \frac{1}{|\partial x_n u(y)|}$$

$$2 \frac{\nabla_{x^s} u^s(x^s)}{|\partial x_n u^s(x^s)|} = \frac{\nabla_{x^s} u(x)}{|\partial x_n u(x)|} + \frac{\nabla_{x^s} u(y)}{|\partial x_n u(y)|},$$

and since the gradient is normal to the boundary of the level sets
By convexity every set
Moreover, every set
Finally, let us prove the quantitative estimate. The lower bound condition on

\[ \{ \varrho \in B_{2R} : (\varrho, \mu(\varrho)) > 0 \} \quad \text{and} \quad \{ \varrho \in B_{2R} : (\varrho, \mu(\varrho)) > 0 \} + (x', y_n). \]

Moreover, every set \( E_t \), with \( t \in (0, t_0) \), contains \( B_r(\varpi) \). Therefore by Lemma 2.12, there exists a constant \( c_1(n, r/R) \) such that \( |\mu_{x_n}(\varrho)| \leq c_1 - 1 \). Going back to the gradient estimate, we have

\[ |\nabla u^p(\varrho)^2 - \nabla u(\varrho)|^2 \geq \frac{c_1}{2} \min \{ |\nabla u(\varrho)|, |\nabla u(\varrho)|^2 \} \geq \frac{c_1}{2} \beta^2. \]

Finally, let us prove the quantitative estimate. The lower bound condition on \( \nabla u^p \) can be converted in a condition on \( \nabla \varrho \) via the formulas (2.9) and (2.10) providing the inner normal to the graph of \( u^p \). Setting \( \Omega_- := \{ (x', t) : t \in (0, t_0) \} \) and recalling (2.6), we have for \( q \geq 1 \)

\[ \left( \int_{\Omega_-} \frac{|\partial_{t}\varrho^{p+1}}{1 + |\nabla_{\varrho}|^2} d\varrho d\varrho' \right)^{\frac{1}{q}} = \left( \frac{1}{2} \int_{\partial E^\varrho \cap (\mathbb{R}^n \times (0, t_0))} |\nabla_{\varrho}^{q+1} \varrho| \frac{1}{|\nabla_{\varrho}|^q} d\mathcal{H}^{n-1} \right)^{\frac{1}{q}} \leq \frac{c}{\beta} L^p(D)^{\frac{1}{q}}. \] (4.1)

The difficulty in improving Theorem 1.1 is that in \( D_- \) we cannot argue as in the proof of (3.10) and (3.11), since the lack of the concavity does not allow us to control \( \sqrt{1 + |\nabla|} \) with the distance from \( \partial \Omega \). Yet, using Hölder’s inequality and estimates (3.9) and (4.1), we get in the case \( 1 < p < 2 \)

\[ \int_{\Omega_-} \frac{|\partial_{t}\varrho|}{\sqrt{1 + |\nabla_{\varrho}|^2}} d\varrho d\varrho' \leq c \Delta(u, u^p)^{\frac{1}{2}} \left( \int_{\Omega_-} \frac{|\partial_{t}\varrho|^{p+1}}{(1 + |\nabla_{\varrho}|^2)(1 + |\nabla_{\varrho}|^2 + |\nabla_{\varrho}b|^2)^{\frac{p+1}{2}}} d\varrho d\varrho' \right)^{\frac{1}{2}} \]

\[ \leq c \Delta(u, u^p) \left( \int_{\Omega_-} \frac{|\partial_{t}\varrho|^{p+1}}{(1 + |\nabla_{\varrho}|^2)^{p+1}} d\varrho d\varrho' \right)^{\frac{1}{p+1}} \left( \int_{\Omega_-} \sqrt{1 + |\nabla_{\varrho}|^2 + |\nabla_{\varrho}b|^2} d\varrho d\varrho' \right)^{\frac{2-p}{2}} \]

\[ \leq c L^p(D)^{\frac{1}{p}} \|\nabla u\|_{L^p}^{\frac{2-p}{p}} \Delta(u, u^p)^{\frac{1}{2}}, \] (4.2)
where in the last inequality we have used (2.8) with \( p = 1 \) and Hölder’s inequality again. If \( p \geq 2 \), we have instead

\[
\int_{\Omega_+} \frac{\vert \partial_t b \vert}{\sqrt{1 + \vert \nabla e \vert^2}} \, dx' \, dt \leq c \Delta (u, u^* ) \beta \left( \int_{\Omega_+} \frac{\vert \partial_t l \vert^{2p-1}}{(1 + \vert \nabla e \vert^2)^{\frac{2p-1}{2}}} \, dx' \, dt \right)^{\frac{1}{p}} 
\leq \frac{c}{\beta} L^n (D) \frac{1}{p} \Delta (u, u^*)^\frac{1}{p}.
\]

(4.3)

Let \( D^+_+ = \{ x \in \mathbb{R}^n : u^*(x) \geq t_0 \} \) and \( \Omega_+ = \{(x', t) \in \Omega : t \geq t_0\} \). Together with (3.10) and (3.11), estimates (4.2) and (4.3) give us

\[
\int_{\Omega_+} \frac{\nabla b}{\sqrt{1 + \nabla l^2}} \, dx' \, dt + \int_{\Omega_+} \frac{\nabla b}{\sqrt{1 + \nabla l^2}} \, dx' \, dt 
\leq \begin{cases} 
\left( \frac{1 + \frac{1}{p}}{\beta} \right) L^n (D) \frac{1}{p} \sqrt{u} \| u \|_{L^p}^\frac{2-p}{p} \, \Delta (u, u^*)^\frac{1}{p} & \text{if } 1 < p < 2; \\
\left( \frac{1 + \frac{1}{p}}{\beta} \right) L^n (D) \frac{1}{p} \Delta (u, u^*)^\frac{1}{p} & \text{if } p \geq 2.
\end{cases}
\]

Thanks to the concavity of \( u \) in \( D^+_+ \) and therefore of \( u^* \) in \( D^+_+ \), we may estimate \( \sqrt{1 + \nabla l^2} \) in \( \Omega_+ \) in terms of \( \text{dist}((x, t), \partial \Omega_+ \cap (\mathbb{R}^n \times (t_0, +\infty))) \) similarly to what we did for (3.12) and (3.13). Thus, since \( \partial \Omega_+ \cap (\mathbb{R}^n \times (t_0, +\infty)) \subset \partial \Omega \),

\[
\int_{\Omega_+} \frac{\nabla b}{\sqrt{1 + \nabla l^2}} \, dx' \, dt \geq \frac{1}{2M} \int_{\Omega_+} \nabla b \cdot \text{dist}((x', t), \partial \Omega) \, dx' \, dt.
\]

Let \( \mu^* \) be the inner normal of \( E^*_{l t} \). By the convexity of \( E^*_{l t} \) (and therefore of \( E^*_{l t} \)) we have

\[
\frac{1}{\sqrt{1 + \nabla l^2}} = \frac{\vert \mu^*_{x_n} \vert}{\vert \mu^*_{x_n} \vert} = \frac{\mu^*_{x_n}}{\vert \mu^*_{x_n} \vert} \geq \frac{\text{dist}((x', t), \partial \Omega_{l t})}{\sqrt{2M}} \quad \forall (x', t) \in \Omega,
\]

so that we also have

\[
\int_{\Omega_+} \frac{\nabla b}{\sqrt{1 + \nabla l^2}} \, dx' \, dt \geq \frac{1}{2M} \int_{\Omega_+} \nabla b \cdot \text{dist}((x', t), \partial \Omega) \, dx' \, dt.
\]

Finally, by means of the weighted Poincaré inequality stated in Proposition 2.9,

\[
\int_{\Omega} \nabla b \cdot \text{dist}((x', t), \partial \Omega) \, dx' \, dt \geq c^2 (\frac{m}{\mathcal{M}})^{n+1} \int_{\Omega} \| b - b_0 \| \, dx' \, dt
\]

\[
= c^2 (\frac{m}{\mathcal{M}})^{n+1} \int_{\mathbb{R}^n} |u(x', x_n + b_0) - u^*(x)| \, dx,
\]

for suitable \( c^2 = c^2(n) > 0 \) and \( b_0 \in \mathbb{R} \). \( \Box \)
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