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ABSTRACT. In this paper we consider a perturbation of the Ricci solitons equation proposed by J. P. Bourguignon in [23]. We show that these structures are more rigid than standard Ricci solitons. In particular, we prove that there is only one complete three-dimensional, positively curved, Riemannian manifold satisfying

\[ \text{Ric} - \frac{1}{2} Rg + \nabla^2 f = 0, \]

for some smooth function \( f \). This solution is rotationally symmetric and asymptotically cylindrical and it represents the analogue of the Hamilton’s cigar in dimension three. The key ingredient in the proof is the rectifiability of the potential function \( f \). It turns out that this property holds also in the Lorentzian setting and for a more general class of structures which includes some gravitational theories.

1. INTRODUCTION AND STATEMENT OF THE RESULTS

One of the most significant functionals in Riemannian geometry is the Einstein–Hilbert action

\[ g \mapsto \mathcal{E}(g) = \int_M R dV_g, \]

where \( M^n, n \geq 3 \), is a \( n \)-dimensional compact differentiable manifold, \( g \) is a Riemannian metric on \( M^n \) and \( R \) is its scalar curvature. It is well known that critical points of this functional on the space of metrics with fixed volume are Einstein metrics (see [1, Chapter 4]). In principle, it would be natural to use the associated (unnormalized) gradient flow

\[ \partial_t g = -2 (\text{Ric} - \frac{1}{2} R g) \]  \hspace{1cm} (1.1)

to search for critical metrics. On the other hand, it turns out that such a flow is not parabolic. Hence, a general existence theory, even for short times, is not guaranteed by the present literature. This was one of the main reasons which led Hamilton to introduce the Ricci flow

\[ \partial_t g = -2 \text{Ric} \]  \hspace{1cm} in [18]. The Ricci flow has been studied intensively in recent years and plays a key role in Perelman’s proof of the Poincaré conjecture (see [27], [28] and [29]). For an introduction to Ricci flow, we refer the reader to [15].

An important aspect in the treatment of the Ricci flow is the study of Ricci solitons, which generate self–similar solutions to the flow and often arise as singularity models. Gradient Ricci solitons are Riemannian manifolds satisfying

\[ \text{Ric} + \nabla^2 f = \lambda g, \]

for some smooth function \( f \) and some constant \( \lambda \in \mathbb{R} \). For a complete survey on this subject, which has been treated by many authors, we refer the interested reader to [5] and [6].

Motivated by the notion of Ricci solitons, it is natural to consider special solutions to the flow (1.1), whose existence can be proved by ad hoc arguments. In particular, in this
paper, we introduce the notion of gradient Einstein solitons. These are Riemannian manifolds satisfying
\[ \text{Ric} - \frac{1}{2} R_g + \nabla^2 f = \lambda g, \]
for some smooth function \( f \) and some constant \( \lambda \in \mathbb{R} \). As expected, Einstein solitons as well generate self–similar solutions to the Einstein flow (1.1).

More in general, it is natural to consider on a Riemannian manifold \((M^n, g)\), \( n \geq 3 \), geometric flows of the type
\[ \partial_t g = -2(\text{Ric} - \rho R g), \tag{1.2} \]
for some \( \rho \in \mathbb{R} \), \( \rho \neq 0 \). In a forthcoming paper, we will develop the parabolic theory for these flows, which was first considered by Bourguignon in [23]. We call these flows Ricci-Bourguignon flows. Here we just notice that we can prove short time existence for every \(-\infty < \rho < 1/2(n-1)\). However, as far as the subject of our investigation are self-similar solutions, every value of \( \rho \) is allowed. Associated to these flows, we have the following notion of gradient \( \rho \)-Einstein solitons.

**Definition 1.1.** Let \((M^n, g)\), \( n \geq 3 \), be a Riemannian manifold and let \( \rho \in \mathbb{R} \), \( \rho \neq 0 \). We say that \((M^n, g)\) is a gradient \( \rho \)-Einstein soliton if there exists a smooth function \( f : M^n \to \mathbb{R} \), such that the metric \( g \) satisfies the equation
\[ \text{Ric} + \nabla^2 f = \rho R g + \lambda g, \tag{1.3} \]
for some constant \( \lambda \in \mathbb{R} \).

We say that the soliton is trivial whenever \( \nabla f \) is parallel. As usual, the \( \rho \)-Einstein soliton is steady for \( \lambda = 0 \), shrinking for \( \lambda > 0 \) and expanding for \( \lambda < 0 \). The function \( f \) is called a \( \rho \)-Einstein potential of the gradient \( \rho \)-Einstein soliton.

Corresponding to special values of the parameter \( \rho \), we refer to the \( \rho \)-Einstein solitons with different names, according to the Riemannian tensor which rules the flow. Hence, for \( \rho = 1/2 \) we will have gradient Einstein soliton, for \( \rho = 1/n \) gradient traceless Ricci soliton and for \( \rho = 1/2(n-1) \) gradient Schouten soliton. In the compact case, arguments based on the maximum principle yield the following triviality result (listed below as Corollary 3.2), for solitons corresponding to these special values of \( \rho \).

**Theorem 1.1.** Every compact gradient Einstein, Schouten or traceless Ricci soliton is trivial.

To deal with the noncompact case, it is useful to introduce the following notion of rectifiability. We say that a smooth function \( f : M^n \to \mathbb{R} \) is rectifiable in an open set \( U \subset M^n \) if and only if \( |\nabla f_U| \) is constant along every regular connected component of the level sets of \( f_U \). In particular, it can be seen that \( f_U \) only depends on the signed distance \( r \) to the regular connected component of some of its level sets. If \( U = M^n \), we simply say that \( f \) is rectifiable. Consequently, a gradient soliton is called rectifiable if and only if it admits a rectifiable potential function. The rectifiability turns out to be one of main property of the \( \rho \)-Einstein solitons, as we will show in the following Theorem.

**Theorem 1.2.** Every gradient \( \rho \)-Einstein soliton is rectifiable.

The reason for considering \( n \geq 3 \) in Definition 1.1 and thus in Theorem 1.2 is that for \( n = 2 \) equation (1.3) reduces to the gradient Yamabe solitons equation (see [16]). The rectifiability of the potential function, in this case, follows easily from the structural equation and it has been used to describe the global structure of these solitons (see [10] and [13]).
It is worth noticing that Theorem 1.2 fails to be true in the case of gradient Ricci solitons. In fact, even though all of the easiest nontrivial examples – such as the Gaussian soliton and the round cylinder in the shrinking case, or the Hamilton’s cigar (also known in the physics literature as Witten’s black hole) and the Bryant soliton in the steady case – are rectifiable, it is easy to check, for instance, that the Riemannian product of rectifiable steady gradient Ricci solitons gives rise to a new steady soliton, which is generically not rectifiable.

A well known claim of Perelman [27], concerning gradient steady Ricci solitons, states that in dimension $n = 3$ the Bryant soliton is the only complete noncompact gradient steady Ricci soliton with positive sectional curvature. Despite some recent important progresses, it remains a big challenge to prove this claim. Here, we notice that the rectifiability of the Ricci potential would imply the Perelman’s claim. In this direction we have the following result.

**Theorem 1.3.** Up to homotheties, there exists only one three–dimensional gradient steady $\rho$–Einstein soliton with $\rho < 0$ or $\rho \geq 1/2$ and positive sectional curvature, namely the rotationally symmetric one constructed in Theorem 4.3.

Theorem 1.3 gives further evidences of the validity of Perelman’s claim and could possibly be used to prove stability results for the Bryant soliton in the class of three-dimensional gradient steady Ricci solitons with positive sectional curvature. For $\rho = 1/2$, the only admissible three-dimensional gradient steady Einstein soliton with positive sectional curvatures turns out to be asymptotically cylindrical with linear volume growth. In other words, this soliton is the natural generalization of the two–dimensional Hamilton’s cigar and we decided to call it Einstein’s cigar. An immediate consequence of Theorem 1.3 is the three–dimensional analogue of the Hamilton’s uniqueness result for complete noncompact gradient steady Ricci solitons with positive curvature in dimension two (see [19]).

**Corollary 1.4.** Up to homotheties, the only complete three–dimensional gradient steady Einstein soliton with positive sectional curvature is the Einstein’s cigar.

Among all the $\rho$–Einstein solitons, a class of particular interest is given by gradient Schouten solitons, namely Riemannian manifolds satisfying

$$Ric + \nabla^2 f = \frac{1}{2(n-1)} Rg + \lambda g,$$

for some smooth function $f$ and some constant $\lambda \in \mathbb{R}$. Exploiting the rectifiability obtained in Theorem 1.2, it is possible to achieve some classification results for this class of metrics. In the steady case, we can prove the following triviality result, which holds true in every dimension without any curvature assumption.

**Theorem 1.5.** Every complete gradient steady Schouten soliton is trivial, hence Ricci flat.

In particular, every complete three–dimensional gradient steady Schouten soliton is isometric to a quotient of $\mathbb{R}^3$. In analogy with Perelman’s classification of three-dimensional gradient shrinking Ricci solitons [27], subsequently proved without any curvature assumption in [7], we have the following theorem.

**Theorem 1.6.** Every complete three–dimensional gradient shrinking Schouten soliton is isometric to a finite quotient of either $S^3$ or $\mathbb{R}^3$ or $\mathbb{R} \times S^2$.

The plan of the paper proceeds as follows. In Section 2 we introduce the notion of generalized Ricci potential, which extends the concept of potential function for gradient $\rho$–Einstein...
soliton. In particular, these structures include some interesting examples of gravitational theories in Lorentzian setting (for instance, see [32]). We then prove local rectifiability for the subclass of nondegenerate generalized Ricci potential in the sense of Definition 2.2 below. Finally, we describe the geometric properties of the regular connected components of their level sets.

In Section 3, after proving some triviality results for compact gradient $\rho$–Einstein solitons, we prove Theorem 1.2 (listed below as Theorem 3.3) and we exploit the rectifiability to show the rotational symmetry of complete noncompact gradient $\rho$–Einstein solitons with positive sectional curvature under suitable assumptions (see Theorems 3.4 for the three–dimensional case and Theorem 3.5 for the locally conformally flat case in every dimension).

In Section 4, motivated by the results obtained in Section 3, we study complete simply connected gradient $\rho$–Einstein solitons, which are warped products with canonical fibers. In the complete noncompact case, we have that either the solution splits a line or it has positive sectional curvature everywhere. In the first case, we have that the soliton must be homothetic to either a round cylinder $\mathbb{R} \times S^{n-1}$, or to the hyperbolic cylinder $\mathbb{R} \times H^{n-1}$ or to the flat $\mathbb{R}^n$, as it is proven in Theorem 4.2. In the case where the soliton has positive sectional curvature, we only focus on the steady case and we prove in Theorem 4.3 some existence ($\rho < 1/2(n-1)$ or $\rho \geq 1/(n-1)$) and non existence results ($1/2(n-1) \leq \rho < 1/(n-1)$). As a consequence of Theorem 4.3 and the results in Section 3, we obtain Theorem 1.3 (listed below as Corollary 4.4) and Corollary 4.5, which gives the classification of complete $n$–dimensional locally conformally flat gradient steady $\rho$–Einstein solitons with positive sectional curvature. In Proposition 4.6, we describe the asymptotic behavior of the solutions constructed in Theorem 4.3. In particular, it turns out that for $\rho = 1/(n-1)$ the rotationally symmetric steady soliton is asymptotically cylindrical and provides the $n$–dimensional generalization of the Hamilton’s cigar. We refer to these solutions as cigar–type solitons.

In Section 5, we focus on the case of Schouten solitons, which corresponds to $\rho = 1/2(n-1)$ and we prove Theorems 1.5 and 1.6, listed below as Theorem 5.3 and Theorem 5.4, respectively. Finally, in Section 6, we list some open questions and concluding remarks.
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2. Rectifiability and Generalized Ricci potentials

In this section we prove a local version of the rectifiability for a wide class of structures, which includes gradient $\rho$–Einstein solitons. To describe this class, we introduce the notion of generalized Ricci potential.

Definition 2.1. Let $(M^n, g)$, $n \geq 3$, be a Riemannian manifold and let $f : M^n \to \mathbb{R}$ be a smooth function on it. We say that $f$ is a generalized Ricci potential for $(M^n, g)$ around a regular connected component $\Sigma_c$ of the level set $\{f = c\}$ if there exist an open neighborhood $U$ of $\Sigma_c$ and smooth functions $\alpha, \beta, \gamma, \zeta, \eta : f(U) \to \mathbb{R}$, such that the metric $g$ satisfies the equation

$$\text{Ric} + \alpha \nabla^2 f = \beta df \otimes df + \gamma R g + \zeta g + \eta P,$$

on $U$, (2.1)

for some symmetric, parallel $(2, 0)$–tensor $P$, such that $P(\nabla f, \cdot) = 0$ and $P \circ \text{Ric} = \text{Ric} \circ P$. 


We present now some examples of generalized Ricci potential.

1. Gradient Ricci solitons, corresponding to \((\alpha, \beta, \gamma, \zeta, \eta) = (1, 0, 0, \lambda, 0)\), for some \(\lambda \in \mathbb{R}\).

2. Gradient \(\rho\)-Einstein solitons, corresponding to \((\alpha, \beta, \gamma, \zeta, \eta) = (1, 0, \rho, \lambda, 0)\), for some \(\lambda, \rho \in \mathbb{R}\).

3. Quasi–Einstein metrics (see [14] and [21]), corresponding to \((\alpha, \beta, \gamma, \zeta, \eta) = (1, \mu, 0, \lambda, 0)\), for some \(\lambda, \mu \in \mathbb{R}\).

4. Fischer–Marsden metrics (see [17] and [24]), wherever the potential function is different form zero. These metrics satisfy the equation

\[
\begin{align*}
Ric - \nabla^2 f &= \frac{f}{n-1} R g. \\
\text{Hence, where } f \neq 0, \text{ they correspond to } (\alpha, \beta, \gamma, \zeta, \eta) = (-1/f, 0, 1/(n - 1), 0, 0). \\
\end{align*}
\]

5. Solutions to vacuum field equations in Lorentzian setting induced by actions of the following type

\[
S(g, f) = \int_M (a(f) R + b(f)|\nabla f|^2) \, dV_g, 
\]

where \(a\) and \(b\) are functions of the scalar field \(f\). The associated Euler equations, if \(a, b \neq 0\), are given by

\[
\begin{align*}
Ric - \frac{1}{2} R g &= \frac{a'' - b}{a} (df \otimes df - \frac{1}{2} |\nabla f|^2 g) - \frac{a''}{2a} |\nabla f|^2 g + \frac{a'}{a} (\nabla^2 f - \Box f g), \\
\Box f &= -\frac{1}{2} \left( (a')^2 - \frac{n-2}{n-1} ab \right) \Delta |\nabla f|^2,
\end{align*}
\]

where \(\Box f = g^{ij} \nabla_i \nabla_j f\). The simplified equation reads

\[
\begin{align*}
Ric - \frac{a'}{a} \nabla^2 f &= \frac{a'' - b}{a} df \otimes df + \frac{a' b' - 2a''a b + (a')^2 (b/a)}{2(n - 2) b^2 + 2(n - 1) a'' b' - 4(n - 1) a b'} R g.
\end{align*}
\]

Hence, where \(a, b \neq 0\), these solutions correspond to a generalized Ricci potential with

\[
(\alpha, \beta, \gamma, \zeta, \eta) = \left(-\frac{a'}{a}, \frac{a'' - b}{a}, \frac{a' b' - 2a''a b + (a')^2 (b/a)}{2(n - 2) b^2 + 2(n - 1) a'' b' - 4(n - 1) a b'}, 0, 0\right).
\]

(5-bis) Solutions to the vacuum field equations in Bergmann–Wagoner–Nordtvedt theory of gravitation (for an overview see [32])

\[
\begin{align*}
S(g, f) &= \int_M \left(f R - \frac{\omega(f)}{f} |\nabla f|^2\right) \, dV_g, \\
\text{where } \omega \text{ is a smooth function of the scalar field } f. \text{ This is a particular case of Example (5) with } a(f) = f \text{ and } b(f) = -\omega(f)/f, \text{ we assume } a, b \neq 0. \text{ The associated Euler equations are given by}
\end{align*}
\]

\[
\begin{align*}
Ric - \frac{1}{2} R g &= \frac{\omega}{f} (df \otimes df - \frac{1}{2} |\nabla f|^2 g) + \frac{1}{f} (\nabla^2 f - \Box f g), \\
\Box f &= -\frac{\omega'}{3 + 2\omega} |\nabla f|^2,
\end{align*}
\]
where \( \omega' = d\omega/df \). A simple computation implies the following structure equation for the metric \( g \):

\[
Ric - \frac{1}{f} \nabla^2 f = \frac{\omega}{f^2} df \otimes df - \frac{\omega' f}{(n - 2)(3 + 2\omega)\omega - 2(n - 1)\omega' f} Rg.
\]

These solutions correspond to a generalized Ricci potential with

\[
(\alpha, \beta, \gamma, \zeta, \eta) = \left( -\frac{1}{f}, \frac{\omega}{f^2}, -\frac{\omega' f}{(n - 2)(3 + 2\omega)\omega - 2(n - 1)\omega' f}, 0, 0 \right).
\]

For what follows, it is also convenient to introduce a notion of nondegeneracy for generalized Ricci potential. The motivation for the following definition comes from Theorem 2.1 below.

**Definition 2.2.** In the same setting as in Definition 2.1, we say that a generalized Ricci potential \( f \) is nondegenerate around \( \Sigma_c \) if the following conditions are satisfied on \( U \)

\[
\alpha \neq 0, \quad (2.3)
\]

\[
\alpha^2 - \alpha' - \beta \neq 0, \quad (2.4)
\]

\[
\frac{2\alpha \alpha' - \alpha'' - \beta'}{\alpha^2 - \alpha' - \beta} + \frac{2\beta}{\alpha} \left( \frac{1 - 2(n - 1)\gamma}{2} \right) - \frac{(1 - n\gamma)(\alpha' + \beta) + \alpha^2 \gamma}{\alpha} \neq 0, \quad (2.5)
\]

where we denoted by \( (\cdot)' \) the derivative with respect to the \( f \) variable.

We notice that the smooth functions \( \zeta \) and \( \eta \) are not involved in the nondegeneracy conditions. We also observe that the metrics in the examples (1), (3) and (4), give rise to degenerate generalized Ricci potentials, whereas examples (5) and (5-bis) are generically nondegenerate generalized Ricci potentials. Moreover, it is not difficult to check that if we start with a generalized Ricci potential \( f \) as in Definition 2.1 and we change the metric \( g \) into \( \bar{g} = \phi^2 g \), for every positive smooth function \( \phi : f(U) \to \mathbb{R} \), we have that \( f \) still remains a generalized Ricci potential for \( \bar{g} \) with suitably modified coefficients. On the other hand, we conjecture that the condition of being a degenerate Ricci potential is stable under this class of conformal changes (so far, we have evidences of this fact in the case of gradient Ricci solitons). We are now in the position to state the main theorem of this section.

**Theorem 2.1.** Let \((M^n, g)\), \(n \geq 3\), be a Riemannian manifold and let \( f \) be a nondegenerate generalized Ricci potential for \((M^n, g)\) around a regular connected component \( \Sigma_c \) of the level set \( \{ f = c \} \). Then, there exists an open neighborhood \( U \) of \( \Sigma_c \) where \( f \) is rectifiable.

**Proof.** We start our analysis by proving a series of basic identities for \( f \). The notations adopted are the same as in Definition 2.1.

**Lemma 2.2.** Let \((M^n, g)\), \(n \geq 3\), be a Riemannian manifold and let \( f \) be a nondegenerate generalized Ricci potential for \((M^n, g)\) around a regular connected component \( \Sigma_c \) of the level set \( \{ f = c \} \). Then, there exist an open neighborhood \( U \) of \( \Sigma_c \) where the following identities hold

\[
\Delta f = \frac{\beta}{\alpha} |\nabla f|^2 + \frac{n\gamma - 1}{\alpha} R + \frac{n\zeta}{\alpha} + \frac{\beta}{\alpha} tr P, 
\]

\[
1 - \frac{2(n - 1)\gamma}{2} \nabla R = \frac{\alpha^2 - \alpha' - \beta}{\alpha} Ric(\nabla f, \cdot) + \frac{(n - 1)(\alpha\beta' - \alpha'\beta - \gamma) + \alpha^2 \beta}{\alpha} R\nabla f + \sigma \nabla f, 
\]

\[
\nabla c R_{ab} - \nabla c R_{ac} = \gamma (g_{ab} \nabla c R - g_{ac} \nabla b R) + \frac{\beta + \alpha'}{\alpha} (R_{ab} \nabla c f - R_{ac} \nabla b f) - \alpha R_{abcd} \nabla d f 
\]

\[
+ \eta' (P_{ab} \nabla c f - P_{ac} \nabla b f) + \xi (g_{ab} \nabla c f - g_{ac} \nabla b f), 
\]

\[
\nabla b R \nabla c f = \nabla c R \nabla b f, 
\]

where \( \omega' = d\omega/df \). A simple computation implies the following structure equation for the metric \( g \):

\[
Ric - \frac{1}{f} \nabla^2 f = \frac{\omega}{f^2} df \otimes df - \frac{\omega' f}{(n - 2)(3 + 2\omega)\omega - 2(n - 1)\omega' f} Rg.
\]
where \( trP = g^{ab}P_{ab} \) is the constant trace of the tensor \( P \), \( \sigma : f(U) \to \mathbb{R} \) and \( \xi : M^d \to \mathbb{R} \) are smooth functions and we denoted by \((\cdot)'\) the derivative with respect to the \( f \) variable.

**Proof.** The proof is divided in four steps, corresponding to each of the four identities.

**Equation (2.6).** We simply contract equation (2.1).

**Equation (2.7).** Taking the divergence of the structural equation (2.1), one has

\[
0 = \frac{1}{2} \nabla R + \alpha \Delta f + \alpha \text{Ric}(\nabla f, \cdot) + \alpha' \nabla^2 f(\nabla f, \cdot) - \beta \Delta f \nabla f - \beta \nabla^2 f(\nabla f, \cdot) - \beta' |\nabla f|^2 \nabla f
\]

\[- \gamma \nabla\nabla R - \gamma' R \nabla f - \zeta' \nabla f,\]

where we used Schur lemma 2 \( \text{div} \, \text{Ric} = dR, \) the commutation formula for the covariant derivatives and the facts that \( \nabla P = 0 \) and \( P(\nabla f, \cdot) = 0. \) Using equation (2.6) and observing that \( trP \) is a constant function, we have

\[
0 = \frac{2(n-1)\gamma - 1}{2} \nabla R + \left( \beta + \alpha' \right) \nabla^2 f(\nabla f, \cdot) + \alpha \text{Ric}(\nabla f, \cdot)
\]

\[- \beta \left( \frac{\alpha'}{\alpha} \right) \nabla f^2 \nabla f + \frac{(n-1)(1-\alpha' + \alpha)}{\alpha} R \nabla f + \sigma_2 \nabla f,
\]

where \( \sigma_2 : f(U) \to \mathbb{R} \) is some function of \( f. \) Notice that we have used the nondegeneracy condition (2.3) \( \alpha \neq 0. \) Using again equation (2.1) to substitute the Hessian term \( \nabla^2 f, \) we get

\[
0 = \frac{2(n-1)\gamma - 1}{2} \nabla R + \frac{\alpha^2 - \alpha' - \beta}{\alpha} \text{Ric}(\nabla f, \cdot)
\]

\[+ \frac{(n-1)(1-\alpha' + \alpha)}{\alpha} R \nabla f + \sigma_3 \nabla f,
\]

where \( \sigma_3 : f(U) \to \mathbb{R} \) is some function of \( f. \)

**Equation (2.8).** Taking the covariant derivative of equation (2.1), we get

\[
\nabla_c R_{ab} - \nabla_b R_{ac} = -\alpha(\nabla_c \nabla_b \nabla_a f - \nabla_b \nabla_c \nabla_a f)
\]

\[+ \gamma(\nabla_c g_{ab} R - g_{ac} \nabla_b R)
\]

\[+ (\beta + \alpha')(\nabla_c \nabla_a f \nabla_b f - \nabla_b \nabla_a f \nabla_c f)
\]

\[+ (\alpha' + \gamma' R)(g_{ab} \nabla_c f - g_{ac} \nabla_b f)
\]

\[+ \eta'(\nabla_c g_{ab} - g_{ac} \nabla_b f)
\]

\[= -\alpha R_{bcd} \nabla_d f + \gamma(\nabla_c g_{ab} R - g_{ac} \nabla_b R)
\]

\[+ \frac{\beta + \alpha'}{\alpha}(R_{ab} \nabla_c f - R_{ac} \nabla_b f)
\]

\[+ \eta'(\nabla_c g_{ab} - g_{ac} \nabla_b f) + \xi_1 (g_{ab} \nabla_c f - g_{ac} \nabla_b f),
\]

for some smooth function \( \xi_1 : M^d \to \mathbb{R}. \) Notice that in the last equality we used again the commutation formula and equation (2.1).

**Equation (2.9).** Taking the covariant derivative of equation (2.7), one obtains

\[
\frac{1-2(n-1)\gamma}{2} \nabla_b \nabla_c R = \left[ \frac{2\alpha' - \alpha' - \beta'}{\alpha} - \frac{(2\alpha' - \alpha' - \beta')(\alpha' - \beta)}{\alpha^2} \right] R_{cd} \nabla_b f \nabla_d f
\]

\[+ \frac{\alpha' - \beta'}{\alpha} \nabla_b R_{cd} \nabla_d f + \frac{\alpha' - (n-1)\alpha' + \beta' -(n-1)\beta\gamma}{\alpha} \nabla_b R \nabla_c f
\]

\[+ \xi_2 (\nabla_b R \nabla_c f + \nabla_b f \nabla_c R) + \xi_3 \nabla_b f \nabla_c f
\]

\[+ \xi_4 \nabla_b \nabla_c f + \xi_5 R_{be} + \xi_6 R_{bd} R_{cd} + \xi_7 P_{bd} R_{cd},
\]

where \( R_{ab} \) is the constant trace of the tensor \( R, \) \( \sigma : f(U) \to \mathbb{R} \) and \( \xi : M^d \to \mathbb{R} \) are smooth functions and we denoted by \((\cdot)'\) the derivative with respect to the \( f \) variable.
for some smooth functions \(\xi_1, \ldots, \xi_7 : M^d \to \mathbb{R}\). Notice that the last six terms of the right hand side are symmetric. Thus, we get
\[
0 = 1 - 2(\alpha - \beta) \left( \nabla_b \nabla_c R - \nabla_c \nabla_b R \right) = \left[ 2\alpha \alpha' \alpha'' - \frac{\alpha^2 - \alpha' - \beta}{\alpha} \right] \left( R_{cd} \nabla_b f - R_{bd} \nabla_c f \right) \nabla_d f
\]
\[
- \frac{\alpha^2 - \alpha' - \beta}{\alpha} (\nabla_c R_{bd} - \nabla_b R_{cd}) \nabla_d f
\]
\[
- \frac{\alpha' - (n - 1)\alpha \gamma + \beta - (n - 1)\beta \gamma}{\alpha} (\nabla_c R \nabla_b f - \nabla_b R \nabla_c f) .
\]
Substituting equation (2.8) in the second term of the right hand side, we obtain
\[
0 = \left[ 2\alpha \alpha' \alpha'' - \frac{\alpha^2 - \alpha' - \beta}{\alpha} \right] \left( R_{cd} \nabla_b f - R_{bd} \nabla_c f \right) \nabla_d f
\]
\[
- \frac{\alpha' - (n - 1)\alpha \gamma + \beta - (n - 1)\beta \gamma}{\alpha} (\nabla_c R \nabla_b f - \nabla_b R \nabla_c f) .
\]
Now, to conclude, it is sufficient to substitute the first term of the right hand side using equation (2.7). Notice that in doing that we make use of the nondegeneracy condition (2.4) \(\alpha^2 - \alpha' - \beta \neq 0\).
\[
0 = \left[ 2\alpha \alpha' \alpha'' - \frac{\alpha^2 - \alpha' - \beta}{\alpha} \right] \left( R_{cd} \nabla_b f - R_{bd} \nabla_c f \right) \nabla_d f
\]
\[
- \frac{\alpha' - (n - 1)\alpha \gamma + \beta - (n - 1)\beta \gamma}{\alpha} (\nabla_c R \nabla_b f - \nabla_b R \nabla_c f) .
\]
Equation (2.9) follows now from the third nondegeneracy condition (2.5)
\[
\left( \frac{2\alpha \alpha' \alpha''}{\alpha^2 - \alpha' - \beta} + \frac{2\beta}{\alpha} \right) \left( \frac{1 - 2(n - 1)\gamma}{2} \right) - \frac{(1 - n\gamma)(\alpha' + \beta) + \alpha^2 \gamma}{\alpha} \neq 0 .
\]
This concludes the proof of the lemma. \(\square\)

Let now \(U\) be the neighborhood of a regular connected component \(\Sigma_c\) of the level set \(\{f = c\}\), where equations (2.6)–(2.9) are in force and, by continuity, let \(\delta_0\) be a positive real number such that the regular connected components \(\Sigma_{c+\delta}\) of the level sets \(\{f = c + \delta\}\) are subsets of \(U\), for every \(0 \leq |\delta| < \delta_0\). We are going to prove that \(|\nabla f|\) is constant along every \(\Sigma_{c+\delta}, 0 \leq |\delta| < \delta_0\). First of all, we notice that \(R\) is constant along every \(\Sigma_{c+\delta}\). Indeed, from equation (2.9), for all \(V \in T\Sigma_{c+\delta}\), one has
\[
\langle \nabla R, V \rangle |\nabla f|^2 = \langle \nabla R, \nabla f \rangle \langle \nabla f, V \rangle = 0 .
\]
Moreover, from the structural equation (2.1)
\[
\langle \nabla |\nabla f|^2, V \rangle = 2 |\nabla f|^2 \langle \nabla R, V \rangle = 0
\]
\[
= \left( \frac{2\alpha}{\alpha^2 - \alpha' - \beta} \right) |\nabla f|^2 + \frac{2\alpha}{\alpha^2} R + \frac{2\alpha}{\alpha} \langle \nabla f, V \rangle + \frac{2\alpha}{\alpha} T(\nabla f, V) - \frac{2}{\alpha} Ric(\nabla f, V)
\]
\[
= - \frac{1 - 2(n - 1)\gamma}{\alpha^2 - \alpha' - \beta} \langle \nabla R, V \rangle = 0 ,
\]
where in the last equality we have used equation (2.7) together with the fact that \(P(\nabla f, \cdot) = 0\). We point out that we made use of the nondegeneracy conditions (2.3), (2.4). This concludes the proof of Theorem 2.1. \(\square\)

As a direct consequence of Theorem 2.1, we prove the following proposition, which describes some remarkable geometric properties of the regular level sets of a nondegenerate generalized Ricci potential.

**Proposition 2.3.** Let \((M^n, g), n \geq 3,\) be a Riemannian manifold and let \(f\) be a nondegenerate generalized Ricci potential for \((M^n, g)\) around a regular connected component \(\Sigma_c\) of the level set \(\{f = c\}\). Then, the following facts hold:
(i) The scalar curvature $R$ and $|\nabla f|$ are constants along $\Sigma_c$.
(ii) The mean curvature $H$ of $\Sigma_c$ is constant.
(iii) The scalar curvature $R^\Sigma$ of $(\Sigma_c, g)$, with the induced metric by $g$ on $\Sigma_c$, is constant.

In particular, in a neighborhood of $\Sigma_c$, the generalized Ricci potential $f$ and all the geometric quantities $R, |\nabla f|, H$ and $R^\Sigma$ only depend on the signed distance $r$ to $\Sigma_c$.

Proof. As we have already observed in equations (2.10) and (2.11), property (i) follows immediately. From this we deduce that, in a neighborhood $U$ of $\Sigma_c$ where equations (2.6)–(2.9) are in force, the generalized Ricci potential $f$ only depends on the signed distance $r$ to the hypersurface $\Sigma_c$. In fact, since $\nabla r$ coincides with the unit normal vector $\nu = \nabla f / |\nabla f|$, one has $df = |\nabla f| dr = f' dr$, where $f' = df / dr$. Moreover, if $\theta = (\theta^1, \ldots, \theta^n)$ are coordinates adapted to the hypersurface $\Sigma_c$, we get

$$\nabla^2 f = \nabla df = f'' dr \otimes dr + f' \nabla^2 r = f'' dr \otimes dr + \frac{f'}{2} \partial_r g_{ij} d\theta^i \otimes d\theta^j,$$

as

$$\Gamma^r_{rr} = \Gamma^r_{rr} = 0, \quad \Gamma^r_{ij} = -\frac{1}{2} \partial_r g_{ij}, \quad \Gamma^r_{ir} = \frac{1}{2} g^{rs} \partial_r g_{is},$$

for $i, j = 1, \ldots, n - 1$.

To prove (ii), we recall that the second fundamental form $h$ verifies

$$h_{ij} = (\nabla^2 f)_{ij} = \frac{R_{ij} - (\gamma R + \zeta) g_{ij} - \eta P_{ij}}{\alpha |\nabla f|},$$

for $i, j = 1, \ldots, n - 1$. Thus, the mean curvature $H$ of $\Sigma_c$ satisfies

$$H = g^{ij} h_{ij} = -\frac{R - R_{rr} - (n - 1)(\gamma R + \zeta) - \eta \tau + \eta P_{rr}}{\alpha |\nabla f|} = -\frac{(1 - (n - 1)\gamma) R - R_{rr} - (n - 1)\zeta - \eta tr(P)}{\alpha |\nabla f|}.$$

Now, combining equation (2.7) with property (i), it is easy to deduce that $R_{rr}$ is constant along $\Sigma_c$ and property (ii) follows.

In order to prove (iii), we consider the contracted Riccati equation (see [15, Chapter 1])

$$|h|^2 = -H' - R_{rr},$$

and we deduce at once that the norm of the second fundamental form $|h|^2$ is also constant on $\Sigma_c$. Now, from the Gauss equation (see again [15, Chapter 1])

$$R^\Sigma = R - 2R_{rr} - |h|^2 + H^2,$$

we conclude that the scalar curvature $R^\Sigma$ of the metric induced by $g$ on $\Sigma_c$ is constant and property (iii) follows. It is now immediate to observe that in $U$ all the quantities $R, |\nabla f|, H$ and $R^\Sigma$ only depend on $r$. $\square$

Remark 2.4. We observe that all the computations in this section still remain true in Lorentzian or even semi-Riemannian setting. In particular, whenever the nondegeneracy conditions are satisfied by the coefficients involved in examples (5) and (5 – bis) above, we have that the corresponding space–time solutions to the relativistic Einstein field equations are necessarily foliated by hypersurfaces with constant mean curvature and constant induced scalar curvature, about a regular connected component of a level set of the potential $f$. 

3. GRADIENT $\rho$–EINSTEIN SOLITONS

We pass now to the analysis of gradient $\rho$–Einstein solitons. We recall that a gradient $\rho$–Einstein soliton is a Riemannian manifold $(M^n, g)$, $n \geq 3$, endowed with a smooth function $f : M^n \to \mathbb{R}$, such that the metric $g$ satisfies the equation

$$\text{Ric} + \nabla^2 f = \rho R g + \lambda g,$$  \quad (3.1)

for some constants $\rho, \lambda \in \mathbb{R}$, $\rho \neq 0$. To see that gradient $\rho$–Einstein solitons generate self–similar solutions to the $\rho$–Einstein flow $\partial_t g = -2(\text{Ric} - \rho R g)$ it is sufficient to set $g(t) = (1 - 2\lambda t) \varphi_t^2(g)$, if $1 - 2\lambda t > 0$, where $\varphi_t$ is the 1-parameter family of diffeomorphisms generated by $Y(t) = \nabla f/(1 - 2\lambda t)$ with $\varphi_0 = \text{id}_{M^n}$.

We start by focusing our attention on compact gradient $\rho$–Einstein solitons and we prove the following triviality result.

**Theorem 3.1.** Let $(M^n, g)$, $n \geq 3$, be compact gradient $\rho$–Einstein soliton. Then, the following cases occur.

(i) If $\rho \leq 1/2(n - 1)$, then either $\lambda > 0$ and $R > 0$ or the soliton is trivial.

(i-bis) If $\rho = 1/2(n - 1)$, then the soliton is trivial.

(ii) If $1/2(n - 1) < \rho < 1/n$, then either $\lambda < 0$ and $R < 0$ or the soliton is trivial.

(iii) If $1/n \leq \rho$, then the soliton is trivial.

**Proof.** It follows from the general computation in Lemma 2.2, that if equation (3.1) is in force, then we have

$$\Delta f = (n\rho - 1)R + n\lambda,$$  \quad (3.2)

$$\left(1 - 2(n - 1)\rho\right)\nabla R = 2\text{Ric}(\nabla f, \cdot).$$  \quad (3.3)

Since $M^n$ is compact, integrating equation (3.2), we obtain the identity

$$\lambda = \frac{1 - n\rho}{n} \int_M R dV_g,$$  \quad (3.4)

where $\int_M R dV_g = \text{Vol}_g(M)^{-1} \int_M R dV_g$. Taking the divergence of equation (3.3), we obtain

$$(1 - 2(n - 1)\rho) \Delta R = \langle \nabla R, \nabla f \rangle + 2(\rho R^2 - |\text{Ric}|^2 + \lambda R).$$  \quad (3.5)

**Case (i):** $\rho \leq 1/2(n - 1)$. Let $q$ be a global minimum point of the scalar curvature $R$. Then, from equation (3.5), one has

$$0 \leq (1 - 2(n - 1)\rho) \Delta R_q = 2(\rho R^2 - |\text{Ric}|^2 + \lambda R)_q \leq 2R_q(\lambda - \frac{1 - n\rho}{n} R)_q,$$

where in the last inequality we have used $|\text{Ric}|^2 \geq (1/n)R^2$. Since $R(p) \geq R(q)$ for all $p \in M^n$, then from (3.4) we deduce that

$$\lambda \geq \frac{1 - n\rho}{n} R_q,$$

with equality if and only if $R \equiv R_q$. In this latter case equation (3.2) implies that $\Delta f = 0$, thus $f$ is constant and the soliton is trivial. On the other hand, the strict inequality implies $R_q > 0$, which forces $\lambda > 0$ and $R > 0$.

**Case (i-bis):** $\rho = 1/2(n - 1)$. Assume that the soliton is not trivial. Then, by case (i), we can assume $R > 0$. First of all, we notice that equation (3.3) implies that $\nabla f/|\nabla f|$ is an eigenvector of the Ricci tensor with zero eigenvalue, i.e. $\text{Ric}(\nabla f/|\nabla f|, \cdot) = 0$ on $M^n$. 

In particular the following inequality holds $|Ric|^2 \geq R^2/(n - 1)$. On the other hand, from equation (3.5), one has
\[
\langle \nabla R, \nabla f \rangle = 2|Ric|^2 - \frac{1}{n-1}R^2 - 2\lambda R \geq \frac{1}{n-1}R(R - 2(n - 1)\lambda).
\]
Let $q$ be a global maximum point of the scalar curvature $R$. Then, since $R(q) > 0$, we obtain
\[
R|_q \leq 2(\frac{n}{n-1}) \lambda.
\]
Since $R(p) \leq R(q)$ for all $p \in M^n$, then from (3.4) we deduce that $\lambda \leq \frac{n-2}{2n(n-1)} R|_q$, which contradicts the positivity of the scalar curvature.

**Case (ii):** $1/2(n - 1) < \rho < 1/n$. Let $q$ be a global maximum point of the scalar curvature $R$. Then, from equation (3.5), one has
\[
0 \leq (1 - 2(n - 1)\rho) \Delta R|_q = 2(\rho R^2 - |Ric|^2 + \lambda R)|_q
\]
where in the last inequality we have used $|Ric|^2 \geq (1/n)R^2$. Since $R(p) \leq R(q)$ for all $p \in M^n$, then from (3.4) we deduce that
\[
\lambda \leq \frac{1-n\rho}{n} R|_q,
\]
with equality if and only if $R \equiv R|_q$. In this latter case equation (3.2) implies that $\Delta f = 0$, thus $f$ is constant and the soliton is trivial. On the other hand, the strict inequality implies $R|_q \leq 0$ which forces $\lambda < 0$ and $R < 0$.

**Case (iii):** $1/n \leq \rho$. First of all, we notice that if $\rho = 1/n$, then from equation (3.2), one has
\[
\Delta f = n\lambda
\]
on $M^n$. This forces $\lambda = 0$ and $f$ to be constant. On the other hand, if $1/n < \rho$, we integrate equation (3.5) obtaining
\[
0 = \int_M \langle \nabla R, \nabla f \rangle \, dV_g + 2\int_M (\rho R^2 - |Ric|^2 + \lambda R) \, dV_g
\]
\[
= -\int_M R \Delta f \, dV_g + 2\int_M (\rho R^2 - |Ric|^2 + \lambda R) \, dV_g
\]
\[
= \int_M [(1 - (n - 2)\rho) R^2 - 2|Ric|^2 - (n - 2)\lambda R] \, dV_g
\]
\[
\leq -\frac{(n-2)(\rho - 1)}{n} \int_M R^2 \, dV_g - (n - 2)\lambda \int_M R \, dV_g,
\]
where we have used the inequality $|Ric|^2 \geq (1/n)R^2$. Substituting identity (3.4), we get
\[
0 \leq \left( \int_M R \, dV_g \right)^2 - \int_M R^2 \, dV_g \leq 0,
\]
by the Cauchy–Schwartz inequality. Hence, $R$ must be constant and the soliton must be trivial. □

We observe that the same statement as in case (i) was already known for compact gradient Ricci solitons (formally corresponding to $\rho = 0$, see [20] and [22]). An immediate consequence of Theorem 3.1 is the following corollary, concerning the most significant classes of $\rho$–Einstein solitons.

**Corollary 3.2.** Every compact gradient Einstein, Schouten or traceless Ricci soliton is trivial.
To conclude the analysis in the compact case, we notice that compact gradient Schouten solitons appeared in [26, equation 2.12] as a first characterization of the equality case in an optimal $L^2$–curvature estimate on manifolds with nonnegative Ricci curvature.

We turn now our attention to the case of general (possibly noncompact) gradient $\rho$–Einstein solitons. As an immediate consequence of Theorem 2.1, we have the following:

**Theorem 3.3.** Every gradient $\rho$–Einstein soliton is rectifiable.

**Proof.** It is sufficient to check that the nondegeneracy conditions (2.3)–(2.5) with $\alpha = 1$, $\beta = 0$ and $\gamma \equiv \rho \neq 0$ are satisfied everywhere. Hence, we can apply Theorem 2.1. \hfill \Box

In the previous section we have seen that if a Riemannian manifold $(M^n, g)$ admits a nondegenerate generalized Ricci potential $f$, then, around every regular regular connected component of a level sets of $f$, the manifold is foliated by constant mean curvature hypersurfaces. Obviously, the same is true for gradient $\rho$–Einstein solitons. Moreover, in dimension $n = 3$ this fact has immediate stronger consequences, which we summarize in the following theorem.

**Theorem 3.4.** Let $(M^3, g)$ be a three–dimensional gradient $\rho$–Einstein soliton with $\rho < 0$ and $\lambda \leq 0$ or $\rho \geq 1/2$ and $\lambda \geq 0$. If $(M^3, g)$ has positive sectional curvature, then it is rotationally symmetric.

**Proof.** We give the proof only in the case $\rho \geq 1/2$ and $\lambda \geq 0$. The proof of the other part of the statement follows with minor changes and it is left to the interested reader.

First of all we notice that $g$ has positive sectional curvature if and only if the Einstein tensor $\text{Ric} - (1/2)Rg$ is negative definite. Hence, from the soliton equation, it follows that $f$ is a strictly convex function. In particular $M^3$ is diffeomorphic to $\mathbb{R}^3$ and $f$ has at most one critical point. We claim that $f$ has exactly one critical point. In fact, by the strict convexity of $f$, we have that all of its level sets are compact. Now, if $f$ has no critical points, then the manifold would have two ends (see [2, Remark 2.7]). Since $\text{Ric} \geq 0$, it would follow from Cheeger–Gromoll Theorem that the manifold splits a line, but this contradicts the strict positivity of the sectional curvature. Hence, the claim is proved. Let $O \in M^3$ be the unique critical point of $f$ and let $\Sigma \subset M^3 \setminus \{O\}$ be a level set of $f$. Then $\Sigma$ is compact, regular, orientable and its second fundamental form is given by

$$h_{ij} = -\frac{R_{ij} - (\rho R + \lambda)g_{ij}}{|\nabla f|},$$

for $i, j = 1, 2$. Since $\rho \geq 1/2$, $\lambda \geq 0$ and $g$ has positive sectional curvature, then $h_{ij}$ is positive definite. In particular $|h|^2 < H^2$ and from Gauss equation we have

$$R^\Sigma = R - 2R_{rr} - |h|^2 + H^2 > 0.$$  

Using Theorem 3.3 and Proposition 2.3 we have that $(\Sigma, g^\Sigma)$ has constant positive curvature. This implies that, up to a constant factor, $(\Sigma, g^\Sigma)$ is isometric to $(\mathbb{S}^2, g^\mathbb{S}^2)$ and on $M^3 \setminus \{O\}$ the metric $g$ takes the form

$$g = dr \otimes dr + \omega(r)^2 g_{\mathbb{S}^2},$$

where $r(\cdot) = \text{dist}(O, \cdot)$ and $\omega : \mathbb{R}^+ \to \mathbb{R}^+$ is a positive smooth function. \hfill \Box

A possible extension of Theorems 3.4 above to higher dimensions may be obtained in the spirit of [8], [12] and [14], under the additional hypothesis that the manifold is locally conformally flat. We notice that in this approach, the rectifiability is most of the time deduced as a consequence of the locally conformally flatness coupled with the soliton structure. In
our case it would still be possible to proceed this way, however we will take advantage of the rectifiability provided by Theorem 3.3 to get a shortcut in the proof.

**Theorem 3.5.** Let \((M^n, g)\) be a complete \(n\)-dimensional, \(n \geq 4\), locally conformally flat gradient \(\rho\)-Einstein soliton with \(\rho < 0\) and \(\lambda \leq 0\) or \(\rho \geq 1/2\) and \(\lambda \geq 0\). If \((M^n, g)\) has positive sectional curvature, then it is rotationally symmetric.

**Proof.** We give the proof only in the case \(\rho \geq 1/2\) and \(\lambda \geq 0\). The proof of the other part of the statement follows with minor changes and it is left to the interested reader.

First of all we notice that since \(g\) is locally conformally flat and it has positive sectional curvature then the tensor \(\text{Ric} - (1/2)Rg\) is negative definite. In fact, from the decomposition formula for the curvature tensor, it follows that 
\[
\lambda_i + \lambda_j > \frac{1}{n-1} R,
\]
for every \(i = 1, \ldots, n\), where \(\lambda_i\) are the eigenvalues of the Ricci tensor. Hence, from the soliton equation, it follows that \(f\) is a strictly convex function. In particular \(M^n\) is diffeomorphic to \(\mathbb{R}^n\) and \(f\) has at most one critical point. We claim that \(f\) has exactly one critical point. In fact, by the strict convexity of \(f\), we have that all of its level sets are compact. Now, if \(f\) has no critical points, then the manifold would have two ends (see [2, Remark 2.7]). Since \(\text{Ric} \geq 0\), it would follow from Cheeger–Gromoll Theorem that the manifold splits a line, but this contradicts the strict positivity of the sectional curvature. Hence, the claim is proved.

Let \(O \in M^n\) be the unique critical point of \(f\) and let \(\Sigma \subset M^n \setminus \{O\}\) be a level set of \(f\). To be definite, we choose the sign of \(r\) in such a way that \(f' = |\nabla f|\). By Theorem 3.3 and Proposition 2.3, we also have that \(f, |\nabla f|, R\) and \(R^\Sigma\), which is the scalar curvature induced on the level sets of \(f\), only depend on \(r\). The proof follows the one in [14, Theorem 1.1].

With the same convention as in Proposition 2.3, the second fundamental form and the mean curvature of \(\Sigma\) are given by
\[
h_{ij} = -\frac{R_{ij} - (\rho R + \lambda)g_{ij}}{|\nabla f|} \quad \text{and} \quad H = -\frac{(1 - (n-1)\rho)R - R_{rr} - (n-1)\lambda}{|\nabla f|},
\]
for \(i, j = 1, \ldots, n-1\). We are going to prove that \((\Sigma, g^\Sigma)\) is totally umbilic, namely
\[
h_{ij} - (H/(n-1)) g_{ij} = 0.
\]
In the spirit of [14, Theorem 1.1], we introduce the Cotton tensor
\[
C_{abc} = \nabla_c R_{ab} - \nabla_b R_{ac} - \frac{1}{2(n-1)} \left( \nabla_c R g_{ab} - \nabla_b R g_{ac} \right),
\]
for \(a, b, c = 1, \ldots, n\). Now, if we assume that the manifold is locally conformally flat, then the Cotton tensor is identically zero, since
\[
0 = \nabla_d W_{abcd} = -\frac{n-3}{n-2} C_{abc},
\]
where \(W\) is the Weyl tensor of \(g\). Using Lemma 2.2 and the formulæ for the second fundamental form and the mean curvature of \(\Sigma\), and taking advantage of the rectifiability, it is straightforward to compute
\[
0 = C_{ijr} = \frac{|\nabla f|^2}{(n-2)} \left( h_{ij} - \frac{H}{n-1} g_{ij} \right),
\]
for $i, j = 1, \ldots, n - 1$. Hence, the umbilicity is proven. From the Gauss equation (see also [8, Lemma 3.2] for a similar argument), one can see that the sectional curvatures of $(\Sigma, g^\Sigma)$ are given by

$$R^\Sigma_{ijij} = R_{ijij} + h_{ij} h_{jj} - h^2_{ij} = \frac{1}{n-2} (R_{ii} + R_{jj}) - \frac{1}{[n-1][n-2]} R + \frac{1}{(n-1)^2} H^2$$

$$= -\frac{2}{(n-1)^2} R_{ii} - \frac{1}{(n-1)(n-2)} R + \frac{1}{(n-1)^2} H^2$$

$$= -\frac{2}{(n-1)^2} H |\nabla f| + \frac{2}{n-2} \lambda - \frac{1-2(n-1)}{(n-1)(n-2)} R + \frac{1}{(n-1)^2} H^2,$$

for $i, j = 1, \ldots, n - 1$, where in the second equality we used the decomposition formula for the Riemann tensor, the locally conformally flatness of $g$ and the umbilicity. Since, by Proposition 2.3, all the terms on the right hand side are constant on $\Sigma$, we obtain that the sectional curvatures of $(\Sigma, g^\Sigma)$ are constant. The positivity follows from the Gauss equation, the umbilicity and the fact that $(M^n, g)$ has positive sectional curvature. It follows that, up to a constant factor only depending on $r$, $(\Sigma, g^\Sigma)$ is isometric to $(S^{n-1}, g^{S^{n-1}})$. Hence, on $M^n \setminus \{O\}$ the metric $g$ takes the form

$$g = dr \otimes dr + \omega(r)^2 g_{S^{n-1}},$$

where $r(\cdot) = \text{dist}(O, \cdot)$ and $\omega : \mathbb{R}^+ \to \mathbb{R}^+$ is a positive smooth function. In particular, this shows that $g$ is rotationally symmetric. \hfill $\square$

4. WARPED PRODUCT GRADIENT $\rho$–EINSTEIN SOLITONS WITH CANONICAL FIBERS

In this section, motivated by Theorems 3.4, 3.5, we study complete simply connected gradient $\rho$–Einstein solitons $(M^n, g, n \geq 3$, which are warped product with canonical fibers. More precisely, we assume that $g$ is of the form

$$g = dr \otimes dr + \omega(r)^2 g_{\text{can}} \quad \text{in } M^n \setminus \Lambda, \quad \text{ (4.1)}$$

where $g_{\text{can}}$ is a constant curvature metric on a $(n-1)$–dimensional manifold, $r \in (r_*, r^*)$, $-\infty < r_* < r^* \leq +\infty$, the warping factor $\omega : (r_*, r^*) \to \mathbb{R}^+$ is a positive smooth function and $\Lambda \subset M^n$ consists of at most two points, depending on the behavior of $\omega$ as $r \to r_*$ and $r \to r^*$.

The main focus of this section will be the analysis of gradient steady $\rho$–Einstein solitons with positive sectional curvature which are warped product with canonical fibers.

Remark 4.1. It is worth pointing out that all the analysis of this section is consistent with the limit case of gradient Ricci solitons ($\rho = 0$).

For notational convenience we set $m = n - 1$. We agree that $\text{Ric}_{\text{can}} = (m-1)\kappa g_{\text{can}}$, $\kappa \in \{-1, 0, 1\}$. In $M^n \setminus \Lambda$, the Ricci curvature and the scalar curvature of $g$ have the form

$$\text{Ric} = -m \frac{\omega''}{\omega} dr \otimes dr + ((m-1)(\kappa - (\omega'') - (m-1)) \frac{\omega''}{\omega^2} g_{\text{can}},$$

$$R = -2m \frac{\omega''}{\omega} + m(m-1) \frac{\kappa - (m-1)^2}{\omega^2}.$$ 

Moreover, the Hessian of $f$ reads

$$\nabla^2 f = f'' dr \otimes dr + \omega f' g_{\text{can}}.$$
Hence, the soliton equation (1.3) reduces to
\[
\begin{cases}
  f''\omega^2 - (m - 2m\rho)\omega'' + m(m - 1)\rho(\omega')^2 - \lambda\omega^2 - m(m - 1)\rho\kappa = 0 \\
  f'\omega' - (1 - 2m\rho)\omega'' - (m - 1)(1 - m\rho)(\omega')^2 - \lambda\omega^2 + (m - 1)(1 - m\rho)\kappa = 0.
\end{cases}
\]
Introducing the variables
\[x = \omega', \quad y = -\omega'\]
and the independent variable \(t\), which satisfies \(dt = (1/\omega)dr\), one obtains the first-order system
\[
\begin{cases}
  (1 - 2m\rho) \dot{x} = (m - 1)(1 - m\rho)(\kappa - x^2) - xy - \lambda\omega^2 \\
  (1 - 2m\rho) \dot{y} = -m(m - 1)(1 - (m + 1)\rho)(\kappa - x^2) + (1 + m - 4m\rho)xy + (m - 1)\lambda\omega^2 \\
  \dot{\omega} = x\omega,
\end{cases}
\]
for every \(t \in (t_*, t^*)\) where \(t_* = \lim_{r \to r_*} t(r)\) and \(t^* = \lim_{r \to r^*} t(r)\). In the system above (') denotes the derivative with respect to the \(t\) variable, and with a small abuse of notation we consider \(\omega\) as a function of \(t\). It is immediate to see that the equilibrium points of this system in the \(x\omega\)-space are \(P = (1, 0, 0)\) and \(Q = (-1, 0, 0)\). We start with some general consideration about the interval of definition of the variables \(r\) and \(t\).

We observe that, if \(M^n\) is compact, we have that \(-\infty < r_s < r^* < +\infty\) and
\[
\lim_{r \to r_*} \omega(r) = 0 \quad \text{and} \quad \lim_{r \to r_*} \omega'(r) = 1,
\]
\[
\lim_{r \to r^*} \omega(r) = 0 \quad \text{and} \quad \lim_{r \to r^*} \omega'(r) = -1.
\]
In particular, we have that \(\kappa = 1\) and \((M^n, g)\) is rotationally symmetric (see [1, Lemma 9.114]). Next we claim that, \(t_* = -\infty\) and \(t^* = +\infty\). In fact
\[
t_* = t(r_0) - \lim_{r \to r_*} \int_{r}^{r_0} \frac{ds}{\omega(s)} \quad \text{and} \quad t^* = t(r_0) + \lim_{r \to r^*} \int_{r_0}^{r} \frac{ds}{\omega(s)},
\]
for every fixed \(r_0 \in (r_*, r^*)\). Since \(\omega(s) \to 0\) and \(\omega'(s) \to 1\) as \(s \to r_*\), we have that \(\omega(s) \approx s - r_*\). Analogously \(\omega(s) \approx r^* - s\), as \(s \to r^*\). In particular, the two integrals diverge and the claim follows. Since \(M^n\) is compact, the limits of \(f'(r)\) as \(r\) tends to \(r_s, r^*\) exist and are zero. Thus, the solution \((x, y, \omega)\) converge to the equilibria \(P = (1, 0, 0)\) and \(Q = (-1, 0, 0)\) as \(t\) tends to \(-\infty\) and \(+\infty\) respectively.

We pass now to consider complete, noncompact, gradient \(\rho\)-Einstein solitons which are warped product with canonical fibers. If \(R_{\gamma r} \equiv 0\), we have that the only admissible solutions are the flat \(\mathbb{R}^n\) or cylinders with canonical fibers and the interval of definition of \(r\) is either the half straight line or the entire line respectively. More precisely we have the following classification.

**Theorem 4.2.** Let \((M^n, g), n \geq 3, be a complete, noncompact, gradient \(\rho\)-Einstein soliton which is a warped product with canonical fibers as in (4.1). If \(R_{\gamma r} \equiv 0\), then \((M^n, g)\) is either homothetic to the round cylinder \(\mathbb{R} \times S^{n-1}\), or to the hyperbolic cylinder \(\mathbb{R} \times H^{n-1}\) or to the flat \(\mathbb{R}^n\).

**Proof.** We observe that, as a function of \(r\), \(\omega\) is given by \(\omega(r) = \omega_0 + x_0(r - r_0)\). Since \((M^n, g)\) is assumed to be smooth and complete, the only admissible value of \(x_0\) are 0, 1 and −1.

**Case 1.** When \(x_0 = 0\), we have that \((r_s, r^*) = (-\infty, +\infty)\) and \(\omega \equiv \omega_0\). Depending on the sign of \(1 - (n - 1)\rho\), one has the following cases.
\begin{itemize}
  \item $\rho < 1/(n-1)$. In this case either we have $\lambda = 0$, $\rho = 0$, no restrictions on $\omega_0$ and the soliton is trivial; or $\lambda > 0$, $\kappa = 1$, $\omega_0^2 = (n-2)(1-(n-1)\rho)/\lambda$ and $f(r) = \frac{\lambda}{2(1-(n-1)\rho)} r^2 + a_0 r + b_0$, for some constants $a_0, b_0 \in \mathbb{R}$; or $\lambda < 0$, $\kappa = -1$, $\omega_0^2 = -(n-2)(1-(n-1)\rho)/\lambda$ and $f(r) = \frac{\lambda}{2(1-(n-1)\rho)} r^2 + a_0 r + b_0$, for some constants $a_0, b_0 \in \mathbb{R}$.
  \item $\rho = 1/(n-1)$. In this case we have $\lambda = 0$, no restrictions on $\kappa$, no restrictions on $\omega_0$ and $f(r) = \frac{(n-2)}{2\omega_0^2} r^2 + a_0 r + b_0$, for some constants $a_0, b_0 \in \mathbb{R}$.
  \item $\rho > 1/(n-1)$. In this case either we have $\lambda = 0$, $\kappa = 0$, no restrictions on $\omega_0$ and the soliton is trivial; or $\lambda > 0$, $\kappa = -1$, $\omega_0^2 = -(n-2)(1-(n-1)\rho)/\lambda$ and $f(r) = \frac{\lambda}{2(1-(n-1)\rho)} r^2 + a_0 r + b_0$, for some constants $a_0, b_0 \in \mathbb{R}$; or $\lambda < 0$, $\kappa = 1$, $\omega_0^2 = (n-2)(1-(n-1)\rho)/\lambda$ and $f(r) = \frac{\lambda}{2(1-(n-1)\rho)} r^2 + a_0 r + b_0$, for some constants $a_0, b_0 \in \mathbb{R}$.
\end{itemize}

**Case 2.** When $x_0 = 1$, we have that $(r_*, r^*) = (r_0 - \omega_0, +\infty)$, $\omega(r) = \omega_0 + r - r_0$, and $\kappa = 1$ (see [1, Lemma 9.114]). In particular, the metric is rotationally symmetric and flat, more precisely, $(M^n, g)$ is isometric to $(\mathbb{R}^n, g^{\mathbb{R}^n})$. Moreover, we have no restrictions on both $\lambda$ and $\omega_0$ and $f(r) = \frac{\lambda}{2} r^2 + a_0 r + b_0$, for some constants $a_0, b_0 \in \mathbb{R}$.

**Case 3.** When $x_0 = -1$, we have $(r_*, r^*) = (-\infty, \omega_0 - r_0)$, $\omega(r) = \omega_0 - r + r_0$ and $\kappa = 1$. In particular, the metric is rotationally symmetric and flat, more precisely, $(M^n, g)$ is isometric to $(\mathbb{R}^n, g^{\mathbb{R}^n})$. Moreover, we have no restrictions on both $\lambda$ and $\omega_0$ and $f(r) = \frac{\lambda}{2} r^2 + a_0 r + b_0$, for some constants $a_0, b_0 \in \mathbb{R}$. This completes the proof.

We pass now to consider complete, noncompact, gradient $\rho$–Einstein solitons which are warped product with canonical fibers for which $R_{rr} > 0$ for every $r \in (r_*, r^*)$. First of all, we observe that the maximal interval of definition $(r_*, r^*)$ cannot coincide with $\mathbb{R}$, since $\omega$ is positive and strictly concave. Without loss of generality we can assume $-\infty < r_*$ and $r^* = +\infty$, since $M^n$ is noncompact (the same considerations will apply to the case $r^* < +\infty$ and $-\infty = r_*$). By smoothness of $(M^n, g)$, we have that

$$\lim_{r \to r_*} \omega(r) = 0 \quad \text{and} \quad \lim_{r \to r_*} \omega'(r) = 1.$$  

In particular, we have that $\kappa = 1$, thus, $(M^n, g)$ is rotationally symmetric (see again [1, Lemma 9.114]) and diffeomorphic to $\mathbb{R}^n$. We note incidentally that, from the point view of system (4.2), we are looking to solutions which ‘come out’ from the equilibrium $P = (1, 0, 0)$.

To proceed, we claim that $t_* = -\infty$ and $t^* = +\infty$. The first claim follows, reasoning as in the compact case. To prove that $t^* = +\infty$, we observe that, since $R_{rr} > 0$, we have that $\dot{x} < 0$ everywhere. Combining this with the fact that $\lim_{t \to +\infty} x(t) = 1$, we deduce that $\omega' = x < 1$ everywhere. In particular, for every given $r_0 \in (r_*, +\infty)$, we have that $\omega(r) < \omega(r_0) + r - r_0$.

Recalling that

$$t^* = t(r_0) + \lim_{r \to +\infty} \int_{r_0}^{r} \frac{ds}{\omega(s)},$$

and using the latter inequality for $\omega$, it is immediate to see that the integral on the right hand side must diverge and the claim is proved.

Another consequence of the fact that $\dot{x} < 0$ everywhere is that $x$ must be strictly positive for all times. Indeed, if we assume that $x(t_0) = 0$ for some $t_0 \in \mathbb{R}$, then, by the fact that $\dot{x}$ is strictly negative, we have that there exist $\varepsilon > 0$ and $t_1 = t_1(\varepsilon) \in \mathbb{R}$ such that $x(t) < -\varepsilon$ for every $t > t_1$. This would imply that $\omega'(r) < -\varepsilon$ for every $r > r_1 = r(t_1)$. Since $\omega$ is
defined for all \( r \in [r_*, +\infty) \), the latter condition would force \( \omega \) to become negative, which is geometrically unacceptable. Hence \( 0 < x(t) < 1 \) for every \( t \), in \( \mathbb{R} \).

Before starting the discussion of the steady soliton case, we observe that the sectional curvature of a rotationally symmetric metric as in (4.1) are given by

\[
K_{rad} = -\frac{\omega''}{\omega} = -\frac{\dot{x}}{\omega^2} \quad \text{and} \quad K_{sph} = \frac{1 - (\omega')^2}{\omega^2} = \frac{1 - x^2}{\omega^2},
\]

where \( K_{rad} \) and \( K_{sph} \) are the sectional curvatures of planes containing or perpendicular to the radial vector, respectively. Hence, a solution to the system (4.3) has positive sectional curvature if and only if \( \dot{x} < 0 \) and \(-1 < x < 1\), which is always the case, when \( R_{rr} > 0 \).

In the following theorem we classify solutions of the system with \( R_{rr} > 0 \) for every \( r \) in \((r_*, r^*)\) and \( \lambda = 0 \).

**Theorem 4.3.** If \( \rho < 1/2(n-1) \) or \( \rho \geq 1/(n-1), \) \( n \geq 3 \), then, up to homotheties, there exists a unique complete, noncompact, gradient steady \( \rho \)-Einstein soliton which is a warped product with canonical fibers as in (4.1) with \( R_{rr}(r_0) > 0 \) for some \( r_0 \in (r_*, r^*) \). This solution is rotationally symmetric and has positive sectional curvature.

If \( 1/2(n-1) \leq \rho < 1/(n-1), \) then there are no complete, noncompact, gradient steady \( \rho \)-Einstein solitons which are warped products with canonical fibers as in (4.1) with \( R_{rr}(r_0) > 0 \) for some \( r_0 \in (r_*, r^*) \).

**Proof.** From the previous discussion, we have that: \( \kappa = 1 \) (rotational symmetry), \((t_*, t^*) = \mathbb{R}, (x(t), y(t), \omega(t)) \rightarrow P = (1, 0, 0) \) as \( t \rightarrow -\infty, \dot{x} < 0 \) and \( 0 < x < 1 \). Moreover, since \( \lambda = 0 \), the system (4.2), reduces to the decoupled one

\[
\begin{cases}
(1 - 2m\rho) \dot{x} = (m - 1)(1 - m\rho)(1 - x^2) - xy \\
(1 - 2m\rho) \dot{y} = -m(m - 1)(1 - (m + 1)\rho)(1 - x^2) + (1 + m - 4m\rho)xy
\end{cases}
\]

\[
\dot{\omega} = x \omega. \tag{4.3}
\]

**Case 1:** \( \rho < 1/2(n-1) = 1/2m \). Since the system is decoupled, it is sufficient to consider the first two equations and exhibit an admissible trajectory \( t \mapsto (x(t), y(t)) \) defined for all \( t \in \mathbb{R} \) such that \( \lim_{t \to -\infty} (x(t), y(t)) = (1, 0) \). In the next, we are going to determine the support of such a trajectory. We start by observing that, since \( \dot{x} < 0 \), one has

\[
(m - 1)(1 - m\rho)(1 - x^2) < xy.
\]

This implies at once that \( \dot{y} > 0 \) for every \( t \in \mathbb{R} \). The fact that the solution we are looking for must come out of \((1, 0)\) implies that, \( y > 0 \). Taking advantage of these facts, we are going to consider \( x \) as a function of \( y \), with a small abuse of notations. It is now clear that the support of the admissible trajectory will coincide with the graph of a solution \( x = x(y) \) of the ordinary differential equation

\[
\frac{dx}{dy} = F(x(y), y) = \frac{(m - 1)(1 - m\rho)(1 - x^2) - xy}{-m(m - 1)(1 - (m + 1)\rho)(1 - x^2) + (1 + m - 4m\rho)xy}, \tag{4.4}
\]

defined for \( y > 0 \) and such that \( \lim_{y \to 0} x(y) = 1 \). We prove the existence of such a solution, by taking the limit as \( \varepsilon \to 0 \) of the family of solutions \( x_\varepsilon, \varepsilon \in (0, 1) \), to the following initial value problems

\[
\begin{cases}
\frac{dx_\varepsilon}{dy} = F(x_\varepsilon(y), y), \quad y \in \mathbb{R}^+ \\
x_\varepsilon(0) = 1 + \varepsilon.
\end{cases}
\]
We claim that for every \( \varepsilon \in (0, 1) \), the function \( x_\varepsilon \) is defined for all \( y \in \mathbb{R}^+ \), is monotonically decreasing and verifies the inequalities
\[
h(y) \leq x_\varepsilon(y) \leq 1 + \varepsilon,
\]
for every \( y \in \mathbb{R}^+ \), where the lower bound \( h = h(y) \) is defined by
\[
h(y) = \frac{-y + \sqrt{y^2 + 4(m-1)^2(1+m\rho)^2}}{2(m-1)(1-m\rho)}.
\]

We notice that \( F(h(y), y) = 0 \) and \( dh/dy < 0 \) for every \( y \in \mathbb{R}^+ \). Hence, every solution to equation (4.4) which is bigger than \( 1 = h(0) \) at \( y = 0 \) always stays bigger than \( h(y) \) for every \( y \in \mathbb{R}^+ \) where the solution exists. On the other hand, \( (x, y) \mapsto F(x, y) \) is smooth and negative in the region \( \{(x, y) \mid y > 0 \text{ and } x \geq h(y)\} \). Combining these observations, the claim follows by standard ODE’s theory. Moreover, it is easy to observe that, if \( 0 < \varepsilon_1 < \varepsilon_2 < 1 \), then \( x_{\varepsilon_1}(y) < x_{\varepsilon_2}(y) \) for every \( y \in \mathbb{R}^+ \). As a consequence of the claim, it is well defined the pointwise limit
\[
\overline{x}(y) = \lim_{\varepsilon \to 0} x_\varepsilon(y),
\]
and \( h(y) \leq \overline{x}(y) \leq 1 \), for every \( y \in \mathbb{R}^+ \). We want to prove that \( \overline{x}(y) \) solves equation (4.4) in \( \mathbb{R}^+ \). To do that we consider an exhaustion \( \{1/j, j \in \mathbb{N}\} \subset \mathbb{R}^+, j \in \mathbb{N} \), and the associated family of compact sets \( K_j = \{(x, y) \mid 1/j \leq y \leq j \text{ and } h(y) \leq x \leq 2\} \subset \mathbb{R}^2 \). Since, for every \( j \in \mathbb{N} \), \( F \in C^\infty(K_j) \) it is immediate to observe that \( \|x_\varepsilon\|_{C^2(K_j)} \leq C_j \), for some positive constant \( C_j \) independent of \( \varepsilon \). By Ascoli–Arzelà theorem, we have that \( \overline{x} \in C^1(K_j) \) for every \( j \in \mathbb{N} \). Hence, \( \overline{x}(y) \) solves equation (4.4) in \( \mathbb{R}^+ \) and for what we have seen, \( \lim_{y \to 0} \overline{x}(y) = 1 \).

To conclude, we observe that since, \( \dot{x} < 0 \) and \( x > 0 \), then this solution has positive sectional curvature.

**Case 2:** \( \rho \geq 1/(n-1) = 1/m \). Reasoning as in the previous case, we are going to determine the support of an admissible trajectory \( t \mapsto (x(t), y(t)) \) defined for all \( t \in \mathbb{R} \) such that \( \lim_{t \to -\infty} (x(t), y(t)) = (1, 0) \). We start by observing that, since \( \dot{x} < 0 \), one has
\[
(m-1)(1-m\rho)(1-x^2) > xy.
\]
This implies at once \( \dot{y} < 0 \) for every \( t \in \mathbb{R} \). Hence \( y < 0 \). As before, regarding \( x \) as a function of \( y \), we prove the existence of a solution \( x = x(y) \) of the equation (4.4) on \( y < 0 \) and such that \( \lim_{y \to 0} x(y) = 1 \). Setting \( z = -y \), this is equivalent to prove the existence of a solution \( x = x(z) \) to
\[
\frac{dx}{dz} = G(x(z), z) = \frac{(m-1)(1-m\rho)(1-x^2) + xz}{m(m-1)(1-(m+1)\rho)(1-x^2) + (1+m-4m\rho)xz}, \tag{4.5}
\]
defined on \( z \in \mathbb{R}^+ \). We prove the existence of such a solution, by taking the limit as \( \varepsilon \to 0 \) of the family of solutions \( x_\varepsilon, \varepsilon \in (0, 1) \), to the following initial value problems
\[
\begin{cases}
\frac{dx_\varepsilon}{dz} = G(x_\varepsilon(z), z), & z \in \mathbb{R}^+ \\
x_\varepsilon(0) = 1 - \varepsilon.
\end{cases}
\]
From now on we consider the case \( \rho > 1/m \). We claim that for every \( \varepsilon \in (0, 1) \), the function \( x_\varepsilon \) is defined for all \( z \in \mathbb{R}^+ \), and it is such that \( x_\varepsilon \leq 1 \) for every \( z \in \mathbb{R}^+ \). Moreover, there
exists \( z_\varepsilon > 0 \) such that \( k(z) \leq x_\varepsilon(z) \) for every \( z \geq z_\varepsilon \), where the lower bound \( k = k(z) \) is defined by

\[
k(z) = -\frac{z + \frac{\sqrt{z^2 + 4(m-1)^2(1-m\rho)^2}}{2(m-1)(1-m\rho)}}.
\]

We notice that \( G(k(z), z) = 0 \) and \( dk/dz < 0 \) for every \( z \in \mathbb{R}^+ \). Hence, if there exists \( z_\varepsilon \) such that \( x(z_\varepsilon) = k(z_\varepsilon) \), then \( x(z) \geq k(z) \) for every \( z \geq z_\varepsilon \). On the other hand, it is easy to observe that such a \( z_\varepsilon \) exists. In fact, if not, we would have a strictly increasing function, \( x_\varepsilon(z) \), which never crosses \( k(z) \), but this contradicts the fact that \( k \) tends to zero, as \( z \to +\infty \). In particular, \( x_\varepsilon \) is strictly increasing before \( z_\varepsilon \), it has a maximum in \( z_\varepsilon \) and is strictly decreasing after \( z_\varepsilon \). Hence, \( x_\varepsilon(z) \leq x_\varepsilon(z_\varepsilon) = k(z_\varepsilon) \leq 1 \). Finally, as \( (x, z) \mapsto G(x, z) \) is smooth in the region \((0, 1) \times \mathbb{R}^+\), the solution \( x_\varepsilon \) exists for every \( z \in \mathbb{R}^+ \) and the claim follows. Moreover, as a consequence of standard ODE’s comparison principle, it is easy to observe that, if \( 0 < \varepsilon_1 < \varepsilon_2 < 1 \), then \( x_{\varepsilon_1}(z) > x_{\varepsilon_2}(z) \) for every \( z \in \mathbb{R}^+ \). From what we have seen, it is now well defined the pointwise limit

\[
\hat{x}(z) = \lim_{t \to 0} x_\varepsilon(z),
\]

and \( k(z) \leq \hat{x}(z) \leq 1 \), for every \( z \in \mathbb{R}^+ \), since \( z_\varepsilon \to 0 \), as \( \varepsilon \to 0 \). Adapting the arguments at the end of the previous case, it is immediate to prove the convergence in \( C^1 \)-norm of the \( x_\varepsilon \)'s to \( \hat{x} \), which is now a solution of the equation (4.5) in \( \mathbb{R}^+ \) with \( \lim_{z \to 0} \hat{x}(z) = 1 \).

The case \( \rho = 1/m \) can be treated in the same way and it is left to the reader. The main difference consists in the definition of the function \( k \), namely one has to set \( k(z) = 0 \) if \( z > 0 \) and \( k(0) = 1 \).

To conclude, we observe that since, \( \hat{x} < 0 \) and \( x > 0 \), then this solution has positive sectional curvature.

**Case 3:** \( \rho = 1/(n-1) = 1/2m \). In this case there are no solutions to the system (4.3) with \( R_{rr} > 0 \), since the general identity (3.3) implies at once \( R_{rr} = 0 \) everywhere.

**Case 4:** \( 1/2m = 1/(n-1) < \rho < 1/n = 1/(m+1) \). We start by observing that, since \( \hat{x} < 0 \) and \( \lim_{t \to -\infty} (x(t), y(t)) = (1, 0) \), one has

\[
(m-1)(1-m\rho)(1-x^2) > xy.
\]

Notice that, \( y \equiv 0 \) is not admissible, since it would imply \( x \equiv 1 \) which contradicts \( \hat{x} < 0 \). First of all we observe that in the region \( \{ 0 < x \leq 1 \} \cap \{ y < 0 \} \) we have that \( y > 0 \). Hence, \( y \) must be positive since \( \lim_{t \to -\infty} (x(t), y(t)) = (1, 0) \). This limit also implies that there exists \( t_0 \) such that \( \hat{y}(t_0) > 0 \). We claim that \( \hat{y}(t) \geq 0 \) for every \( t > t_0 \). In fact, if \( t_1 > t_0 \) is such that \( \hat{y}(t_1) = 0 \), then it is immediate to verify that the tangent vector of our trajectory at \( t_1 \), namely \( (\hat{x}(t_1), 0) \), is pointing inside the set \( \{ \hat{y} \geq 0 \} \). Hence, \( y > 0 \) and \( \hat{y} \geq 0 \) for every \( t \geq t_0 \). We claim that \( x(t) \) cannot stay strictly positive for all times. In fact, if this happen the only possibility is that \( \hat{x} \to 0, \hat{y} \to 0, x \to 0 \) and \( y \to +\infty \), as \( t \to +\infty \). System (4.3) implies that the quantity \( xy \) would tend to both \( (m-1)(1-m\rho) \) and \( -m(m-1)(1-(m+1)\rho)/(1+m-4m\rho) \), which is impossible since \( 1/2m < \rho < 1/(m+1) \). The claim is then proven. On the other hand, we have seen that if \( R_{rr} > 0 \), then \( 0 < x(t) < 1 \) for all \( t \in \mathbb{R} \). Thus we have reached a contradiction.

**Case 5:** \( \rho = 1/n = 1/(m+1) \). In this case one has \( \hat{y} = -(m-1)xy \). We first observe that the solution \( y \equiv 0 \) is not admissible, since the manifold would be a noncompact space form with positive curvature. We claim that \( y \) has a sign. In fact, if it is not the case, there exists \( t_0 \) such that \( y(t_0) = 0 \) and consequently \( -\infty < t_1 < t_0 \) such that \( \hat{y}(t_1) = 0 \) and \( y(t_1) \neq 0 \), which
is impossible. On the other hand, \( y \) and \( \dot{y} \) must have the opposite sign and this contradicts the fact that \( \lim_{t \to -\infty} (x(t), y(t)) = (1, 0) \).

**Case 6:** \( 1/(m+1) = 1/n < \rho < 1/(n-1) = 1/m \). We start by observing that, since \( \dot{x} < 0 \) and \( \lim_{t \to -\infty} (x(t), y(t)) = (1, 0) \), one has
\[
(m - 1)(1 - m\rho)(1 - x^2) > xy.
\]
Again, \( y \equiv 0 \) is not admissible, since it would imply \( x \equiv 1 \) which contradicts \( \dot{x} < 0 \). We claim that \( y \) has a sign. In fact, if it is not the case, there exists \( t_0 \) such that \( y(t_0) = 0 \) and consequently \( -\infty < t_1 < t_0 \) such that \( y(t_1) = 0 \), which is impossible, since \( \{ y \geq 0 \} \cap \{ \dot{x} < 0 \} \cap \{ 0 < x < 1 \} = \emptyset \). Moreover, \( \dot{x} < 0 \), implies at once that \( y < 0 \) and \( \dot{y} < 0 \) for every \( t \in \mathbb{R} \).

In particular, one has
\[
\dot{x} \leq \frac{(m - 1)(1 - m\rho)}{(1 - 2m\rho)}(1 - x^2),
\]
whenever \( x \geq 0 \). For a given \( 0 < \varepsilon < 1 \), we fix \( t_0 = t_0(\varepsilon) \), such that \( 0 < x(t_0) = 1 - \varepsilon \). This implies \( x(t) < 1 - \varepsilon \) and consequently
\[
\dot{x}(t) < \frac{(m - 1)(1 - m\rho)\varepsilon}{(1 - 2m\rho)} < 0,
\]
for every \( t > t_0 \) and such that \( x(t) \geq 0 \). Since \( t^* = +\infty \), we infer the existence of \( t_1 \in \mathbb{R} \) such that \( x(t_1) = 0 \), which is unacceptable, since \( 0 < x(t) < 1 \), for all \( t \in \mathbb{R} \).

Combining Theorem 4.3 with Theorem 3.4, we obtain the following corollary.

**Corollary 4.4.** Up to homotheties, there is only one complete three–dimensional gradient steady \( \rho \)-Einstein soliton with \( \rho < 0 \) or \( \rho \geq 1/2 \) and positive sectional curvature, namely the rotationally symmetric one constructed in Theorem 4.3.

Combining Theorem 4.3 with Theorem 3.5, we obtain the following corollary, which gives the classification of complete \( n \)-dimensional locally conformally flat gradient steady \( \rho \)-Einstein soliton with positive sectional curvature and \( \rho \in \mathbb{R} \setminus [0, 1/2) \).

**Corollary 4.5.** Up to homotheties, there is only one complete \( n \)-dimensional locally conformally flat gradient steady \( \rho \)-Einstein soliton with \( \rho < 0 \) or \( \rho \geq 1/2 \) and positive sectional curvature, namely the rotationally symmetric one constructed in Theorem 4.3.

The last part of this section is devoted to the study of the asymptotic behavior of the gradient steady \( \rho \)-Einstein solitons constructed in Theorem 4.3, for \( \rho < 1/2(n-1) \) and \( \rho \geq 1/(n-1) \). To simplify the notations, we agree that, given two positive function \( u(r) \) and \( v(r) \), we have that \( u = O(v) \), for \( r \to +\infty \), if and only if there exists two positive constants \( A, B \) and \( r_0 \) such that, for every \( r > r_0 \),
\[
A v(r) < u(r) < B v(r).
\]

We are now in the position to state the following proposition.

**Proposition 4.6.** Let \((M^n, g), n \geq 3\), be the rotationally symmetric gradient steady \( \rho \)-Einstein soliton with positive sectional curvatures and normalized to have \( R(O) = 1 \), constructed in Theorem 4.3 for \( \rho < 1/2(n-1) \) and \( \rho \geq 1/(n-1) \). Then, with the notations of formula (4.1), we have that, as \( r \to +\infty \),
\[
\omega(r) = O\left(r^{1-(n-1)\rho \over 2-3(n-1)\rho}\right) \quad \text{and} \quad |f(r)| = O\left(r^{2-4(n-1)\rho \over 2-3(n-1)\rho}\right).
\]
In particular, we have that $Vol_g(B_r(O)) = \mathcal{O}(r^{(n-1)\frac{1-n}{2-(n-1)p}+1})$, as $r \to +\infty$, where $B_r(O)$ is the ball of radius $r$ centered at the point $O$.

**Proof.** We start by considering the case $\rho < 1/(n-1)$. First of all, we recall that if $t \mapsto (x(t), y(t), \omega(t))$ is the solution to system (4.3) under consideration, then we have $0 < x < 1$, $\dot{x} < 0$ and $y, \dot{y} > 0$ for every $t \in \mathbb{R}$. Moreover it is easy to see that

$$\lim_{t \to +\infty} (x(t), y(t)) = (0, +\infty).$$

In fact, since $x$ is monotonically decreasing and bounded, it does have a limit, as $t \to +\infty$. If this limit is equal to some positive constant $a > 0$, then, using the first equation in system (4.3) and the fact that $\dot{x} \to 0$ as $t \to +\infty$, we have that

$$y \to (n-1)(n-2)(1 (n-1)\rho)(1-a^2)$$

and $\dot{y} \to 0$, as $t \to +\infty$. Using again the equation (4.3), we would get

$$y \to \frac{(n-1)(n-2)(1 - n\rho)(1-a^2)}{(n-4(n-1)\rho)a},$$

as $t \to +\infty$. This would force $\rho = 1/2(n-1)$, which is excluded.

The condition $\dot{x} < 0$ implies that

$$xy > (n-2)(1-(n-1)\rho)(1-x^2).$$

Hence, $y \to +\infty$, as $t \to +\infty$. By the system (4.3), we infer that $xy \to (n-2)(1-(n-1)\rho) \neq 0$ and $\dot{y} \to (n-2)(1-2(n-1)\rho)$, as $t \to +\infty$. This implies that

$$\lim_{t \to +\infty} \frac{y(t)}{t} = (n-2)(1-2(n-1)\rho) \quad \text{and} \quad \lim_{t \to +\infty} t \frac{x(t)}{t} = \frac{1-(n-1)\rho}{1-2(n-1)\rho}.$$  

The equation $\dot{\omega} = x\omega$ implies that $\omega(t) = \mathcal{O}(t^{\frac{1-(n-1)\rho}{2-(n-1)p}})$, as $t \to +\infty$. Moreover, using the relationship $dr = (1/\omega)dt$, it is straightforward to conclude that

$$t = \mathcal{O}(r^{\frac{1-2(n-1)\rho}{2-(n-1)p}}) \quad \text{and} \quad \omega = \mathcal{O}(r^{\frac{1-(n-1)\rho}{2-(n-1)p}}),$$

as $r \to +\infty$. The volume growth estimates contained in the statement are immediate consequences of the asymptotic behavior of $\omega$ described above. Finally, the fact that $y = -\omega f'$, implies at once the desired estimate for $|f(r)|$.

The proof is identical in the case $\rho > 1/(n-1)$ and it is left to the reader. Here, we only discuss the remaining case, namely $\rho = 1/(n-1)$. Reasoning as before, we get that $xy \to 0$, as $t \to +\infty$, thus, we cannot go any further. However, in this case, the first equation in system (4.3) reads $\dot{x} = xy$, which implies $x = \mathcal{O}(e^{-\frac{n-2}{2-t^2}})$, since

$$\lim_{t \to +\infty} \frac{y(t)}{t} = -(n-2).$$

Using again the equation $\dot{\omega} = x\omega$, we get

$$\omega(t) = \mathcal{O}\left(\exp\left(\int_0^t e^{-\frac{n-2}{2-s^2}} ds\right)\right) = \mathcal{O}(1),$$

as $t \to +\infty$. In particular $\omega(r) = \mathcal{O}(1)$ and $Vol_g(B_r(O))$, as $r \to +\infty$. Using the equation $f''\omega^2 - (n-3)\omega\omega'' + (n-2)(\omega')^2 - (n-2) = 0$ and the fact that $\omega', \omega'' \to 0$, as $r \to +\infty$, it is easy to deduce the estimates for the asymptotics of $|f(r)|$. \qed
To conclude this section, we give some final comments on Theorem 4.3 and Proposition 4.6. First, we notice that in the limit for $\rho \to 0$, the solutions provided in Theorem 4.3 tend to the Bryant soliton metric, whose asymptotic behavior is determined by $\omega(r) = O(r^{1/2})$, $|f(r)| = O(r)$ and $Vol_g(B_r(O)) = O(r^{(n+1)/2})$, as $r \to +\infty$.

An interesting feature of the solutions described in Theorem 4.3 is that solutions corresponding to largely negative values of $\rho$ seem to be very close to solutions corresponding to largely positive values of $\rho$. In fact, the formal limit for $\rho \to \pm \infty$ of the asymptotic behavior is the same and it is given by $\omega(r) = O(r^{1/3})$, $|f(r)| = O(r^{4/3})$ and $Vol_g(B_r(O)) = O(r^{(n+2)/3})$, as $r \to +\infty$.

Another possible formal limit is the one for $\rho \to 1/(n-1)$. In this case, the solutions provided by Theorem 4.3 tend to Schouten solitons, which we are going to discuss in the next section. In particular, the formal limit of the asymptotic behavior is of Euclidean type and it is given by $\omega(r) = O(1)$, $|f(r)| = O(1)$ and $Vol_g(B_r(O)) = O(r^n)$, as $r \to +\infty$. This perfectly agrees with the conclusions in Theorem 5.3 below.

Among all the solutions constructed in Theorem 4.3, probably the most significant ones correspond to the value $\rho = 1/(n-1)$. In this case, Proposition 4.6 implies that $\omega(r) = O(1)$, $|f(r)| = O(r^2)$ and $Vol_g(B_r(O)) = O(r)$, as $r \to +\infty$. Hence, these solitons have linear volume growth and are asymptotically cylindrical. Moreover, we notice that in dimension $n = 2$, the equation for a $1/(n-1)$–Einstein soliton reads

$$\nabla^2 f = \frac{1}{2} R g,$$

which, up to change the sign of $f$, coincides with the equation of two–dimensional gradient steady Ricci solitons. In this case, the only complete noncompact solution with positive curvature is the Hamilton’s cigar [19], also known as Witten’s black hole. For these reasons, it is natural to consider the rotationally symmetric gradient steady $1/(n-1)$–Einstein solitons as the $n$–dimensional generalization of the Hamilton’s cigar, hence, we will call them cigar–type solitons. In dimension $n = 3$, it turns out that this solution is an Einstein soliton. Thus, we will refer to it as the Einstein’s cigar. In this special situation, Corollary 4.4 may be rephrased in the following way.

**Corollary 4.7.** Up to homotheties, the only complete three–dimensional gradient steady Einstein soliton with positive sectional curvature is the Einstein’s cigar.

For $n \geq 4$, in the locally conformally flat case, we have the following corollary.

**Corollary 4.8.** Up to homotheties, the only complete $n$–dimensional locally conformally flat gradient steady $1/(n-1)$–Einstein soliton with positive sectional curvature is the cigar–type soliton.

## 5. Gradient Schouten solitons

In this section we classify $n$–dimensional steady and three–dimensional shrinking gradient Schouten solitons. We recall that a gradient Schouten soliton is a Riemannian manifold $(M^n, g)$, $n \geq 3$, satisfying

$$\text{Ric} + \nabla^2 f = \frac{1}{2(n-1)} R g + \lambda g,$$  \hspace{1cm} (5.1)
for some smooth function \( f \) and some constant \( \lambda \in \mathbb{R} \). We start by observing that ancient solutions to the Schouten flow
\[
\partial_t g = -2 \left( \text{Ric} - \frac{1}{2(n-1)} R g \right),
\]
(5.2)
must have nonnegative scalar curvature.

**Proposition 5.1.** Let \((M^n, g(t)), \ n \geq 3, \ t \in (-\infty, T)\), be a complete ancient solution to the Schouten flow (5.2). Then, \( g(t) \) has nonnegative scalar curvature for every \( t \in (-\infty, T) \).

**Proof.** Using the general formula for the first variation of the scalar curvature (see [1, Theorem 1.174]) it is immediate to obtain the following evolution of \( R \)
\[
\partial_t R = 2|\text{Ric}|^2 - \frac{1}{n-1} R^2.
\]
(5.3)
In particular, for every \( p \in M^n \), one has that
\[
\partial_t R \geq \frac{n-2}{n(n-1)} R^2.
\]
Thus, at every given point \( p \), the scalar curvature is a nondecreasing in \( t \). We fix now \( t \in (-\infty, T) \) and we choose \( t_0 \in (\infty, t) \). By the ODE comparison principle, one has that
\[
R(t) \geq \frac{n(n-1)R(t_0)}{n(n-1) - (n-2)R(t_0)(t-t_0)}.
\]
If \( R(t_0) \geq 0 \), then \( R(t) \) is nonnegative, by monotonicity. Hence, we assume \( R(t_0) \) to be strictly negative and we let \( t_0 \) tend to \(-\infty\), obtaining \( R(t) \geq 0 \). Since both \( p \in M^n \) and \( t \in (\infty, T) \) were chosen arbitrarily, the proof is complete. \( \square \)

An immediate consequence of Proposition 5.1 is the following corollary.

**Corollary 5.2.** Let \((M^n, g), \ n \geq 3, \) be a complete shrinking or steady Schouten soliton. Then, \( g \) has nonnegative scalar curvature.

We focus now our attention on the steady case and we prove the following theorem.

**Theorem 5.3.** Every complete gradient steady Schouten soliton is trivial, hence Ricci flat.

**Proof.** If the soliton is compact, the statement follows from Theorem 3.1, case (i-bis). Thus, we assume \((M^n, g), n \geq 3, \) to be complete and noncompact.

We observe that if \( R \equiv 0 \) everywhere, then identity (3.5), which in this case reads
\[
0 = \langle \nabla R, \nabla f \rangle + \frac{1}{n-1} R^2 - 2|\text{Ric}|^2,
\]
(5.4)
implies at once \( \text{Ric} \equiv 0 \). Hence, the soliton is trivial.

To prove the statement, we suppose by contradiction that \( R_{ip} > 0 \), for some \( p \in M^n \). We claim that the connected component \( \Sigma_0 \) of the level set of \( f \) through \( p \) is regular. This follows by observing that at \( p \) one has
\[
\langle \nabla R, \nabla f \rangle_{ip} \geq \frac{n-2}{n(n-1)} R_{ip}^2 > 0,
\]
where we used the standard inequality \( |\text{Ric}|^2 \geq R^2/n \). In particular, we have that \( |\nabla f| \neq 0 \) in \( p \). We let \( r \) be the signed distance to \( \Sigma_0 \), defined on a maximal interval \((r_-, r^+)\). By Theorem 3.3, we have that \( f \) only depends on \( r \) and that \( |\nabla f| \) only depends on \( r \) as well (to
be definite, we choose the sign of \( r \) in such a way that \( f' = |\nabla f| \). In particular, this implies that \( \Sigma_0 \) is regular and the claim is proved.

As a next step towards the contradiction, we are going to show that \( f'(r) > 0 \), for \( r > 0 \). First of all, we observe that, by identity (3.3) in Theorem 3.1, we have \( \text{Ric}(\nabla f, \cdot) = 0 \). Thus, the \((r, r)\)-component of equation (5.1) reads

\[
\frac{|\nabla f|^2}{r} - \frac{1}{n-1} \frac{R}{r} = f'' = \frac{1}{2(n-1)} R.
\]

Corollary 5.2 implies that \( f'' \geq 0 \). Since \( \Sigma_0 \) has been assumed to be a regular level set, we have that \( f'(0) > 0 \). We claim that \( r^* = +\infty \). In fact, if it would not be the case, then we would have that \( f'(r) \to 0 \), as \( r \to r^* \), which is clearly impossible. This implies that the signed distance is defined on all of \((r_* , +\infty)\) and that \( f'\) always stays positive for all \( r > 0 \).

From (5.4) and Proposition 2.3 we have

\[
Rf' = 2|\text{Ric}|^2 - \frac{1}{n-1} R^2 \geq \frac{1}{n-1} R^2 ,
\]

where we used the inequality \( |\text{Ric}|^2 \geq R^2 / (n-1) \), which is a consequence of \( \text{Ric}(\nabla f, \cdot) = 0 \). For what we have seen and since \( f'(r) > 0 \) for \( r > 0 \), we infer that \( R \) is nondecreasing and in particular it is strictly positive, for \( r > 0 \). Dividing the above inequality by \( R^2 \) and integrating (by parts) between 0 and \( r > 0 \), gives

\[
\frac{f'}{R}(r) \leq \frac{f'}{R}(0) - \frac{r}{2(n-1)} .
\]

Up to choose \( r \) sufficiently large, the right hand side becomes negative, which is a contradiction. \( \square \)

We pass now to consider the case of complete shrinking Schouten solitons. We restrict ourselves to the three–dimensional case and we prove the following Theorem.

**Theorem 5.4.** Let \((M^3, g)\) be a complete three dimensional gradient shrinking Schouten soliton. Then, it is isometric to a finite quotient of either \( S^3 \), or \( \mathbb{R}^3 \) or \( \mathbb{R} \times S^2 \).

**Proof.** Up to lift the metric to the universal cover, we can assume, without loss of generality, that \((M^3, g)\) is simply connected.

If the soliton is compact, it follows from Theorem 3.1, case (i-bis) that \((M^3, g)\) is isometric to \( S^3 \). Thus, we assume \((M^3, g)\) to be complete and noncompact.

From now on, we also assume that \( f \) is nonconstant, otherwise the soliton is trivial and, again, it is isometric to \( S^3 \). In particular, there exists a regular connected component \( \Sigma_0 \) of some level set of \( f \) and we let \( r \) be the signed distance to \( \Sigma_0 \), defined on a maximal interval \((r_*, r^*)\). Here maximality has to be understood in the sense that \( |\nabla f| \neq 0 \) in \((r_*, r^*) \times \Sigma_0 \) and eventually annihilates at the boundary. To be definite, we choose the sign of \( r \) in such a way that \( f' = |\nabla f| \). By Theorem 3.3 and Proposition 2.3, we also have that \( f, |\nabla f|, R \) and \( R^2 \), which is the scalar curvature induced on the level sets of \( f \), only depend on \( r \).

We observe that, by identity (3.3) in Theorem 3.1, we have \( \text{Ric}(\nabla f, \cdot) = 0 \). Thus, the \((r, r)\)-component of equation (5.1) reads

\[
\frac{|\nabla f|^2}{r} - \frac{1}{n-1} \frac{R}{r} = f'' = \frac{1}{4} R + \lambda.
\]

Corollary 5.2 implies that \( f'' \geq \lambda > 0 \). Since \( \Sigma_0 \) has been assumed to be a regular connected component of a level set, we have that \( f'(0) > 0 \). We claim that \( r^* = +\infty \). In fact, if it would
not be the case, then we would have that \( f'(r) \to 0 \), as \( r \to r^* \), which is clearly impossible. This implies that the signed distance is defined on all of \((r_*, +\infty)\) and that \( f'\) always stays positive for all \( r > 0 \).

We claim that

\[
R^\Sigma_{ij} > 0, \quad \text{for some } p \in (r_*, +\infty) \times \Sigma_0. \tag{5.5}
\]

We notice that the statement of the theorem is a consequence of this claim. In fact, if \( r_0 = \text{dist}(p, \Sigma_0) \) and we denote by \( \Sigma(r_0) \) the (regular) level set of \( f \) through \( p \), we have that there exists a maximal tubular neighborhood \( U \) of \( \Sigma(r_0) \), where the scalar curvature induced on the level sets of \( f \) remains strictly positive. Since the manifold is three–dimensional, it follows from the two-dimensional Uniformization Theorem (applied to the level sets of \( f \)) that in \( U \) the metric \( g \) is a warped product with canonical fibers of positive constant curvature, that is, with the notations of Section 4, \( U \) is a maximal tubular neighborhood of \( \Sigma(r_0) \), where the scalar curvature follows from the two-dimensional Uniformization Theorem (applied to the level sets of \( f \)) that in \( U \) the metric \( g \) is a warped product with canonical fibers of positive constant curvature, that is, with the notations of Section 4, \( g = dr \otimes dr + \omega^2(r)g_{S^2} \). Moreover, we have that \( \omega'' = 0 \) in \( U \), since \( \text{Ric}(\nabla f, \cdot) = 0 \). This implies that \( \omega(r) = a(r - r_0) + b \), for some constant \( a, b \in \mathbb{R} \), with \( a \geq 0 \) and \( b > 0 \). As a consequence, we have that, if \( a = 0 \), then \( g \) is locally isometric to \( \mathbb{R} \times S^2 \) and \( f(r) = \lambda(r - r_0)^2 + c(r - r_0) + d \). On the other hand, if \( a \neq 0 \), then \( g \) is locally isometric to \( \mathbb{R}^3 \) and \( f = \frac{1}{2}(r - r_0)^2 + \frac{3}{2}(r - r_0) + e \), for some constants \( c, d, e \in \mathbb{R} \).

Using the Gauss equation, we get \( R^\Sigma(r) = \frac{2}{b^2} \) or \( R^\Sigma(r) = 2a/(a(r - r_0) + b)^2 \), respectively.

By the maximality of the Gauss equation, we get \( R^\Sigma(r) = 2/b^2 \) or \( R^\Sigma(r) = 2a/(a(r - r_0) + b)^2 \), respectively. Up to add a constant, we can assume that \( f(0) = 0 \). We are going to prove that

\[
0 < \int_\Omega R^\Sigma |\nabla f|^2 e^{-f} dV_g < +\infty, \tag{5.6}
\]

where \( \Omega = \{1 < f\} \cap (0, +\infty) \times \Sigma_0 \), which is clearly a contradiction. As a first step, we want to obtain a suitable expression for the integrand. Using the computations in Proposition 2.3, one has that

\[
R^\Sigma = R + H^2 - |h|^2,
\]

where \( |\nabla f| h_{ij} = R_{ij} - (\frac{1}{2}R + \lambda)g_{ij} \) and \( |\nabla f| H = \frac{1}{2}R - 2\lambda \). Substituting the last two expressions, one gets

\[
R^\Sigma |\nabla f|^2 = R |\nabla f|^2 - |\text{Ric}|^2 + \frac{5}{8}R^2 - \lambda R + 2\lambda^2. \tag{5.7}
\]

For the rest of the argument we will assume that all integrals involved are finite and the integration by parts can be performed, which we shall justify after we complete the formal argument. To proceed, we recall the identities (3.2) and (3.5), which in the present situation read

\[
\langle \nabla R, \nabla f \rangle = 2 |\text{Ric}|^2 - \frac{1}{2}R^2 - 2\lambda R, \tag{5.8}
\]

\[
\Delta f = -\frac{1}{4}R + 3\lambda. \tag{5.9}
\]
A first formal integration by parts using equation (5.9) gives
\[
\int_\Omega \langle \nabla R, \nabla f \rangle e^{-f} \, dV_g = \int_\Omega \left( R |\nabla f|^2 - R \Delta f \right) e^{-f} \, dV_g - \int_{\partial \Omega} R |\nabla f| e^{-f} \, d\sigma_g \\
= \int_\Omega \left( R |\nabla f|^2 + \frac{1}{4} R^2 - 3\lambda R \right) e^{-f} \, dV_g - \int_{\partial \Omega} R |\nabla f| e^{-f} \, d\sigma_g,
\]
where \(d\sigma_g\) is the area element induced by \(g\) on the boundary of \(\Omega\). Now, using equation (5.8), we get
\[
\int \Omega R |\nabla f|^2 e^{-f} \, dV_g = \int \Omega \left( 2 |\text{Ric}|^2 - \frac{3}{4} R^2 + \lambda R \right) e^{-f} \, dV_g + \int_{\partial \Omega} R |\nabla f| e^{-f} \, d\sigma_g.
\]
Taking advantage of the last expression, we integrate equation (5.7), obtaining
\[
\int \Omega R^2 |\nabla f|^2 e^{-f} \, dV_g = \int \Omega \left( 4 |\text{Ric}|^2 - \frac{1}{8} R^2 + 2\lambda^2 \right) e^{-f} \, dV_g + \int_{\partial \Omega} R |\nabla f| e^{-f} \, d\sigma_g \\
\geq \int \Omega \left( \frac{5}{24} R^2 + 2\lambda^2 \right) e^{-f} \, dV_g > 0.
\]
This proves the first inequality in (5.6), concluding the formal argument.

To complete the proof, we need to justify the integrations by parts, showing that all the integrals involved are finite. This will be done in several steps.

**Step 1.** As a first step, we show that the scalar curvature \(R\) is necessarily bounded in \(\Omega\). From equation (5.8), we have that
\[
R f' = 2 |\text{Ric}|^2 - \frac{1}{2} R^2 - 2\lambda R \geq \frac{1}{2} R^2 - 2\lambda R,
\]
where we used the inequality \(|\text{Ric}|^2 \geq R^2/2\), which follows from the fact that \(\text{Ric}(\nabla f, \cdot) = 0\). If \(R\) would not be bounded, then, for a fixed real number \(0 < \delta < 1/4\), it would exists a suitable distance \(r_\delta > 0\) such that \(R f' \geq (\tfrac{1}{2} - \delta) R^2\) and \(R > 8\lambda\), for every \(r > r_\delta\). For what we have seen, since \(f'(r) > 0\) whenever \(r > 0\), we infer that \(R\) is nondecreasing and in particular it is strictly positive, for \(r > r_\delta\). The same argument used in Theorem 5.3 shows that
\[
\frac{f'}{R}(r) \leq \frac{f'}{R}(r_\delta) - \left( \frac{1}{8} - \delta \right) (r - r_\delta).
\]
Up to choose \(r\) sufficiently large, the right hand side becomes negative, which is a contradiction. Hence, we have proved that \(R\) must be bounded in \(\Omega\). Implicitly, this argument shows that, in \(\Omega\), the scalar curvature \(R\) cannot be larger than \(8\lambda\).

**Step 2.** The second step amounts to prove that for every \(p_0 \in \Sigma_0\), there exist positive constants \(c_1, c_2\) and \(C\) such that for every \(p \in \Omega\)
\[
\frac{1}{C} (d(p) - c_1)^2 \leq f(p) \leq C (d(p) + c_2)^2,
\]
where \(d(p) = \text{dist}(p, p_0)\). In order to prove the upper bound, we start by observing that, up to choose a sufficiently large constant \(a > 0\), the quantity \(af(r) - |\nabla f|^2(r)\) is monotonically increasing in \(r\), for \(r > 0\). In fact, from the Schouten soliton equation (5.1) we have that
\[
\langle \nabla (af - |\nabla f|^2), \nabla f \rangle = a |\nabla f|^2 - 2 \nabla^2 f(\nabla f, \nabla f) \\
= (a - 2\lambda - \frac{1}{2} R) |\nabla f|^2,
\]
which is clearly positive, provided the constant \( a > 0 \) is large enough, since by Step 1 the scalar curvature \( R \) is bounded in \( \Omega \). On the other hand, it is easy to observe that

\[
(\nabla(|\nabla f|^2 - 2\lambda f), \nabla f) = \frac{1}{2} R|\nabla f|^2 > 0.
\]

Putting these two latter estimates together, we obtain that, for every \( r > 0 \),

\[
2\lambda f(r) + (f'(0))^2 \leq |\nabla f|^2(r) \leq af(r) + (f'(0))^2.
\]

(5.11)

These inequalities play the role of Hamilton’s identity for gradient Ricci solitons (see [20]), which turns out to be fundamental in proving growth estimates on potential function. In particular, inequalities (5.11) imply that \(|\nabla \sqrt{f}|\) is bounded and \(\sqrt{f}\) is Lipschitz in \(\Omega\). This proves the upper bound in (5.10).

To prove the other estimate, we can adapt step by step the proof of the lower bound for the potential function of gradient shrinking Ricci solitons presented in [11, Proposition 2.1]. In fact, the computations in the Schouten soliton case differs from the Ricci soliton one only by some correction terms, involving the scalar curvature. In particular, using the fact that \( R \geq 0 \), identity (2.7) in [11, Proposition 2.1] can be replaced in our case by the matrix inequality

\[
\nabla^2 f \geq \lambda g - \text{Ric}.
\]

All the other estimates in [11, Proposition 2.1] remain true till inequality (2.9).

The other key ingredient in the proof by Cao and Zhou is their inequality (2.10), which in the present situation can be replaced by

\[
\max_{s_0 - 1 \leq s \leq s_0} |\nabla \gamma(s)f(\gamma(s))| \leq a_1 \sqrt{f(\gamma(s_0))} + a_2,
\]

where \( \gamma \) is a geodesic starting from \( p_0 \) and supported in \( \{r > 0\} \), and \( a_1 \) and \( a_2 \) are suitable positive constants, eventually depending on the constant \( a > 0 \).

**Step 3.** We prove now a volume growth estimate for the sub–level sets of \( f \). More precisely, there exists a positive constant \( A \), such that

\[
\text{Vol}_g(\{0 < f < s\} \cap \Omega) \leq A s^{3/2}.
\]

(5.12)

In the spirit of [11], we define in the set \( \{r \geq 0\} \) the function \( u = 2\sqrt{f} \) and we set \( D(s) = \{2 < u < s\} \subset \Omega \). First of all, we notice that an immediate consequence of the double inequality (5.10) proved in Step 2 is the fact that the sets \( D(s) \) are compact for every \( s > 2 \). Setting \( V(s) = \text{Vol}_g(D(s)) \), by the co–area formula we have that

\[
V(s) = \int_2^s dt \int_{\partial D(t)} \frac{1}{|\nabla u|} dS_g(t),
\]

where \( dS_g(\cdot) \) is the area element induced by \( g \) on \( \partial D(\cdot) \). We also notice that for every \( s > 0 \), the boundary of \( D(s) \) is given by the disjoint union of \( \partial^+ D(s) = \{u = s\} \) and \( \partial^- D(s) = \{u = 2\} \). Hence, tacking advantage of the rectifiability of \( f \), we easily compute

\[
V'(s) = \int_{\partial D(s)} \frac{1}{|\nabla u|} dS_g(s) = \frac{s |\partial^+ D(s)|}{2 |\nabla f|_{\partial^+ D(s)}} + \frac{|\partial^- D(s)|}{|\nabla f|_{\partial^- D(s)}}.
\]
Integrating equation (3.2) on $D(s)$, we get
\[ 3\lambda V(s) - \frac{1}{4} \int_{D(s)} R \, dV_g = \int_{D(s)} \Delta f \, dV_g \]
\[ = \int_{\partial^+ D(s)} |\nabla f| \, dS_g(s) - \int_{\partial^- D(s)} |\nabla f| \, dS_g(s) \]
\[ = |\nabla f|_{\partial^+ D(s)} |\partial^+ D(s)| - |\nabla f|_{\partial^- D(s)} |\partial^- D(s)|. \]

Hence, using the formula for $V'(s)$ and the fact that $R$ is nonnegative, we obtain the inequality
\[ 3\lambda V(s) \geq \frac{2}{s} |\nabla f|^2_{|\partial^+ D(s)} V'(s) - \frac{2}{s} \frac{\partial^- D(s)}{|\nabla f|_{\partial^- D(s)}} |\nabla f|^2_{\partial^+ D(s)} - |\partial^- D(s)||\nabla f|_{\partial^- D(s)} \]

Now, we observe that in the present situation, estimates (5.11) implies that
\[ \frac{\lambda}{2} s^2 \leq |\nabla f|^2_{|\partial^+ D(s)} \leq \frac{a}{4} s^2 + |f'(0)|^2 \]
Combining the last two inequality, we obtain
\[ 3\lambda V(s) \geq \lambda s V'(s) - A_1 s - A_2 - \frac{A_3}{s}, \]
where we set $A_1 = a|\partial^- D(s)|/2|\nabla f|_{\partial^- D(s)}$, $A_2 = |\partial^- D(s)||\nabla f|_{\partial^- D(s)}$ and $A_3 = 2|f'(0)|$. Thus, we have proved that for large enough $s$
\[ V'(s) \leq 3 \left( \frac{V(s)}{s} + \frac{A_1}{\lambda} \right). \]

Setting $W(s) = (V(s)/s + A_1/\lambda)$, we have $(W'/W)(s) \leq 3/s$. Integrating this inequality and using the definition of $W$, we get $V(s) \leq B s^3$, for some positive constant $B$. Finally, going back to the definition of $V$, we obtain the desired estimate (5.12).

Using Step 1, Step 2 and Step 3 it is now an easy exercise to check that all the integrations by parts performed in the formal argument are justified. \(\square\)

6. CONCLUDING REMARKS AND OPEN QUESTIONS

To conclude, we present a short list of comments and open questions, which could be the subject of further investigation.

1. In Theorem 3.1 we have seen some triviality results for compact gradient $\rho$–Einstein solitons. It would be interesting to investigate whether in cases (i) and (ii), one could get the same conclusion as in cases $(i - bis)$ and $(iii)$. For example, in analogy with gradient Ricci solitons, we expect that the only compact three–dimensional gradient shrinking $\rho$–Einstein soliton with $\rho < 1/4$ is a quotient of the round sphere $S^3$. On the other hand, it would be interesting to construct examples of compact nontrivial gradient $\rho$–Einstein solitons with $\rho < 1/(n - 1)$ in dimension $n \geq 4$. In the case of Ricci solitons, this has been done by several authors (see [4], [25] and [31]).
In Corollary 4.4, we have seen that up to homotheties, there exists only one three-dimensional gradient steady $\rho$–Einstein soliton with positive sectional curvature, provided $\rho < 0$ or $\rho \geq 1/2$. In reason of Theorems 4.3 and 3.5 we expect that the same conclusion holds also for $0 < \rho < 1/4$, without any further assumption. We recall that in Theorem 5.3 we have shown that every complete gradient steady Schouten soliton ($\rho = 1/4$) is trivial. Also notice that for “$\rho = 0$”, this is the Perelman’s claim, mentioned in the introduction.

In Corollary 4.5, we have seen that, up to homotheties, there exists only one $n$–dimensional locally conformally flat gradient steady $\rho$–Einstein soliton with positive sectional curvature, provided $\rho < 0$ or $\rho \geq 1/2$ and $n \geq 3$. We recall that in Theorem 5.3 we have shown that every complete gradient steady Schouten soliton ($\rho = 1/2(n-1)$) is trivial. Also notice that for “$\rho = 0$”, the existence of a unique locally conformally flat gradient steady Ricci soliton was already known (see [8] and [12]). Moreover, in this case the assumption about locally conformally flatness can be replaced with weaker conditions such as the harmonicity of the Weyl tensor or even the Bach flatness [9]. We expect that the same techniques would apply to the case of gradient steady $\rho$–Einstein solitons, with $\rho$ in the same ranges as in Theorem 4.3.

It would be important to further exploit all the geometric consequences of the rectifiability. A possible direction of investigation is to prove a rigidity results for noncompact gradient shrinking $\rho$–Einstein solitons, in analogy with the case of rectifiable gradient Ricci solitons, studied in [30]. More precisely, we expect that for $\rho \leq 1/2(n-1)$ every noncompact gradient shrinking $\rho$–Einstein solitons with nonnegative (radial) sectional curvatures is rigid, namely isometric to a quotient of a direct product of the type $\mathbb{R}^k \times N^{n-k}$, where $N$ is a $(n-k)$–dimensional compact Einstein manifold, for some $1 \leq k \leq n$.

Concerning the analysis of the complete noncompact rotationally symmetric gradient $\rho$–Einstein soliton, it would be interesting to prove the analogous of Theorem 4.3 for shrinking and expanding solitons with positive sectional curvature.

Added note. Shortly after this manuscript appeared, S. Brendle posted the article [3] on the ArXiv, where Perelman’s claim is proved.
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