# Equilibrium configurations of epitaxially strained crystalline films: existence and regularity results 

I. Fonseca* N. Fusco ${ }^{\dagger}$ G. Leoni $\ddagger$ M. Morini ${ }^{\S}$

December 30, 2006


#### Abstract

Strained epitaxial films grown on a relatively thick substrate are considered in the context of plane linear elasticity. The total free energy of the system is assumed to be the sum of the energy of the free surface of the film and the strain energy. Because of the lattice mismatch between film and substrate, flat configurations are in general energetically unfavourable and a corrugated or islanded morphology is the preferred growth mode of the strained film. After specifying the functional setup where the existence problem can be properly framed, a study of the qualitative properties of the solutions is undertaken. New regularity results for volume constrained local minimizers of the total free energy are established, leading, as a byproduct, to a rigorous proof of the zero contact-angle condition between islands and wetting layers.


## 1 Introduction

In this paper we study from the variational point of view a mathematical model for the epitaxial deposition of a film onto a relatively thick substrate in the case where there is a mismatch between the lattice parameters of the two crystalline solids.

At the interface between the film and the substrate two opposing mechanisms compete to determine the resulting structure. Ideally the minimum energy configuration of the bulk material occurs at the stress-free state for each solid, however when the lattice parameters of the two materials differ, complete relaxation to bulk equilibrium would result in a crystalline structure that would be discontinuous at the interface. As this is forbidden due to the constraint of epitaxy, a mismatch strain in the film arises during deposition.

The presence of such a strain renders a flat layer of the film morphologically unstable or metastable, after a critical value of the thickness is reached. This is explained as the effect of the competition between the surface energy and the bulk energy: To release some of the elastic energy due to the strain, the atoms on the free surface of the film tend to rearrange into a more favorable configuration. In turn, such a migration of atoms has an energetic prize in terms of surface tension and the resulting configuration has lower total energy only if the thickness of the film is large enough. We refer to [16] for a detailed mathematical discussion of this threshold effect.

Typically, after entering the instability regime, the film surface becomes wavy or the material agglomerates into clusters or isolated islands on the substrate surface. Island formation in systems such as In-GaAs/GaAs or $\mathrm{SiGe} / \mathrm{Si}$ turns out to be useful in the fabrication of modern semiconductor

[^0]electronic and optoelectronic devices such as quantum dots laser. Let us mention here that there are two different modes of island growth: In the first one, known as the Stranski-Krastanow (SK) mode, the islands are separated by a thin wetting layer, while in the second one, the Volmer-Weber (VW) mode, no wetting occurs and the substrate is exposed between islands.

In the literature several atomistic and continuum theories for the growth of epitaxially strained solid films are available. Here we work in the context of continuum mechanics and we essentially follow the variational approach contained in [26] (see also [28], [20], and the references contained therein).

We now describe the model considered in this paper. Both the film and the substrate are modeled as linearly elastic solids. To keep the geometry as simple as possible we restrict attention to an epitaxial layer (with variable thickness $h$ ) grown on a flat semi-infinite substrate. We further restrict attention to two-dimensional morphologies which correspond to three-dimensional configurations with planar symmetry.

We assume that the material occupies the infinite strip

$$
\begin{equation*}
\Omega:=\{\mathbf{x}=(x, y): a<x<b, y<h(x)\} \tag{1.1}
\end{equation*}
$$

where $h:[a, b] \rightarrow[0, \infty)$. Thus the graph of $h$ represents the free profile of the film, the open set $\Omega^{+}=\Omega \cap\{y>0\}$ is the reference configuration of the film, and the line $y=0$ corresponds to the film/substrate interface. We work within the theory of small deformations, so that

$$
\mathbf{E}(\mathbf{u}):=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)
$$

represents the strain, with $\mathbf{u}: \Omega \rightarrow \mathbb{R}^{2}$ the planar displacement. The displacement is measured from a configuration of the layer in which the lattices of the film and the layer are perfectly matched; this configuration, in which $\mathbf{E} \equiv \mathbf{0}$, will not correspond to a minimum energy state of the film, which we assume to occur at a strain $\mathbf{E}_{0}=\mathbf{E}_{0}(y)$. We assume that this mismatch strain has the specific form

$$
\mathbf{E}_{0}(y)= \begin{cases}e_{0} \mathbf{i} \otimes \mathbf{i} & \text { if } y \geq 0  \tag{1.2}\\ 0 & \text { if } y<0\end{cases}
$$

with $e_{0}>0$ and $\mathbf{i}$ the unit vector along the $x$ direction (throughout all the paper $\{\mathbf{i}, \mathbf{j}\}$ will denote the canonical basis of $\mathbb{R}^{2}$ ).

In our setting the film and the substrate have similar material properties, and so they share the same homogeneous elasticity tensor $C$. Hence, bearing in mind the mismatch, the elastic energy per unit area is given by $W\left(\mathbf{E}-\mathbf{E}_{0}(y)\right)$, where

$$
\begin{equation*}
W(\mathbf{E}):=\frac{1}{2} \mathbf{E} \cdot C[\mathbf{E}] \tag{1.3}
\end{equation*}
$$

with $C$ a positive definite fourth-order tensor, that is,

$$
\begin{equation*}
\frac{1}{2} \mathbf{E} \cdot C[\mathbf{E}]>0 \tag{1.4}
\end{equation*}
$$

for all symmetric matrices $\mathbf{E} \neq 0$.
In the sharp interface model the interfacial energy density $\varphi_{0}$ has a step discontinuity at $y=0$ : It is $\gamma_{\text {film }}$ if the film has positive thickness and $\gamma_{\text {sub }}$ if the substrate is exposed, precisely

$$
\varphi_{0}(y):= \begin{cases}\gamma_{\text {film }} & \text { if } y>0  \tag{1.5}\\ \gamma_{\text {sub }} & \text { if } y=0\end{cases}
$$

Hence the total energy of the system is given by

$$
\begin{equation*}
F(\mathbf{u}, \Omega):=\int_{\Omega} W\left(\mathbf{E}(\mathbf{u})(\mathbf{x})-\mathbf{E}_{0}(y)\right) d \mathbf{x}+\int_{\Gamma} \varphi_{0}(y) d \mathcal{H}^{1}(\mathbf{x}) \tag{1.6}
\end{equation*}
$$

where $\Gamma$ represents the free surface of the film, that is,

$$
\begin{equation*}
\Gamma:=\partial \Omega \cap((a, b) \times \mathbb{R}) \tag{1.7}
\end{equation*}
$$

As we already mentioned above the sharp interface model is difficult to be implemented numerically. Thus in the literature it is customary to replace it with a boundary-layer model, where the discontinuous transition is regularized over a thin transition region of width $\delta$ ("smearing parameter").

In this paper, following the work of Spencer [26] (see also the references therein), for $\delta>0$ we consider the regularized mismatch strain

$$
\begin{equation*}
\mathbf{E}_{\delta}(y):=\frac{1}{2} e_{0}\left(1+f\left(\frac{y}{\delta}\right)\right) \mathbf{i} \otimes \mathbf{i}, \quad y \in \mathbb{R} \tag{1.8}
\end{equation*}
$$

and the regularized surface energy density

$$
\varphi_{\delta}(y):=\gamma_{\mathrm{sub}}+\left(\gamma_{\mathrm{film}}-\gamma_{\mathrm{sub}}\right) f\left(\frac{y}{\delta}\right), \quad y \geq 0
$$

where $f$ is a smooth increasing function such that

$$
\begin{equation*}
f(0)=0, \quad \lim _{y \rightarrow-\infty} f(y)=-1, \quad \lim _{y \rightarrow \infty} f(y)=1 \tag{1.9}
\end{equation*}
$$

Thus the regularized total energy of the system becomes

$$
\begin{equation*}
F_{\delta}(\mathbf{u}, \Omega):=\int_{\Omega} W\left(\mathbf{E}(\mathbf{u})(\mathbf{x})-\mathbf{E}_{\delta}(y)\right) d \mathbf{x}+\int_{\Gamma} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) \tag{1.10}
\end{equation*}
$$

The paper is divided into two parts. In the first part we study the asymptotics as $\delta \rightarrow 0^{+}$of the regularized problem and we show that the limiting functional is given by a suitable relaxed version of the sharp interface model energy (1.6) (see Theorem 2.9). We consider here both regimes $\gamma_{\text {film }} \geq \gamma_{\text {sub }}$ and $\gamma_{\text {film }}<\gamma_{\text {sub }}$. It is interesting to note that in the latter regime the relaxed surface energy density is no longer discontinuous and in fact it is constantly equal to $\gamma_{\text {film }}$. From the physical point of view this may be seen as evidence of wetting: when $\gamma_{\text {film }}<\gamma_{\text {sub }}$ it is energetically more favorable to cover the substrate with an infinitesimal layer of film atoms (and pay surface energy with density $\gamma_{\text {film }}$ ) rather than to leave any part of the substrate exposed (and pay surface energy with density $\gamma_{\text {sub }}$ ).

The asymptotic analysis, which relies on the notion of $\Gamma$-convergence introduced by De Giorgi, is very close in spirit to recent work of Bonnetier and Chambolle [4]. However it does not follow directly from their analysis. Here we have chosen to present a self-contained proof based on somewhat different arguments. We should mention that the results contained in [4] have been extended and generalized in a higher dimensional setting in the two recent papers [6] and [8].

In the second part of this work we restrict ourselves to the wetting regime $\gamma_{\text {film }}<\gamma_{\text {sub }}$ and to homogeneous anisotropic elastic materials, and we study the regularity of local minimizers $(\mathbf{u}, \Omega)$ of the limiting functional $F_{\infty}$ (see (3.1) ), under a volume constraint.

Roughly speaking our main regularity results show that the profile $h$ of the film for a locally minimizing configuration is regular except for at most a finite number of cusps and "vertical cuts" which correspond to vertical cracks in the film. Numerical results obtained by Spencer and Meiron [27] confirm that steady state solutions exhibit cusp singularities, and also time-dependent evolution of small disturbances of the flat interface result in the formation of deep grooved cusps. Additional analytical evidence of the onset of cusps is provided in the work of Chiu and Gao [10] (see also [14]), where it was shown that the cycloid which minimizes the total energy (among a one-parameter family of cycloids) has a cusp singularity pointing toward the solid. Experimental validation of sharp cusplike features in $\mathrm{SI}_{0.6} \mathrm{Ge}_{0.4}$ and the discussion of possible mechanisms that may explain this phenomenon can be found in [9].

As a consequence we give a proof of the zero contact-angle condition between the wetting layer and islands, thus providing a rigorous mathematical justification to the formal argument used in [26] and based on matched asymptotic expansions. To the best of our knowledge these results are completely new in this context. The extension of some of these results to the three-dimensional case is the subject of a future work.

Let us now briefly describe the main steps in the regularity proof. As a starting point we observe that volume constrained minimizers of the limiting energy $F_{\infty}$ are also unconstrained local minimizers if we add to $F_{\infty}$ a suitable volume penalization. This allows us to consider arbitrary variations of $h$ and to prove, adapting an argument introduced in [7], a uniform interior sphere condition for the domain $\Omega$. This yields the conclusion that the graph of $h$ is a Lipschitz continuous curve away from a finite number of singular points. Having the Lipschitz continuity of $h$ in hand, a blow up argument, combined with classical results on corner domains for solutions of Lamé systems, leads to a precise decay estimate for the gradient of the displacement $\mathbf{u}$ near the boundary, which in turn implies the $C^{1, \alpha}$ regularity of $h$ and $\nabla \mathbf{u}$. At this point a bootstrap argument together with a theorem proved in [19] gives the final higher regularity result.

## 2 Relaxation and $\Gamma$-convergence

Throughout the paper we denote by $\mathbf{x}=(x, y)$ the generic point of $\mathbb{R}^{2}$ and by $B(\mathbf{x}, r)$ the open disc centered at $\mathbf{x}$ with radius $r$. Given two sets $A, B \subset \mathbb{R}^{2}$ their Hausdorff distance $\operatorname{dist}_{\mathcal{H}}(A, B)$ is defined as

$$
\operatorname{dist}_{\mathcal{H}}(A, B):=\inf \left\{r>0: A \subset N_{r}(B) \text { and } B \subset N_{r}(A)\right\}
$$

where

$$
N_{r}(A):=\left\{\mathbf{x} \in \mathbb{R}^{2}:|\mathbf{x}-\mathbf{y}|<r \text { for some } \mathbf{y} \in A\right\}
$$

and $N_{r}(B)$ is defined similarly.
In the sequel $h$ is a lower semicontinuous function from $[a, b]$ with values in $[0,+\infty)$. Given $h$ let

$$
\begin{align*}
& \Omega_{h}:=\{(x, y): a<x<b, y<h(x)\},  \tag{2.1}\\
& \Omega_{h}^{+}:=\{(x, y): a<x<b, 0<y<h(x)\} \tag{2.2}
\end{align*}
$$

be the reference configuration of the substrate/film system and the reference configuration of the film, respectively. The set

$$
\begin{equation*}
\Gamma_{h}:=\partial \Omega_{h} \cap((a, b) \times \mathbb{R}) \tag{2.3}
\end{equation*}
$$

represents the free profile of the film. We also consider the set

$$
\begin{equation*}
\widetilde{\Gamma}_{h}:=\partial \bar{\Omega}_{h} \cap((a, b) \times \mathbb{R}) . \tag{2.4}
\end{equation*}
$$

When there is no risk of ambiguity we shall omit the subscript $h$ in the above notations.
We denote by Var $h$ the pointwise variation of $h$, that is

$$
\begin{align*}
\operatorname{Var} h:=\sup & \left\{\sum_{i=1}^{n}\left|h\left(x_{i}\right)-h\left(x_{i-1}\right)\right|:\right.  \tag{2.5}\\
& \left.P:=\left\{x_{0}, \ldots, x_{n}\right\} \text { is a partition of }[a, b]\right\}<\infty .
\end{align*}
$$

We recall that if $h$ has finite pointwise variation, then for every $x \in(a, b)$ we may define

$$
\begin{align*}
& h^{-}(x):=\min \left\{h\left(x^{+}\right), h\left(x^{-}\right)\right\}=\liminf _{z \rightarrow x} h(z),  \tag{2.6}\\
& h^{+}(x):=\max \left\{h\left(x^{+}\right), h\left(x^{-}\right)\right\}=\limsup _{z \rightarrow x} h(z) \tag{2.7}
\end{align*}
$$

where

$$
h\left(x^{ \pm}\right):=\lim _{z \rightarrow x^{ \pm}} h(z) .
$$

It may be verified that the functions $h^{ \pm}$coincide with the approximate upper and lower limit of $h$ in the sense of Federer (see [2] for the definition).

In the following lemma we collect some well known facts for later use.
Lemma 2.1 Let $h:[a, b] \rightarrow[0,+\infty)$ be a lower semicontinuous function and let $\Gamma$ and $\widetilde{\Gamma}$ be the sets defined in (2.3) and (2.4), respectively. The function $h$ has finite pointwise variation if and only if $\mathcal{H}^{1}(\Gamma)<+\infty$. Moreover, if $h$ has finite pointwise variation then:
(i) the set $\Omega$ defined in (2.1) has finite perimeter in $(a, b) \times \mathbb{R}$,
(ii) $\Gamma=\left\{(x, y): a<x<b, h(x) \leq y \leq h^{+}(x)\right\}$,
(iii) the function $h^{-}$is lower semicontinuous and

$$
\stackrel{\circ}{\bar{\Omega}}=\left\{(x, y): a<x<b, y<h^{-}(x)\right\},
$$

(iv) $\widetilde{\Gamma}=\left\{(x, y): a<x<b, h^{-}(x) \leq y \leq h^{+}(x)\right\}$.

Notice that (ii) and (iv) immediately imply that $\Gamma$ and $\widetilde{\Gamma}$ are connected.
We now introduce the space

$$
\begin{aligned}
X_{\text {Lip }} & :=\left\{(\mathbf{u}, \Omega): \mathbf{u} \in H_{\mathrm{loc}}^{1}\left(\Omega ; \mathbb{R}^{2}\right), \Omega\right. \text { is as in (1.1), } \\
& h \text { is Lipschitz continuous }\},
\end{aligned}
$$

where the unrelaxed energies (1.6) and (1.10) are originally defined. In the next proposition we will show that energy bounded sequences in $X_{\text {Lip }}$ are compact in a larger space $X$ of admissible relaxed configurations defined as

$$
\begin{equation*}
X:=\left\{(\mathbf{u}, \Omega): \mathbf{u} \in H_{\mathrm{loc}}^{1}\left(\Omega ; \mathbb{R}^{2}\right), \Omega\right. \text { is in (1.1) } \tag{2.8}
\end{equation*}
$$

$h$ is lower semicontinuous and has finite pointwise variation .
We recall that an infinitesimal rigid motion is an affine displacement of the form $\mathbf{v}(\mathbf{x})=\mathbf{a}+\mathbf{B x}$, where $\mathbf{B}$ is a skew-symmetric matrix and $\mathbf{a}$ is a constant vector.

Proposition 2.2 (Compactness) Let $\left\{\left(\mathbf{u}_{n}, \Omega_{h_{n}}\right)\right\} \subset X_{\text {Lip }}$ be such that

$$
\begin{equation*}
\sup _{n}\left(\int_{\Omega_{h_{n}}}\left|\mathbf{E}\left(\mathbf{u}_{n}\right)\right|^{2} d \mathbf{x}+\mathcal{H}^{1}\left(\Gamma_{h_{n}}\right)+\left|\Omega_{h_{n}}^{+}\right|\right)<\infty . \tag{2.9}
\end{equation*}
$$

Then there exist a subsequence $\left\{\left(\mathbf{u}_{n_{k}}, \Omega_{h_{n_{k}}}\right)\right\}$, infinitesimal rigid motions $\mathbf{v}_{k}$, and $(\mathbf{u}, \Omega) \in X$ such that the sets $\mathbb{R}^{2} \backslash \Omega_{h_{n_{k}}}$ converge in the Hausdorff metric to $\mathbb{R}^{2} \backslash \Omega$ and the functions $u_{n_{k}}+\mathbf{v}_{k}$ converge to $u$ weakly in $H^{1}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)$ for every $\Omega^{\prime} \subset \subset \Omega$.

Proof. For simplicity we write $\Omega_{n}$ and $\Gamma_{n}$ in place of $\Omega_{h_{n}}$ and $\Gamma_{h_{n}}$, respectively. From the assumption it follows that

$$
\sup _{n}\left(\left|\Omega_{n}^{+}\right|+\mathcal{H}^{1}\left(\Gamma_{n}\right)\right)<\infty
$$

Therefore for all $n$ we have $\Omega_{n} \subset\{(x, y): a<x<b, y<l\}$ for some $l>0$. Hence the compactness of the sets $\mathbb{R}^{2} \backslash \Omega_{n}$ is equivalent to the compactness of the equibounded sets $\{(x, y): a<x<$ $b, y \leq l\} \backslash \Omega_{n}$ which follows from Blaschke Compactness Theorem (see Theorem 6.1 in [2]). Thus
we may assume that, up to a subsequence (not relabelled), $\mathbb{R}^{2} \backslash \Omega_{n}$ converges in the Hausdorff metric to a set $\mathbb{R}^{2} \backslash \Omega$. It is not difficult to see that $\Omega=\Omega_{h}$ where $h$ is the lower semicontinuous function given by

$$
\begin{equation*}
h(x):=\inf \left\{\liminf _{n \rightarrow \infty} h_{n}\left(x_{n}\right): x_{n} \rightarrow x\right\} \tag{2.10}
\end{equation*}
$$

By the same theorem we may also assume that $\left\{\bar{\Gamma}_{n}\right\}$ converges in the Hausdorff metric to some compact set $K$. It can be easily checked that $\Gamma \subset K$. Therefore by Gołab's Theorem

$$
\mathcal{H}^{1}(\Gamma) \leq \mathcal{H}^{1}(K) \leq \liminf _{n \rightarrow \infty} \mathcal{H}^{1}\left(\Gamma_{n}\right)
$$

Hence from Lemma 2.1 the function $h$ has finite pointwise variation.
Moreover, by (2.9) we may find a subsequence (not relabelled) and a function $\mathbf{E}_{\infty} \in L^{2}\left(\Omega ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)$ such that

$$
\mathbf{E}\left(\mathbf{u}_{n}\right) \chi_{\Omega_{n}} \rightharpoonup \mathbf{E}_{\infty} \chi_{\Omega} \text { in } L^{2}\left(\mathbb{R}^{2} ; \mathbb{R}_{\mathrm{sym}}^{2 \times 2}\right)
$$

Fix a ball $B \subset\{(x, y): a<x<b, y<0\}$. By adding suitable infinitesimal rigid motions, if needed, without loss of generality we may assume that

$$
\begin{equation*}
\int_{B} \mathbf{u}_{n} d \mathbf{x}=\mathbf{0}, \quad \int_{B}\left(\nabla \mathbf{u}_{n}-\nabla \mathbf{u}_{n}^{T}\right) d \mathbf{x}=\mathbf{0} \tag{2.11}
\end{equation*}
$$

for every $n$, in addition to (2.9). Note that here we have used the fact that $B \subset \Omega_{n}$.
Construct a sequence of bounded open sets $\left\{D_{j}\right\}$ with Lipschitz boundary such that

$$
B \subset D_{j} \subset \subset \Omega, \quad D_{j} \nearrow \Omega
$$

as $j \rightarrow \infty$. By (2.11) and Korn's inequality combined with a standard diagonalization argument, there exists $\mathbf{u} \in H_{\mathrm{loc}}^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ with $\mathbf{E}(\mathbf{u})=\mathbf{E}_{\infty}$ such that $\mathbf{u}_{n} \rightharpoonup \mathbf{u}$ weakly in $H^{1}\left(D_{j} ; \mathbb{R}^{2}\right)$ for every $j$. As the pair $\left(\mathbf{u}, \Omega_{h}\right) \in X$ this concludes the proof.

The previous proposition motivates the following notion of convergence.
Definition 2.3 $A$ sequence $\left\{\left(u_{n}, \Omega_{h_{n}}\right)\right\} \subset X$ is said to converge to $(u, \Omega)$ in $X$ if:
(i) the functions $h_{n}$ have equibounded variations; i.e., $\sup _{n} \operatorname{Var} h_{n}<+\infty$;
(ii) the sets $\mathbb{R}^{2} \backslash \Omega_{h_{n}}$ converge in the Hausdorff metric to $\mathbb{R}^{2} \backslash \Omega$;
(iii) the functions $u_{n}$ converge to $u$ weakly in $H^{1}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)$ for every $\Omega^{\prime} \subset \subset \Omega$.

We will often write $\left(u_{n}, \Omega_{h_{n}}\right) \rightarrow(u, \Omega)$ to mean that (i), (ii), and (iii) of the previous definition hold.

Note that from the Hausdorff convergence of $\left\{\mathbb{R}^{2} \backslash \Omega_{h_{n}}\right\}$ to $\mathbb{R}^{2} \backslash \Omega$ it follows that $\Omega^{\prime} \subset \Omega_{h_{n}}$ for all $n$ sufficiently large. Hence condition (iii) in the previous definition makes sense.

Remark 2.4 We observe that condition (i) in Definition 2.3 is equivalent to requiring that $\sup _{n} \mathcal{H}^{1}\left(\Gamma_{h_{n}}\right)<+\infty$.

The following lemma shows a useful property of the convergence in $X$.
Lemma 2.5 Assume that (i) and (ii) of Definition 2.3 hold. Then $h_{n}$ converges to $h$ in $L^{1}(a, b)$ and, in particular,

$$
\left|\Omega_{h_{n}} \Delta \Omega\right| \rightarrow 0
$$

Proof. For simplicity we write $\Omega_{n}$ and $\Gamma_{n}$ in place of $\Omega_{h_{n}}$ and $\Gamma_{h_{n}}$, respectively. Since the functions $h_{n}$ have equibounded variations, up to extracting a subsequence there exists $\tilde{h}$ with bounded variation in $(a, b)$ such that $h_{n} \rightarrow \tilde{h}$ in $L^{1}(a, b)$ and everywhere in $(a, b) \backslash N_{0}$, with $N_{0}$ at most countable by the Helly theorem (see [22]). Hence the lemma amounts to showing that $\tilde{h}=h$ almost everywhere in $(a, b)$.

By the Blaschke Compactness Theorem (see Theorem 6.1 in [2]) we may also assume that

$$
\begin{equation*}
\bar{\Gamma}_{n} \rightarrow K \quad \text { in the Hausdorff distance } \tag{2.12}
\end{equation*}
$$

for some compact connected set $K$. Moreover, by the Goła̧b Theorem and by Remark 2.4 it follows that

$$
\begin{equation*}
\mathcal{H}^{1}(K) \leq \liminf _{n \rightarrow \infty} \mathcal{H}^{1}\left(\Gamma_{n}\right)<+\infty \tag{2.13}
\end{equation*}
$$

Denote by $K_{x}:=\{(x, y) \in K\}$ the vertical section of $K$ corresponding to the point $x \in(a, b)$. We claim that $\mathcal{H}^{1}\left(K_{x}\right)=0$ for all $x \in(a, b) \backslash N_{1}$, with $N_{1}$ at most countable. To see this it is enough to observe that

$$
\frac{1}{n} \operatorname{card}\left\{x: \mathcal{H}^{1}\left(K_{x}\right) \geq \frac{1}{n}\right\} \leq \sum_{x: \mathcal{H}^{1}\left(K_{x}\right) \geq \frac{1}{n}} \mathcal{H}^{1}\left(K_{x}\right) \leq \mathcal{H}^{1}(K)<\infty
$$

Since $K$ is the Hausdorff limit of graphs, each $K_{x}$ is connected and so $K_{x}$ reduces to one point for all $x \in(a, b) \backslash N_{1}$. Set $N:=N_{0} \cup N_{1}$. In order to conclude the proof it suffices to show that for all $x \in(a, b) \backslash N$ the equality $\tilde{h}(x)=h(x)$ holds. Assume by contradiction that $\tilde{h}(x) \neq h(x)$ for some $x \in(a, b) \backslash N$. Since $\tilde{h}(x)=\lim _{n} h_{n}(x)$, by (2.10) we deduce that $\tilde{h}(x)>h(x)$ and that there exists a (sub)sequence $x_{n} \rightarrow x$ with $h_{n}\left(x_{n}\right) \rightarrow h(x)$. Note that for any $y \in(h(x), \tilde{h}(x))$ we have $h_{n}\left(x_{n}\right)<y<h_{n}(x)$ for $n$ large enough. Hence, using the connectedness of $\Gamma_{n}$, we may find $x_{n}^{\prime}$ between $x$ and $x_{n}$ such that $\left(x_{n}^{\prime}, y\right) \in \Gamma_{n \dot{\tilde{n}}}$. Since clearly $x_{n}^{\prime} \rightarrow x$, we deduce from (2.12) that $(x, y) \in K$, that is, $y \in K_{x}$.Therefore $(h(x), \tilde{h}(x)) \subset K_{x}$, but this is a contradiction since by our choice of $x$ the section $K_{x}$ reduces to one point.

Remark 2.6 Combining Lemma 2.1, Remark 2.4, and Lemma 2.5 we deduce that if ( $u_{n}, \Omega_{h_{n}}$ ) $\rightarrow$ $(u, \Omega)$ in $X$, then the sets $\Omega_{h_{n}}$ have equibounded perimeters in $(a, b) \times \mathbb{R}, \chi_{\Omega_{h_{n}}} \rightarrow \chi_{\Omega}$ in $L_{\mathrm{loc}}^{1}((a, b) \times$ $\mathbb{R}$ ), and $D \chi_{\Omega_{h_{n}}} \stackrel{*}{\rightharpoonup} D \chi_{\Omega}$ weakly* in the sense of measures.

If $h$ has finite pointwise variation then the upper boundary $\Gamma$ of $\Omega$ defined in (1.7) may be represented as the union of three subsets

$$
\Gamma=\Gamma_{\text {vert }} \cup \Gamma_{\text {cuts }} \cup \Gamma_{\text {graph }}
$$

where:

1. $\Gamma_{\text {vert }}$ is the closure of the (at most) countable collection of vertical segments corresponding to the jumps of $h$, that is

$$
\begin{equation*}
\Gamma_{\text {vert }}:=\overline{\left\{(x, y): x \in(a, b) \cap S(h), h^{-}(x) \leq y \leq h^{+}(x)\right\}} \tag{2.14}
\end{equation*}
$$

where, as usual,

$$
\begin{equation*}
S(h):=\left\{x \in(a, b): h^{-}(x) \neq h^{+}(x)\right\} ; \tag{2.15}
\end{equation*}
$$

2. $\Gamma_{\text {cuts }}$ is given by the union of a (at most) countable number of vertical cuts which correspond to the points where $h \neq h^{-}$, precisely

$$
\begin{equation*}
\Gamma_{\text {cuts }}:=\left\{(x, y): x \in(a, b) \cap S, h(x) \leq y \leq h^{-}(x)\right\}, \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
S:=\left\{x \in(a, b): h(x)<h^{-}(x)\right\} ; \tag{2.17}
\end{equation*}
$$

3. $\Gamma_{\text {graph }}:=\Gamma \backslash\left(\Gamma_{\text {vert }} \cup \Gamma_{\text {cuts }}\right)$ is the portion of the $\Gamma$ corresponding to regular part of the graph of $h$.

Thus $\widetilde{\Gamma}$ (see (2.4) ) can obtained from $\Gamma$ by eliminating the vertical cuts (i.e. by re-defining $h$ to be $h^{-}$), and we have

$$
\Gamma=\widetilde{\Gamma} \cup \Gamma_{\text {cuts }}
$$



Figure 1: An admissible relaxed configuration.
The compactness and the $\Gamma$-convergence results proved below are very similar to those established by Bonnetier and Chambolle in [4]. However our proofs do not follow directly from the analysis in [4] and make use of different arguments except for the next lemma.

Lemma 2.7 Let $h:[a, b] \rightarrow[0,+\infty)$ be a lower semicontinuous function with finite pointwise variation, such that $h^{-}=h$. Define the Yosida transform

$$
h_{n}(x):=\inf \left\{h\left(x^{\prime}\right)+n\left|x-x^{\prime}\right|: x^{\prime} \in[a, b]\right\}
$$

for $x \in[a, b]$. Then $\mathbb{R}^{2} \backslash \Omega_{h_{n}} \rightarrow \mathbb{R}^{2} \backslash \Omega$ in the Hausdorff metric and

$$
\lim _{n \rightarrow \infty} \mathcal{H}^{1}\left(\Gamma_{h_{n}}\right)=\mathcal{H}^{1}(\Gamma)
$$

The proof of this lemma is contained in the proof of Lemma 2.1 of [4] (given in Section 5.1 of [4]).

Next we give a representation formula of the relaxed functional $\bar{F}_{\delta}(\mathbf{u}, \Omega)$ of $F_{\delta}(\mathbf{u}, \Omega)$.
Theorem 2.8 (Relaxation) For every $\delta>0$ let $\bar{F}_{\delta}$ be the relaxed functional of $F_{\delta}$ under volume constraint, i.e.,

$$
\begin{array}{r}
\bar{F}_{\delta}(\mathbf{u}, \Omega)=\inf \left\{\liminf _{n \rightarrow \infty} F_{\delta}\left(\mathbf{u}_{n}, \Omega_{h_{n}}\right):\left(\mathbf{u}_{n}, \Omega_{h_{n}}\right) \in X_{\text {Lip }},\right. \\
\\
\left.\left(\mathbf{u}_{n}, \Omega_{h_{n}}\right) \rightarrow(\mathbf{u}, \Omega) \text { in } X,\left|\Omega_{h_{n}}^{+}\right|=\left|\Omega^{+}\right|\right\}
\end{array}
$$

for all $(\mathbf{u}, \Omega) \in X$. Then

$$
\begin{equation*}
\bar{F}_{\delta}(\mathbf{u}, \Omega)=\int_{\Omega} W\left(\mathbf{E}(\mathbf{u})(\mathbf{x})-\mathbf{E}_{\delta}(y)\right) d \mathbf{x}+\int_{\widetilde{\Gamma}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{x \in S} \int_{h(x)}^{h^{-}(x)} \varphi_{\delta}(y) d y \tag{2.18}
\end{equation*}
$$

where $\widetilde{\Gamma}$ and $S$ are the set defined in (2.4) and (2.17), respectively.

Proof. For simplicity we write $\Omega_{n}$ and $\Gamma_{n}$ in place of $\Omega_{h_{n}}$ and $\Gamma_{h_{n}}$, respectively. Fix $(\mathbf{u}, \Omega) \in X$. Step 1: Let $\mathcal{F}_{\delta}(\mathbf{u}, \Omega)$ denote the right-hand side of (2.18). We begin by showing that

$$
\begin{equation*}
\bar{F}_{\delta}(\mathbf{u}, \Omega) \geq \mathcal{F}_{\delta}(\mathbf{u}, \Omega) . \tag{2.19}
\end{equation*}
$$

Consider a sequence $\left\{\left(\mathbf{u}_{n}, \Omega_{n}\right)\right\} \subset X_{\text {Lip }}$ such that $\left(\mathbf{u}_{n}, \Omega_{n}\right) \rightarrow(\mathbf{u}, \Omega)$ in $X$, with $\left|\Omega_{n}^{+}\right|=\left|\Omega^{+}\right|$, and let $h_{n}$ and $h$ be the functions associated with $\Omega_{n}$ and $\Omega$, respectively. Without loss of generality we may assume that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F_{\delta}\left(\mathbf{u}_{n}, \Omega_{n}\right)=\lim _{n \rightarrow \infty} F_{\delta}\left(\mathbf{u}_{n}, \Omega_{n}\right)<\infty \tag{2.20}
\end{equation*}
$$

and

$$
\bar{\Gamma}_{n} \rightarrow K \quad \text { in the Hausdorff distance },
$$

for some compact set $K$ containing $\Gamma$.
Since $h$ is of pointwise bounded variation and $\mathcal{H}^{1}(\Gamma)<\infty$, the set $S$ defined in (2.17) is at most countable. Fix $k \in \mathbb{N}$ (with $k$ the cardinality of $S$ if $S$ is finite) and let $S^{(k)}:=\left\{x_{1}, \cdots, x_{k}\right\}$ be any subset of $k$ elements of $S$. Without loss of generality we may assume that

$$
a<x_{1}<\cdots<x_{k}<b .
$$

Since the Hausdorff convergence of compact sets is equivalent to the Kuratowski convergence (see [2]) for each fixed $j=1, \cdots, k$ we may find a sequence $\left\{x_{n, j}\right\} \subset(a, b)$ such that

$$
\begin{equation*}
x_{n, j} \rightarrow x_{j}, \quad h_{n}\left(x_{n, j}\right) \rightarrow h\left(x_{j}\right) \tag{2.21}
\end{equation*}
$$

as $n \rightarrow \infty$. The following construction is borrowed from [21]. Let $x_{n}, x_{0}:(a, b+1) \rightarrow(a, b)$ be the (continuous) piecewise affine functions such that $x_{n}(a)=x_{0}(a)=a$,

$$
\begin{aligned}
x_{n}^{\prime}(s) & := \begin{cases}0 & s \in\left(x_{n, j}+\frac{j-1}{k}, x_{n, j}+\frac{j}{k}\right) \quad j=1, \cdots, k, \\
1 & \text { otherwise },\end{cases} \\
x_{0}^{\prime}(s) & := \begin{cases}0 & s \in\left(x_{j}+\frac{j-1}{k}, x_{j}+\frac{j}{k}\right) \quad j=1, \cdots, k, \\
1 & \text { otherwise },\end{cases}
\end{aligned}
$$

and define $\hat{h}_{n}:=h_{n} \circ x_{n}$ and

$$
\hat{h}(s):= \begin{cases}h\left(x_{j}\right) & s \in\left(x_{j}+\frac{j-1}{k}, x_{j}+\frac{j}{k}\right) \quad j=1, \cdots, k, \\ h^{-}\left(x_{0}(s)\right) & \text { otherwise. }\end{cases}
$$

Note that $\hat{h}_{n}(s)=h_{n}\left(x_{n, j}\right)$ for $s \in\left(x_{n, j}+\frac{j-1}{k}, x_{n, j}+\frac{j}{k}\right), j=1, \cdots, k$. Denote by $\widehat{\mathcal{R}}$ the open strip $(a, b+1) \times \mathbb{R}$ and set

$$
\widehat{\Omega}_{n}:=\left\{(s, y): a<s<b+1, y<\hat{h}_{n}(s)\right\}, \quad \widehat{\Omega}:=\{(s, y): a<s<b+1, y<\hat{h}(s)\}
$$

and

$$
\widehat{\Gamma}_{n}:=\partial \widehat{\Omega}_{n} \cap \widehat{\mathcal{R}}, \quad \widehat{\Gamma}:=\partial \widehat{\Omega} \cap \widehat{\mathcal{R}} .
$$

Then by construction and since $\varphi_{\delta}$ is independent of the $x$ variable it can be shown that

$$
\begin{align*}
\int_{\widehat{\Gamma}_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) & =\int_{\Gamma_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})+\frac{1}{k} \sum_{j=1}^{k} \varphi_{\delta}\left(h_{n}\left(x_{n, j}\right)\right) \\
\int_{\widehat{\Gamma}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) & =\int_{\widetilde{\Gamma}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{j=1}^{k} \int_{h\left(x_{j}\right)}^{h^{-}\left(x_{j}\right)} \varphi_{\delta}(y) d y  \tag{2.22}\\
& +\frac{1}{k} \sum_{j=1}^{k} \varphi_{\delta}\left(h\left(x_{j}\right)\right) .
\end{align*}
$$

By (2.21) we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{j=1}^{k} \varphi_{\delta}\left(h_{n}\left(x_{n, j}\right)\right)=\sum_{j=1}^{k} \varphi_{\delta}\left(h\left(x_{j}\right)\right) . \tag{2.23}
\end{equation*}
$$

It is not difficult to see that $\widehat{\Omega}_{n}$ and $\widehat{\Omega}$ are sets of finite perimeter in the open strip $\widehat{\mathcal{R}}$, that $\chi_{\widehat{\Omega}_{n}} \rightarrow \chi_{\widehat{\Omega}}$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$, and that

$$
D \chi_{\widehat{\Omega}_{n}} \stackrel{*}{\rightharpoonup} D \chi_{\widehat{\Omega}}
$$

weakly* in the sense of measures. Applying Reshetnyak's Lower Semicontinuity Theorem (as stated in Theorem 2.38 in [2] with $\mu_{n}:=D \chi_{\widehat{\Omega}_{n}}, \mu:=D \chi_{\widehat{\Omega}}$ and $\left.f(\mathbf{x}, \xi)=\varphi_{\delta}(y)|\xi|\right)$ we obtain

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{\widehat{\Gamma}_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) \geq \int_{\mathcal{F} \widehat{\Omega}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) \tag{2.24}
\end{equation*}
$$

where $\mathcal{F} \widehat{\Omega}$ denotes the reduced boundary of $\widehat{\Omega}$ in $\widehat{R}$ (see Def. 3.54 in [2]). Note that we have used the fact that

$$
\left|D \chi_{\widehat{\Omega}_{n}}\right|(\widehat{R})=\mathcal{H}^{1}\left\lfloor\widehat{\Gamma}_{n}, \quad\left|D \chi_{\widehat{\Omega}}\right|(\widehat{R})=\mathcal{H}^{1}\lfloor\mathcal{F} \widehat{\Omega},\right.
$$

as proved in Proposition 3.62 and Theorem 3.59 in [2]. It is well known that (see [13, Theorem 4.5.9 (5)]), up to a set of $\mathcal{H}^{1}$ measure zero, we have

$$
\begin{equation*}
\mathcal{F} \widehat{\Omega}=\left\{(s, y): a<s<b+1, \hat{h}^{-}(s) \leq y \leq \hat{h}^{+}(s)\right\}=\widehat{\Gamma}, \tag{2.25}
\end{equation*}
$$

where the functions $\hat{h}^{ \pm}$are defined as in (2.7)-(2.6) with $\hat{h}$ in place of $h$. Hence the inequality (2.24) is equivalent to

$$
\liminf _{n \rightarrow \infty} \int_{\widehat{\Gamma}_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) \geq \int_{\widehat{\Gamma}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})
$$

By (2.22) and (2.23) we have that

$$
\liminf _{n \rightarrow \infty} \int_{\Gamma_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) \geq \int_{\widetilde{\Gamma}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{x \in S^{(k)},} \int_{h(x)}^{h^{-}(x)} \varphi_{\delta}(y) d y
$$

If $S$ is infinite we now let $k \rightarrow \infty$ in the previous inequality to conclude that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{\Gamma_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) \geq \int_{\widetilde{\Gamma}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{x \in S} \int_{h(x)}^{h^{-}(x)} \varphi_{\delta}(y) d y \tag{2.26}
\end{equation*}
$$

Note that in view (2.20), by extracting a subsequence, if necessary, we may assume that the limit inferior in (2.26) is actually a limit.

It remains to study the bulk energy. Fix any $D \subset \subset \Omega$. Since the sequence $\mathbf{u}_{n}$ converges weakly to $\mathbf{u}$ in $H^{1}\left(D ; \mathbb{R}^{2}\right)$ we have that

$$
\mathbf{E}\left(\mathbf{u}_{n}\right) \rightharpoonup \mathbf{E}(\mathbf{u}) \text { in } L^{2}\left(D ; \mathbb{R}^{2 \times 2}\right)
$$

Hence

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \int_{\Omega_{n}} W\left(\mathbf{E}\left(\mathbf{u}_{n}\right)-\mathbf{E}_{\delta}\right) d \mathbf{x} & \geq \liminf _{n \rightarrow \infty} \int_{D} W\left(\mathbf{E}\left(\mathbf{u}_{n}\right)-\mathbf{E}_{\delta}\right) d \mathbf{x}  \tag{2.27}\\
& \geq \int_{D} W\left(\mathbf{E}(\mathbf{u})-\mathbf{E}_{\delta}\right) d \mathbf{x}
\end{align*}
$$

By letting $D \nearrow \Omega$ and recalling (2.20) and (2.26) (with the limit inferior replaced by a limit) we conclude that (2.19) holds.
Step 2: To prove the reverse inequality

$$
\begin{equation*}
\mathcal{F}_{\delta}(\mathbf{u}, \Omega) \geq \bar{F}_{\delta}(\mathbf{u}, \Omega), \tag{2.28}
\end{equation*}
$$

it is enough to construct a sequence $\left\{h_{n}\right\}$ of Lipschitz continuous functions such that $0 \leq h_{n} \leq h$,

$$
\begin{equation*}
\left(\mathbf{u}, \Omega_{n}\right) \rightarrow(\mathbf{u}, \Omega) \quad \text { and } \quad \lim _{n \rightarrow \infty} F_{\delta}\left(\mathbf{u}, \Omega_{n}\right)=\mathcal{F}_{\delta}(\mathbf{u}, \Omega), \tag{2.29}
\end{equation*}
$$

where $\Omega_{n}:=\Omega_{h_{n}}$.
Indeed, assume that (2.29) holds with $h_{n} \leq h$. Then by a standard slicing argument we fix $y_{0}<0$ such that $\mathbf{u}\left(\cdot, y_{0}\right) \in H^{1}\left((a, b) ; \mathbb{R}^{2}\right)$ and define

$$
\mathbf{u}_{n}(\mathbf{x}):= \begin{cases}\mathbf{u}\left(x, y-\varepsilon_{n}\right) & \text { if } y>y_{0}+\varepsilon_{n} \\ \mathbf{u}\left(x, y_{0}\right) & \text { if } y_{0}<y \leq y_{0}+\varepsilon_{n} \\ \mathbf{u}(x, y) & \text { if } y \leq y_{0}\end{cases}
$$

and

$$
\tilde{h}_{n}(x):=h_{n}(x)+\varepsilon_{n},
$$

where

$$
\varepsilon_{n}:=\frac{1}{b-a}\left(\left|\Omega^{+}\right|-\int_{a}^{b} h_{n}(x) d x\right) .
$$

Note that since $\left|\Omega_{n}^{+}\right| \rightarrow\left|\Omega^{+}\right|$we have that $\varepsilon_{n} \rightarrow 0$. Clearly $\left|\Omega_{\tilde{h}_{n}}^{+}\right|=\left|\Omega^{+}\right|,\left(\mathbf{u}_{n}, \Omega_{\tilde{h}_{n}}\right) \rightarrow(\mathbf{u}, \Omega)$ in $X$ and

$$
\lim _{n \rightarrow \infty} F_{\delta}\left(\mathbf{u}, \Omega_{n}\right)=\lim _{n \rightarrow \infty} F_{\delta}\left(\mathbf{u}_{n}, \Omega_{\tilde{h}_{n}}\right) .
$$

Hence (2.28) will follow from (2.29). The remaining of the proof is devoted to the construction of the sequence $\left\{h_{n}\right\}$.
Step 3: Assume first that

$$
\begin{equation*}
h^{-}=h . \tag{2.30}
\end{equation*}
$$

We denote by $h_{n}$ the Yosida transform of $h$ defined as in Lemma 2.7. It is easy to see that $0 \leq h_{n} \leq h_{n+1} \leq h$ and that $h_{n}$ is Lipschitz. Let $\Omega_{n}$ be the sets associated with $h_{n}$. We claim that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F_{\delta}\left(\mathbf{u}, \Omega_{n}\right)=\mathcal{F}_{\delta}(\mathbf{u}, \Omega) \tag{2.31}
\end{equation*}
$$

The convergence of the bulk energies of the approximating sequence follows immediately from Lebesgue Monotone Convergence Theorem. Thus it remains to prove the convergence of the surface energies.

From Lemma 2.7 and by (2.30) we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{H}^{1}\left(\Gamma_{n}\right)=\mathcal{H}^{1}(\Gamma)=\mathcal{H}^{1}(\widetilde{\Gamma}) \tag{2.32}
\end{equation*}
$$

Clearly $\Omega_{n}$ and $\Omega$ are sets of finite perimeter in the strip $\mathcal{R}=(a, b) \times \mathbb{R}$ and $\chi_{\Omega_{n}} \rightarrow \chi_{\Omega}$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$. As in (2.25), up to a set of $\mathcal{H}^{1}$ measure zero, we have

$$
\begin{equation*}
\mathcal{F} \Omega=\left\{(x, y): a<x<b, h^{-}(x) \leq y \leq h^{+}(x)\right\}=\Gamma . \tag{2.33}
\end{equation*}
$$

Therefore, by (2.33) and (2.32) we obtain

$$
\left|D \chi_{\Omega_{n}}\right|(\mathcal{R})=\mathcal{H}^{1}\left(\Gamma_{n}\right) \rightarrow\left|D \chi_{\Omega}\right|(\mathcal{R})=\mathcal{H}^{1}(\Gamma)
$$

Thus, arguing as in (2.24), we may apply Reshetnyak's Continuity Theorem (see Theorem 2.39 in [2]) to conclude that

$$
\lim _{n \rightarrow \infty} \int_{\Gamma_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})=\int_{\Gamma} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})
$$

Step 4: We consider next the case where the set $S$ defined in (2.17) is finite, say $S=\left\{x_{1}, \cdots, x_{k}\right\}$, where as before

$$
a=: x_{0}<x_{1}<\cdots<x_{k}<b=: x_{k+1} .
$$

We claim that there exists an increasing sequence of lower semicontinuous functions $h_{n}$ satisfying (2.30) such that $\mathbb{R}^{2} \backslash \Omega_{n} \rightarrow \mathbb{R}^{2} \backslash \Omega$ in the Hausdorff metric and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{F}_{\delta}\left(\mathbf{u}, \Omega_{n}\right)=\mathcal{F}_{\delta}(\mathbf{u}, \Omega) . \tag{2.34}
\end{equation*}
$$

To see this, let

$$
\epsilon_{0}:=\min \left\{\left|x_{j}-x_{j-1}\right|: j=1, \cdots, k+1\right\}>0
$$

and for $n \in \mathbb{N}$ define

$$
h_{n}(x):= \begin{cases}h\left(x_{j}\right) & x \in\left[x_{j}-\frac{\epsilon_{0}}{2 n}, x_{j}+\frac{\epsilon_{0}}{2 n}\right] \quad j=1, \cdots, k, \\ h(x) & \text { otherwise } .\end{cases}
$$

Since $h$ is lower semicontinuous, and by the definition of $S$ (see (2.17)), for all $n$ sufficiently large we have that $h_{n}$ is lower semicontinuous and

$$
0 \leq h_{n} \leq h_{n+1} \leq h,
$$

$h_{n} \rightarrow h$ pointwise and clearly $h_{n}^{-}=h_{n}$. It is easy to see that

$$
\begin{aligned}
\int_{\Gamma_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) & =\int_{\Gamma_{n} \cap \Gamma} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x}) \\
& +\sum_{j=1}^{k}\left(\int_{h\left(x_{j}\right)}^{h\left(x_{j}+\frac{\epsilon_{0}}{2 n}\right)} \varphi_{\delta}(y) d y+\int_{h\left(x_{j}\right)}^{h\left(x_{j}-\frac{\epsilon_{0}}{2 n}\right)} \varphi_{\delta}(y) d y\right) \\
& +\frac{\epsilon_{0}}{n} \sum_{j=1}^{k} \varphi_{\delta}\left(h\left(x_{j}\right)\right)
\end{aligned}
$$

Since $h\left(x_{j}+\frac{\epsilon_{0}}{2 n}\right) \rightarrow h\left(x_{j}^{+}\right), h\left(x_{j}-\frac{\epsilon_{0}}{2 n}\right) \rightarrow h\left(x_{j}^{-}\right)$for each $j=1, \cdots, k$, we obtain that

$$
\int_{h\left(x_{j}\right)}^{h\left(x_{j}+\frac{\epsilon_{0}}{2 n}\right)} \varphi_{\delta}(y) d y+\int_{h\left(x_{j}\right)}^{h\left(x_{j}-\frac{\epsilon_{0}}{2 n}\right)} \varphi_{\delta}(y) d y \rightarrow 2 \int_{h\left(x_{j}\right)}^{h^{-}\left(x_{j}\right)} \varphi_{\delta}(y) d y+\int_{h^{-}\left(x_{j}\right)}^{h^{+}\left(x_{j}\right)} \varphi_{\delta}(y) d y
$$

and thus also by the Lebesgue Monotone Convergence Theorem we obtain (2.34).
Step 5: Finally, if the set $S$ defined in (2.17) is denumerable then there exists an increasing sequence of lower semicontinuous functions $h_{n}$ satisfying the hypotheses of previous step such that $\mathbb{R}^{2} \backslash \Omega_{n} \rightarrow \mathbb{R}^{2} \backslash \Omega$ in the Hausdorff metric and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathcal{F}_{\delta}\left(\mathbf{u}, \Omega_{n}\right)=\mathcal{F}_{\delta}(\mathbf{u}, \Omega) . \tag{2.35}
\end{equation*}
$$

Indeed, for $x \in(a, b)$ and $n \in \mathbb{N}$ define

$$
h_{n}(x):=\min \left\{\max \left\{h^{-}(x)-\frac{1}{n}, 0\right\}, h(x)\right\} .
$$

Since $h$ is a function of finite pointwise variation, the set

$$
T_{n}:=\left\{x \in(a, b): h^{-}(x)-h(x) \geq \frac{1}{n}\right\}
$$

is finite. Note that $h_{n}$ is lower semicontinuous. Moreover, as $\left\{x \in(a, b): h_{n}^{-}(x) \neq h_{n}(x)\right\} \subset T_{n}$, the function $h_{n}$ satisfies the conditions of previous step. Clearly $h_{n} \nearrow h$ and

$$
\begin{aligned}
& \int_{\widetilde{\Gamma}_{n}} \varphi_{\delta}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{h_{n}(x) \neq h_{n}^{-}(x)} \int_{h_{n}(x)}^{h_{n}^{-}(x)} \varphi_{\delta}(y) d y \\
& =\int_{\widetilde{\Gamma}} \varphi_{\delta}\left(\max \left\{y-\frac{1}{n}, 0\right\}\right) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{x \in T_{n}} \int_{h(x)}^{h^{-}(x)-\frac{1}{n}} \varphi_{\delta}(y) d y
\end{aligned}
$$

and thus by the Lebesgue Dominated Convergence Theorem we easily get (2.35) .
Combining Step 3, Step 4, and Step 5, and using a standard diagonalization argument, we obtain (2.28) . This concludes the proof of the theorem.

We are now ready to study the $\Gamma$-convergence in $X$, under a volume constraint, of the family $\left\{F_{\delta}\right\}_{\delta>0}$ as $\delta \rightarrow 0^{+}$(for the definition and the properties of $\Gamma$-convergence see [5] and [11]). Observe that the pointwise limit of $\varphi_{\delta}$ is the function $\varphi_{0}$ defined in (1.5), which is not lower semicontinuous in the wetting regime $\gamma_{\text {film }}<\gamma_{\text {sub }}$. Hence in the $\Gamma$-limit we expect the surface energy density to be given by its lower semicontinuous envelope

$$
\tilde{\varphi}(y):= \begin{cases}\gamma_{\text {film }} & \text { if } y>0  \tag{2.36}\\ \min \left\{\gamma_{\text {film }}, \gamma_{\text {sub }}\right\} & \text { if } y=0 .\end{cases}
$$

Indeed we have the following:
Theorem 2.9 ( $\Gamma$-convergence) For all $(\mathbf{u}, \Omega) \in X$ set

$$
\begin{align*}
F_{\infty}(\mathbf{u}, \Omega):= & \int_{\Omega} W\left(\mathbf{E}(\mathbf{u})(\mathbf{x})-\mathbf{E}_{0}(y)\right) d \mathbf{x}+\min \left\{\gamma_{\text {film }}, \gamma_{\text {sub }}\right\} \mathcal{H}^{1}(\widetilde{\Gamma} \cap\{y=0\})  \tag{2.37}\\
& +\gamma_{\text {film }} \mathcal{H}^{1}(\widetilde{\Gamma} \backslash\{y=0\})+2 \gamma_{\text {film }} \sum_{x \in S}\left(h^{-}(x)-h(x)\right)
\end{align*}
$$

where $\mathbf{E}_{0}$ is defined in (1.2) and the sets $\widetilde{\Gamma}$ and $S$ are defined in (2.4) and (2.17), respectively. Then $F_{\infty}$ is the $\Gamma$-limit in $X$ as $\delta \rightarrow 0^{+}$of the family $\left\{F_{\delta}\right\}_{\delta>0}$, under volume constraint.

Proof. We divide the proof into two steps.
Step 1: We start by showing that for all sequences $\delta_{n} \searrow 0,\left(\mathbf{u}_{n}, \Omega_{n}\right) \rightarrow(\mathbf{u}, \Omega)$ in $X$ with $\left(\mathbf{u}_{n}, \Omega_{n}\right) \in X_{\text {Lip }}$ and $\left|\Omega_{n}^{+}\right|=\left|\Omega^{+}\right|$, we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} F_{\delta_{n}}\left(\mathbf{u}_{n}, \Omega_{n}\right) \geq F_{\infty}(\mathbf{u}, \Omega) \tag{2.38}
\end{equation*}
$$

Indeed by (1.8) and (1.9) it is clear that $\mathbf{E}_{\delta_{n}} \rightarrow \mathbf{E}_{0}$ in $L_{\text {loc }}^{2}\left(\mathbb{R}^{2} ; \mathbb{R}^{2 \times 2}\right)$ and thus, as in (2.27),

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{\Omega_{n}} W\left(\mathbf{E}\left(\mathbf{u}_{n}\right)-\mathbf{E}_{\delta_{n}}\right) d \mathbf{x} \geq \int_{\Omega} W\left(\mathbf{E}(\mathbf{u})-\mathbf{E}_{0}\right) d \mathbf{x} \tag{2.39}
\end{equation*}
$$

To treat the surface energy we distinguish two cases. If $\gamma_{\text {film }}>\gamma_{\text {sub }}$ then we fix $m \in \mathbb{N}$. Since for all $n \geq m$ we have that $\varphi_{\delta_{n}} \geq \varphi_{\delta_{m}}$ for $y \geq 0$, it follows that

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \int_{\Gamma_{n}} \varphi_{\delta_{n}}(y) d \mathcal{H}^{1}(\mathbf{x}) \geq \liminf _{n \rightarrow \infty} \int_{\Gamma_{n}} \varphi_{\delta_{m}}(y) d \mathcal{H}^{1}(\mathbf{x}) \\
& \geq \int_{\widetilde{\Gamma}} \varphi_{\delta_{m}}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{x \in S} \int_{h(x)}^{h^{-}(x)} \varphi_{\delta_{m}}(y) d y
\end{aligned}
$$

where the last inequality can be proved as in (2.26) . As $\varphi_{\delta_{m}} \nearrow \tilde{\varphi}$, by letting $m \rightarrow \infty$ and using the Lebesgue Monotone Convergence Theorem we conclude that

$$
\liminf _{n \rightarrow \infty} \int_{\Gamma_{n}} \varphi_{\delta_{n}}(y) d \mathcal{H}^{1}(\mathbf{x}) \geq \int_{\tilde{\Gamma}} \tilde{\varphi}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{x \in S} \int_{h(x)}^{h^{-}(x)} \tilde{\varphi}(y) d y
$$

which, together with (2.36) and (2.39), yields (2.38).
The case $\gamma_{\text {film }} \leq \gamma_{\text {sub }}$ is simpler, since by definition we have that $\varphi_{\delta_{n}} \geq \gamma_{\text {film }}$.
Step 2: In view of the previous theorem, in order to prove the estimate from above it is enough to show that for all sequences $\delta_{n} \searrow 0$ and for all $(\mathbf{u}, \Omega)$ in $X$ there exists $\left(\mathbf{u}_{n}, \Omega_{n}\right) \rightarrow(\mathbf{u}, \Omega)$ in $X$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \bar{F}_{\delta_{n}}\left(\mathbf{u}_{n}, \Omega_{n}\right) \leq F_{\infty}(\mathbf{u}, \Omega) \tag{2.40}
\end{equation*}
$$

where the functionals $\bar{F}_{\delta_{n}}$ are the relaxed functionals given by (2.18).
Fix a sequence $\delta_{n} \searrow 0$ and $(\mathbf{u}, \Omega) \in X$. If $\gamma_{\text {film }}<\gamma_{\text {sub }}$ then construct $\varepsilon_{n} \searrow 0$ such that

$$
\begin{equation*}
\varphi_{\delta_{n}}\left(y+\varepsilon_{n}\right) \rightarrow \tilde{\varphi}(y)=\gamma_{\mathrm{film}} \tag{2.41}
\end{equation*}
$$

for all $y \geq 0$. It is well-known that $\mathcal{L}^{1}$-a.e. $y<0$ the function $\mathbf{u}(\cdot, y) \in H^{1}\left((a, b) ; \mathbb{R}^{2}\right)$. Let $y_{0}$ be any such $y$ and define

$$
\mathbf{u}_{n}(\mathbf{x}):= \begin{cases}\mathbf{u}\left(x, y-\varepsilon_{n}\right) & \text { if } y>y_{0}+\varepsilon_{n}, \\ \mathbf{u}\left(x, y_{0}\right) & \text { if } y_{0}<y \leq y_{0}+\varepsilon_{n}, \\ \mathbf{u}(x, y) & \text { if } y \leq y_{0},\end{cases}
$$

and

$$
h_{n}(x):=\min \left\{h(x)+\varepsilon_{n}, t_{n}\right\}
$$

where $t_{n}>0$ is chosen so that $\left|\Omega_{n}^{+}\right|=d$. Since $\varepsilon_{n} \rightarrow 0$ it follows that $t_{n} \rightarrow \sup h$ and, in turn, by (2.41)

$$
\begin{equation*}
\varphi_{\delta_{n}}\left(\min \left\{y+\varepsilon_{n}, t_{n}\right\}\right) \rightarrow \gamma_{\mathrm{film}} \tag{2.42}
\end{equation*}
$$

for all $0 \leq y \leq \sup h$. Clearly

$$
\begin{equation*}
\int_{\Omega_{n}} W\left(\mathbf{E}\left(\mathbf{u}_{n}\right)-\mathbf{E}_{\delta_{n}}\right) d \mathbf{x} \rightarrow \int_{\Omega} W\left(\mathbf{E}(\mathbf{u})-\mathbf{E}_{0}\right) d \mathbf{x} \tag{2.43}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
& \int_{\widetilde{\Gamma}_{n}} \varphi_{\delta_{n}}(y) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{h_{n}(x) \neq h_{n}^{-}(x)} \int_{h_{n}(x)}^{h_{n}^{-}(x)} \varphi_{\delta_{n}}(y) d y \\
& \leq \int_{\widetilde{\Gamma}} \varphi_{\delta_{n}}\left(\min \left\{y+\varepsilon_{n}, t_{n}\right\}\right) d \mathcal{H}^{1}(\mathbf{x})+2 \sum_{x \in S} \int_{h(x)}^{h^{-}(x)} \varphi_{\delta_{n}}\left(\min \left\{y+\varepsilon_{n}, t_{n}\right\}\right) d y=: A_{n} . \tag{2.44}
\end{align*}
$$

Note that by (2.42), (2.36), and the Dominated Convergence Theorem we have

$$
\begin{equation*}
A_{n} \rightarrow \gamma_{\mathrm{film}} \mathcal{H}^{1}(\widetilde{\Gamma})+2 \gamma_{\mathrm{film}} \sum_{x \in S}\left(h^{-}(x)-h(x)\right) . \tag{2.45}
\end{equation*}
$$

Hence (2.40) follows from (2.43), (2.44), and (2.45) .
The case $\gamma_{\text {film }} \geq \gamma_{\text {sub }}$ is simpler, since it is enough to take by $\mathbf{u}_{n}:=\mathbf{u}$ and $\Omega_{n}=\Omega$.
The following compactness result is an easy consequence of Proposition 2.2.

Proposition 2.10 Let $\left\{\left(\mathbf{u}_{n}, \Omega_{n}\right)\right\} \subset X$ and assume that

$$
\begin{equation*}
\sup _{n}\left(F_{\infty}\left(\mathbf{u}_{n}, \Omega_{n}\right)+\left|\Omega_{n}^{+}\right|\right)<\infty . \tag{2.46}
\end{equation*}
$$

Then there exist a subsequence $\left\{\left(\mathbf{u}_{n_{k}}, \Omega_{n_{k}}\right)\right\}$, infinitesimal rigid motions $\mathbf{v}_{k}$, and $(\mathbf{u}, \Omega) \in X$ such that

$$
\left(\mathbf{u}_{n_{k}}+\mathbf{v}_{k}, \Omega_{n_{k}}\right) \rightarrow(\mathbf{u}, \Omega) \quad \text { in } X .
$$

Proof. It is enough to observe that (2.46) implies

$$
\sup _{n}\left(\int_{\Omega_{n}}\left|\mathbf{E}\left(\mathbf{u}_{n}\right)\right|^{2} d \mathbf{x}+\mathcal{H}^{1}\left(\Gamma_{n}\right)+\left|\Omega_{n}^{+}\right|\right)<\infty
$$

and so we can proceed as in the proof of Proposition 2.2.
By the previous proposition, Lemma 2.5, and the sequential lower semicontinuity of $F_{\infty}$ we obtain immediately:

Corollary 2.11 For every $d>0$ the minimization problem

$$
\min \left\{F_{\infty}(\mathbf{u}, \Omega):(\mathbf{u}, \Omega) \in X, \quad\left|\Omega^{+}\right|=d\right\}
$$

admits a solution.

## 3 Regularity of local minimizers

In this section we study the regularity of minimizers of the limiting problem away from cusp points and cuts in the wetting regime $\gamma_{\text {film }}<\gamma_{\text {sub }}$. We recall that in this case the energy is given by

$$
\begin{equation*}
F_{\infty}(\mathbf{u}, \Omega)=\int_{\Omega} W\left(\mathbf{E}(\mathbf{u})-\mathbf{E}_{0}\right) d \mathbf{x}+\gamma_{\mathrm{film}} \mathcal{H}^{1}(\widetilde{\Gamma})+2 \gamma_{\mathrm{film}} \sum_{x \in S}\left(h^{-}(x)-h(x)\right) \tag{3.1}
\end{equation*}
$$

for all $(\mathbf{u}, \Omega) \in X$ (see (2.8)), where $\widetilde{\Gamma}$ and $S$ are the sets defined in (2.4) and (2.17), respectively.
We say that $(\mathbf{u}, \Omega) \in X$ is a $\delta$-local minimizer for the functional $F_{\infty}$ if $F_{\infty}(\mathbf{u}, \Omega)<\infty$ and there exists $\delta>0$ such that

$$
F_{\infty}(\mathbf{u}, \Omega) \leq F_{\infty}\left(\mathbf{v}, \Omega_{g}\right)
$$

for all $\left(\mathbf{v}, \Omega_{g}\right) \in X$ satisfying

$$
\begin{equation*}
\left|\Omega_{g}^{+}\right|=\left|\Omega^{+}\right| \quad \text { and } \quad\left|\Omega_{g} \Delta \Omega\right| \leq \delta \tag{3.2}
\end{equation*}
$$

Note that if $h$ and $g$ are the profile functions associated with $\Omega$ and $\Omega_{g}$, respectively, then condition (3.2) is equivalent to

$$
\int_{a}^{b} g(x) d x=\int_{a}^{b} h(x) d x \quad \text { and } \quad \int_{a}^{b}|h(x)-g(x)| d x \leq \delta .
$$

In order to study the regularity of $(\mathbf{u}, \Omega)$ it is convenient to replace the volume constraint with a suitable volume penalization. This is made precise in the following proposition.

Proposition 3.1 Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$ and let $d:=\left|\Omega^{+}\right|$. Then there exists $\ell_{0}>0$ such that

$$
\begin{equation*}
F_{\infty}(\mathbf{u}, \Omega)=\min \left\{F_{\infty}\left(\mathbf{v}, \Omega_{g}\right)+\ell\left|d-\left|\Omega_{g}^{+}\right|\right|: \quad\left(\mathbf{v}, \Omega_{g}\right) \in X,\left|\Omega_{g} \Delta \Omega\right| \leq \frac{\delta}{2}\right\} \tag{3.3}
\end{equation*}
$$

for all $\ell \geq \ell_{0}$.

In order to prove the proposition we need the following lemma about the structure of superlevel sets of lower semicontinuous functions with finite pointwise variation.

Lemma 3.2 For $d>0$ set $\tau_{0}:=\frac{d}{4(b-a)}$ and fix $M_{1}>0$. Then there exists a constant $r_{0}=$ $r_{0}\left(d, M_{1}\right)>0$ with the following property: For every lower semicontinuous function $g:[a, b] \rightarrow$ $[0,+\infty)$ such that

$$
\frac{d}{2} \leq \int_{a}^{b} g(x) d x \leq \frac{3}{2} d \quad \text { and } \quad \mathcal{H}^{1}\left(\Gamma_{g}\right) \leq M_{1}
$$

the open set $\left\{x \in(a, b): g(x)>\tau_{0}\right\}$ contains at least one connected component, say $\left(a^{\prime}, b^{\prime}\right)$, such that $b^{\prime}-a^{\prime} \geq r_{0}$.

Proof. Assume by contradiction that there exists a sequence of lower semicontinuous functions $g_{n}:[a, b] \rightarrow[0,+\infty)$, with

$$
\begin{equation*}
\frac{d}{2} \leq \int_{a}^{b} g_{n}(x) d x \leq \frac{3}{2} d \quad \text { and } \quad \mathcal{H}^{1}\left(\Gamma_{g_{n}}\right) \leq M_{1} \tag{3.4}
\end{equation*}
$$

such that

$$
\begin{equation*}
|I| \leq \frac{1}{n} \quad \text { for every interval } I \subset\left\{x \in(a, b): g_{n}(x)>\tau_{0}\right\} \tag{3.5}
\end{equation*}
$$

Note that (3.4) implies the existence of a constant $M_{2}>0$ such that

$$
\begin{equation*}
\left\|g_{n}\right\|_{\infty} \leq M_{2} \quad \text { for every } n \tag{3.6}
\end{equation*}
$$

Set $\tau_{1}:=\frac{3}{8} \frac{d}{(b-a)}$ and consider the family $I_{1}^{n}, \ldots, I_{k_{n}}^{n}$ of all connected components of $\{x \in(a, b)$ : $\left.g_{n}(x)>\tau_{0}\right\}$ having nonempty intersection with $\left\{x \in(a, b): g_{n}(x)>\tau_{1}\right\}$. Since, by definition, we have $\mathcal{H}^{1}\left(\Gamma_{g_{n}} \cap\left(\overline{I_{j}^{n}} \times \mathbb{R}\right)\right)>2\left(\tau_{1}-\tau_{0}\right)$, summing over $j=1, \ldots, k_{n}$ we obtain

$$
2 M_{1} \geq 2 \mathcal{H}^{1}\left(\Gamma_{g_{n}}\right) \geq \sum_{j=1}^{k_{n}} \mathcal{H}^{1}\left(\Gamma_{g_{n}} \cap\left(\overline{I_{j}^{n}} \times \mathbb{R}\right)\right) \geq 2 k_{n}\left(\tau_{1}-\tau_{0}\right)
$$

which implies

$$
\begin{equation*}
k_{n} \leq \frac{M_{1}}{\tau_{1}-\tau_{0}} \tag{3.7}
\end{equation*}
$$

By (3.5), (3.6), and (3.7) we deduce that

$$
\int_{\left\{g_{n}>\tau_{1}\right\}} g_{n} d x \leq \sum_{j=1}^{k_{n}} \int_{I_{j}^{n}} g_{n} d x \leq\left\|g_{n}\right\|_{\infty} \sum_{j=1}^{k_{n}}\left|I_{j}^{n}\right| \leq \frac{M_{1} M_{2}}{n\left(\tau_{1}-\tau_{0}\right)} \rightarrow 0
$$

Therefore, using also the definition of $\tau_{1}$, we have

$$
\frac{d}{2} \leq \limsup _{n \rightarrow \infty} \int_{a}^{b} g_{n}(x) d x=\limsup _{n \rightarrow \infty} \int_{\left\{g_{n} \leq \tau_{1}\right\}} g_{n} d x \leq \tau_{1}(b-a)=\frac{3}{8} d
$$

which is a contradiction and concludes the proof of the lemma.
Proof of Proposition 3.1. Arguing as in the previous section (see Corollary 2.11), for any $\ell$ the minimization problem defined on the right-hand side of (3.3) admits a solution $\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right) \in X$ with

$$
\begin{equation*}
\left|d-\left|\Omega_{g_{\ell}}^{+}\right|\right| \leq \frac{\delta}{2} . \tag{3.8}
\end{equation*}
$$

From the minimality of $\mathbf{v}_{\ell}$ we have

$$
\begin{equation*}
\ell\left|d-\left|\Omega_{g_{\ell}}^{+}\right|\right| \leq F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)+\ell\left|d-\left|\Omega_{g_{\ell}}^{+}\right|\right| \leq F_{\infty}(\mathbf{u}, \Omega) \tag{3.9}
\end{equation*}
$$

Setting

$$
\begin{equation*}
\ell^{\prime}:=\frac{2 F_{\infty}(\mathbf{u}, \Omega)}{\min \{d, \delta\}} \quad \text { and } \quad M_{1}:=\frac{F_{\infty}(\mathbf{u}, \Omega)}{\gamma_{\mathrm{film}}} \tag{3.10}
\end{equation*}
$$

(3.9) and (3.10) immediately yield

$$
\begin{equation*}
\frac{d}{2} \leq \int_{a}^{b} g_{\ell}(x) d x \leq \frac{3}{2} d, \quad \text { and } \quad \mathcal{H}^{1}\left(\Gamma_{g_{\ell}}\right) \leq M_{1} \tag{3.11}
\end{equation*}
$$

for $\ell \geq \ell^{\prime}$.
Note that (3.3) holds if we show that

$$
\begin{equation*}
\left|\Omega_{g_{\ell}}^{+}\right|=d \tag{3.12}
\end{equation*}
$$

for all $\ell$ sufficiently large. We divide the proof of this fact into two steps.
Step 1: We claim that there exists $\ell_{0}>0$ such that

$$
\begin{equation*}
\left|\Omega_{g_{\ell}}^{+}\right| \geq d \quad \text { for } \ell \geq \ell_{0} \tag{3.13}
\end{equation*}
$$

We assume that

$$
\left|\Omega_{g_{\ell}}^{+}\right|<d
$$

for some $\ell>\ell^{\prime}$ (see (3.10) ) and we will prove that this inequality leads to a contradiction if $\ell$ is large enough.

Let $\tau_{0}$ and $r_{0}$ be as in Lemma 3.2. Then by (3.11) and Lemma 3.2 there exists a connected component $I_{\ell}$ of the open set $\left\{x \in(a, b): g_{\ell}(x)>\tau_{0}\right\}$ such that

$$
\begin{equation*}
\left|I_{\ell}\right| \geq r_{0} \tag{3.14}
\end{equation*}
$$

For every $\tau \in\left[\tau_{0} / 2, \tau_{0}\right]$ let $\left(a_{\ell \tau}, b_{\ell \tau}\right)$ be the connected component of $\left\{x \in(a, b): g_{\ell}(x)>\tau\right\}$ containing the interval $I_{\ell}$ (in particular, $I_{\ell}=\left(a_{\ell \tau_{0}}, b_{\ell \tau_{0}}\right)$ ). Note that for $0 \leq \tau_{1}<\tau_{2} \leq \tau_{0}$ we have $\left(a_{\ell \tau_{2}}, b_{\ell \tau_{2}}\right) \subset\left(a_{\ell \tau_{1}}, b_{\ell \tau_{1}}\right)$. It easily follows that the set

$$
T_{\ell}:=\left\{(x, \tau) \in(a, b) \times \mathbb{R}: \tau \in\left[\frac{\tau_{0}}{2}, \tau_{0}\right), x \in\left(a_{\ell \tau}, b_{\ell \tau}\right)\right\} \cup\left(\left(a_{\ell \frac{\tau_{0}}{2}}, b_{\ell \frac{\tau_{0}}{2}}\right) \times\left(0, \frac{\tau_{0}}{2}\right)\right)
$$

is a generalized trapezoid, as defined in the Appendix, with parallel sides $s_{1 \ell}, s_{2 \ell}$ of length $l_{1 \ell}:=\left|I_{\ell}\right|$, $l_{2 \ell}:=b_{\ell \frac{\tau_{0}}{2}}-a_{\ell \frac{\tau_{0}}{2}}$ respectively, and height $\tau_{0}$. Note that the non-degeneracy condition (4.7) is satisfied with $\alpha=\frac{\pi}{2}$ and $r_{1 \ell}=\min \left\{\frac{\tau_{0}}{2}, l_{2 \ell}\right\}$. Moreover, taking into account (3.14) we have,
$m_{1}:=\frac{1}{2(b-a)} \min \left\{\tau_{0}, r_{0}\right\} \leq \min \left\{\frac{l_{1 \ell}}{l_{2 \ell}}, \frac{r_{1 \ell}}{l_{2 \ell}}, \frac{\tau_{0}}{l_{2 \ell}}\right\} \leq \max \left\{\frac{l_{1 \ell}}{l_{2 \ell}}, \frac{r_{1 \ell}}{l_{2 \ell}}, \frac{\tau_{0}}{l_{2 \ell}}\right\} \leq \frac{1}{r_{0}} \max \left\{\tau_{0}, r_{0}\right\}=: m_{2}$.
Denoting by $\mathbf{c}_{\ell}$ the center of $T_{\ell}$ (see the Appendix for its the definition) and by $B_{\ell}$ the ball centered at $\mathbf{c}_{\ell}$ with radius $m_{1} l_{2 \ell} / 2$, it follows from Theorem 4.3 (see also Corollary 4.5) and from (1.4) that there exist positive constants $c_{1}, c_{2}$ independent of $\ell \geq \ell^{\prime}$ such that

$$
\begin{equation*}
\int_{T_{\ell}}\left|\nabla \mathbf{z}_{\ell}\right|^{2} d \mathbf{x} \leq c_{1} \int_{T_{\ell}} W\left(\mathbf{E}\left(\mathbf{z}_{\ell}\right)\right) d \mathbf{x} \leq c_{2}\left(\int_{T_{\ell}} W\left(\mathbf{E}\left(\mathbf{z}_{\ell}\right)-\mathbf{E}_{0}\right) d \mathbf{x}+1\right) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{z}_{\ell}(\mathbf{x}):=\mathbf{v}_{\ell}(\mathbf{x})+\mathbf{A}_{\ell} \mathbf{x} \tag{3.16}
\end{equation*}
$$

with

$$
\mathbf{A}_{\ell}:=\frac{1}{\left|B_{\ell}\right|} \int_{B_{\ell}}\left(\left(\nabla \mathbf{v}_{\ell}\right)^{T}-\nabla \mathbf{v}_{\ell}\right) d \mathbf{x} .
$$

Using (3.15) , (3.9), and the fact that $\mathbf{E}\left(\mathbf{z}_{\ell}\right)=\mathbf{E}\left(\mathbf{v}_{\ell}\right)$ we obtain

$$
\begin{equation*}
\int_{T_{\ell}}\left|\nabla \mathbf{z}_{\ell}\right|^{2} d \mathbf{x} \leq c_{2}\left(F_{\infty}(\mathbf{u}, \Omega)+1\right) \quad \text { for } \ell \geq \ell^{\prime} \tag{3.17}
\end{equation*}
$$

Define

$$
\begin{equation*}
\eta_{\ell}:=\frac{d-\left|\Omega_{g_{\ell}}^{+}\right|}{r_{0}} \tag{3.18}
\end{equation*}
$$

and divide the interval $\left[\tau_{0} / 2, \tau_{0}\right]$ in $k_{\ell}$ intervals with length between $\eta_{\ell}$ and $2 \eta_{\ell}$, where

$$
\begin{equation*}
k_{\ell}:=\left[\frac{\tau_{0}}{2 \eta_{\ell}}\right] \tag{3.19}
\end{equation*}
$$

From (3.17) it is clear that at least one of these intervals, say $\left(\tau_{\ell}^{\prime}, \tau_{\ell}^{\prime \prime}\right)$, satisfies

$$
\begin{equation*}
\int_{\left(a_{\ell \tau_{\ell}^{\prime \prime}}, b_{\ell \tau_{\ell}^{\prime \prime}}\right) \times\left(\tau_{\ell}^{\prime}, \tau_{\ell}^{\prime \prime}\right)}\left|\nabla \mathbf{z}_{\ell}\right|^{2} d \mathbf{x} \leq \int_{T_{\ell} \cap\left((a, b) \times\left(\tau_{\ell}^{\prime}, \tau_{\ell}^{\prime \prime}\right)\right)}\left|\nabla \mathbf{z}_{\ell}\right|^{2} d \mathbf{x} \leq \frac{c_{2}}{k_{\ell}}\left(F_{\infty}(\mathbf{u}, \Omega)+1\right) \tag{3.20}
\end{equation*}
$$

For simplicity, from now on we write $\left(a_{\ell}, b_{\ell}\right)$ in place of $\left(a_{\ell \tau_{\ell}^{\prime \prime}}, b_{\ell \tau_{\ell}^{\prime \prime}}\right)$. We define

$$
h_{\ell}(x):= \begin{cases}g_{\ell}(x) & \text { if } x \in(a, b) \backslash\left(a_{\ell}, b_{\ell}\right) \\ g_{\ell}(x)+\bar{\eta}_{\ell} & \text { if } x \in\left(a_{\ell}, b_{\ell}\right)\end{cases}
$$

where

$$
\begin{equation*}
\bar{\eta}_{\ell}:=\frac{d-\left|\Omega_{g_{\ell}}^{+}\right|}{b_{\ell}-a_{\ell}} \leq \eta_{\ell} \tag{3.21}
\end{equation*}
$$

and

$$
\mathbf{w}_{\ell}(x, y):= \begin{cases}\mathbf{z}_{\ell}(x, y) & \text { if } x \in(a, b) \backslash\left(a_{\ell}, b_{\ell}\right) \text { or } y<\tau_{\ell}^{\prime \prime} \\ \hat{\mathbf{z}}_{\ell}(x, y) & \text { if } x \in\left(a_{\ell}, b_{\ell}\right) \text { and } \tau_{\ell}^{\prime \prime}<y<\tau_{\ell}^{\prime \prime}+\frac{\bar{\eta}_{\ell}}{2} \\ \mathbf{z}_{\ell}\left(x, y-\bar{\eta}_{\ell}\right) & \text { if } x \in\left(a_{\ell}, b_{\ell}\right) \text { and } \tau_{\ell}^{\prime \prime}+\frac{\bar{\eta}_{\ell}}{2}<y<h_{\ell}(x),\end{cases}
$$

where

$$
\hat{\mathbf{z}}_{\ell}(x, y):=\mathbf{z}_{\ell}\left(x, 2 \tau_{\ell}^{\prime \prime}-y\right) .
$$

By construction $\int_{a}^{b} h_{\ell}(x) d x=d$. Moreover, using (3.8) we have

$$
\int_{a}^{b}\left|h(x)-h_{\ell}(x)\right| d x \leq \int_{a}^{b}\left|h(x)-g_{\ell}(x)\right| d x+\bar{\eta}_{\ell}\left(b_{\ell}-a_{\ell}\right) \leq \frac{\delta}{2}+d-\left|\Omega_{g_{\ell}}^{+}\right| \leq \delta
$$

for $\ell \geq \ell^{\prime}$. Since $(\mathbf{u}, \Omega)$ is $\delta$-local minimizer it follows that

$$
\begin{equation*}
F_{\infty}(\mathbf{u}, \Omega) \leq F_{\infty}\left(\mathbf{w}_{\ell}, \Omega_{h_{\ell}}\right) \tag{3.22}
\end{equation*}
$$

By (1.3) there exists a constant $c_{3}>0$ independent of $\ell$ such that

$$
\begin{equation*}
W\left(\mathbf{E}\left(\mathbf{z}_{\ell}\right)-\mathbf{E}_{0}\right) \leq c_{3}\left(\left|\nabla \mathbf{z}_{\ell}\right|^{2}+1\right) \quad \text { in }\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime}, \tau_{\ell}^{\prime \prime}\right) \tag{3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
W\left(\mathbf{E}\left(\hat{\mathbf{z}}_{\ell}\right)-\mathbf{E}_{0}\right) \leq c_{3}\left(\left|\nabla \hat{\mathbf{z}}_{\ell}\right|^{2}+1\right) \quad \text { in }\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime \prime}, \tau_{\ell}^{\prime \prime}+\frac{\bar{\eta}_{\ell}}{2}\right), . \tag{3.24}
\end{equation*}
$$

Using (3.20), (3.23), and (3.24) we easily obtain

$$
\begin{equation*}
\int_{\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime}, \tau_{\ell}^{\prime \prime}\right)} W\left(\mathbf{E}\left(\mathbf{z}_{\ell}\right)-\mathbf{E}_{0}\right) d \mathbf{x} \leq c_{3} \int_{\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime}, \tau_{\ell}^{\prime \prime}\right)}\left(\left|\nabla \mathbf{z}_{\ell}\right|^{2}+1\right) d \mathbf{x} \leq \frac{c_{4}}{k_{\ell}}\left(F_{\infty}(\mathbf{u}, \Omega)+1\right) \tag{3.25}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime \prime}, \tau_{\ell}^{\prime \prime}+\frac{\bar{\pi}_{\ell}}{2}\right)} W\left(\mathbf{E}\left(\hat{\mathbf{z}}_{\ell}\right)-\mathbf{E}_{0}\right) d \mathbf{x} & \leq c_{3} \int_{\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime \prime}, \tau_{\ell}^{\prime \prime}+\frac{\bar{\pi}_{\ell}}{2}\right)}\left(\left|\nabla \hat{\mathbf{z}}_{\ell}\right|^{2}+1\right) d \mathbf{x}  \tag{3.26}\\
& \leq \frac{c_{4}}{k_{\ell}}\left(F_{\infty}(\mathbf{u}, \Omega)+1\right)
\end{align*}
$$

for a suitable constant $c_{4}>0$ still independent of $\ell \geq \ell^{\prime}$. Note that, setting

$$
\ell^{\prime \prime}:=\max \left\{\frac{4 F_{\infty}(\mathbf{u}, \Omega)}{\tau_{0} r_{0}}, \ell^{\prime}\right\}
$$

by (3.9) and (3.21) we have $2 /\left(\tau_{0}-2 \eta_{\ell}\right) \leq 4 / \tau_{0}$ for $\ell \geq \ell^{\prime \prime}$, which, by (3.19), implies

$$
\frac{1}{k_{\ell}} \leq \frac{2 \eta_{\ell}}{\tau_{0}-2 \eta_{\ell}}=\frac{d-\left|\Omega_{g_{\ell}}^{+}\right|}{r_{0}} \frac{2}{\tau_{0}-2 \eta_{\ell}} \leq \frac{4\left(d-\left|\Omega_{g_{\ell}}^{+}\right|\right)}{r_{0} \tau_{0}}
$$

Using also (3.18), (3.21), (3.25), (3.26), and the fact that $F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)=F_{\infty}\left(\mathbf{z}_{\ell}, \Omega_{g_{\ell}}\right)$ (see (3.16)), for $\ell \geq \ell^{\prime \prime}$ we deduce that

$$
\begin{aligned}
F_{\infty}\left(\mathbf{w}_{\ell}, \Omega_{h_{\ell}}\right)= & F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)+\int_{\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime \prime}, \tau_{\ell}^{\prime \prime}+\frac{\bar{\sigma}_{\ell}}{2}\right)} W\left(\mathbf{E}\left(\hat{\mathbf{z}}_{\ell}\right)-\mathbf{E}_{0}\right) d \mathbf{x} \\
& +\int_{\left(a_{\ell}, b_{\ell}\right) \times\left(\tau_{\ell}^{\prime}, \tau_{\ell}^{\prime}+\frac{\bar{\eta}_{\ell}}{2}\right)} W\left(\mathbf{E}\left(\mathbf{z}_{\ell}\right)-\mathbf{E}_{0}\right) d \mathbf{x}+2 \gamma_{\mathrm{film}} \bar{\eta}_{\ell} \\
\leq & F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)+\frac{2 c_{4}}{k_{\ell}}\left(F_{\infty}(\mathbf{u}, \Omega)+1\right)+2 \gamma_{\mathrm{film}} \eta_{\ell} \\
\leq & F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)+\frac{d-\left|\Omega_{g_{\ell}}^{+}\right|}{r_{0}}\left(\frac{8 c_{4}}{\tau_{0}}\left(F_{\infty}(\mathbf{u}, \Omega)+1\right)+2 \gamma_{\text {film }}\right) .
\end{aligned}
$$

Thus, if

$$
\begin{equation*}
\ell \geq \ell_{0}:=\max \left\{\frac{1}{r_{0}}\left(\frac{8 c_{4}}{\tau_{0}}\left(F_{\infty}(\mathbf{u}, \Omega)+1\right)+2 \gamma_{\mathrm{film}}\right), \ell^{\prime \prime}\right\}+1 \tag{3.27}
\end{equation*}
$$

and recalling (3.9), then it follows that

$$
F_{\infty}\left(\mathbf{w}_{\ell}, \Omega_{h_{\ell}}\right)<F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)+\ell\left(d-\left|\Omega_{g_{\ell}}^{+}\right|\right) \leq F_{\infty}(\mathbf{u}, \Omega),
$$

which contradicts (3.22). This shows that (3.13) holds if $\ell \geq \ell_{0}$.
Step 2: To show (3.12), by the previous step, it suffices to exclude the case

$$
\begin{equation*}
\left|\Omega_{g_{\ell}}^{+}\right|>d \tag{3.28}
\end{equation*}
$$

when $\ell>\ell_{0}\left(\right.$ see (3.27) ). If (3.28) holds then we can find $t_{\ell}>0$ such that $\left|\Omega_{h_{\ell}}^{+}\right|=d$, where

$$
h_{\ell}:=\min \left\{g_{\ell}, t_{\ell}\right\} .
$$

Note that if $\ell>\ell_{0}$, by (3.8) we have

$$
\begin{aligned}
\int_{a}^{b}\left|h(x)-h_{\ell}(x)\right| d x & \leq \int_{a}^{b}\left|h(x)-g_{\ell}(x)\right| d x+\int_{a}^{b}\left(g_{\ell}(x)-h_{\ell}(x)\right) d x \\
& \leq \frac{\delta}{2}+\left|\Omega_{g_{\ell}}^{+}\right|-d \leq \delta
\end{aligned}
$$

Hence the pair ( $\mathbf{v}_{\ell}, \Omega_{h_{\ell}}$ ) is admissible for the volume constrained minimization problem. On the other hand

$$
\begin{aligned}
\gamma_{\mathrm{film}} \mathcal{H}^{1}\left(\widetilde{\Gamma}_{h_{\ell}}\right) & +2 \gamma_{\mathrm{film}} \sum_{h_{\ell}(x) \neq h_{\ell}^{-}(x)}\left(h_{\ell}^{-}(x)-h_{\ell}(x)\right) \\
& <\gamma_{\mathrm{film}} \mathcal{H}^{1}\left(\widetilde{\Gamma}_{g_{\ell}}\right)+2 \gamma_{\mathrm{film}} \sum_{g_{\ell}(x) \neq g_{\ell}^{-}(x)}\left(g_{\ell}^{-}(x)-g_{\ell}(x)\right)
\end{aligned}
$$

which implies, taking into account also (3.9),

$$
F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{h_{\ell}}\right)<F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)<F_{\infty}\left(\mathbf{v}_{\ell}, \Omega_{g_{\ell}}\right)+\ell\left(\left|\Omega_{g_{\ell}}^{+}\right|-d\right) \leq F_{\infty}(\mathbf{u}, \Omega)
$$

The last chain of inequalities contradicts the local minimality of $(\mathbf{u}, \Omega)$ and concludes the proof of the proposition.

Following an idea of Chambolle and Larsen in [7] we begin by establishing an internal sphere condition.

Proposition 3.3 (Internal sphere) Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$. Then, for every $\mathbf{z}_{0} \in \bar{\Gamma}$ there exists an open ball $B\left(\mathbf{x}_{0}, \rho_{0}\right)$, with $\rho_{0}$ independent of $\mathbf{z}_{0}$ and with $B\left(\mathbf{x}_{0}, \rho_{0}\right) \cap((a, b) \times \mathbb{R}) \subset \Omega$, such that

$$
\partial B\left(\mathbf{x}_{0}, \rho_{0}\right) \cap \bar{\Gamma}=\left\{\mathbf{z}_{0}\right\} .
$$

Proof. We divide the proof into two steps.
Step 1: We first prove that there exists $\rho_{0}>0$ such that for any (open) ball $B\left(\mathbf{x}_{0}, \rho_{0}\right)$, with

$$
B\left(\mathbf{x}_{0}, \rho_{0}\right) \cap((a, b) \times \mathbb{R}) \subset \Omega
$$

the set $\partial B\left(\mathbf{x}_{0}, \rho_{0}\right)$ intersects $\bar{\Gamma}$ in at most one point.
By the previous proposition there exists $\ell_{0}>0$ such that

$$
\begin{equation*}
F_{\infty}(\mathbf{u}, \Omega)=\min \left\{H_{\infty}\left(\mathbf{v}, \Omega_{g}\right): \quad\left(\mathbf{v}, \Omega_{g}\right) \in X,\left|\Omega_{g} \Delta \Omega\right| \leq \frac{\delta}{2}\right\} \tag{3.29}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\infty}\left(\mathbf{u}, \Omega_{g}\right):=F_{\infty}\left(\mathbf{u}, \Omega_{g}\right)+\ell_{0}\left|d-\left|\Omega_{g}^{+}\right|\right| \tag{3.30}
\end{equation*}
$$

and $d:=\left|\Omega^{+}\right|$.
Fix

$$
\begin{equation*}
0<\varepsilon_{0}<\frac{\delta}{4(b-a)} \tag{3.31}
\end{equation*}
$$

and choose $\varepsilon<\frac{\varepsilon_{0}}{2}$ and a finite set $A \subset(a, b)$ such that

$$
\begin{equation*}
\sum_{x \in S(h) \backslash A}\left|h\left(x^{+}\right)-h\left(x^{-}\right)\right|+\sum_{x \in S \backslash A}\left(h^{-}(x)-h(x)\right)<\frac{\varepsilon}{2}, \tag{3.32}
\end{equation*}
$$

where $S(h)$ and $S$ are the sets defined in (2.15) and (2.17), respectively. We also consider the measure $\mu$ obtained by projecting $\mathcal{H}^{1}\lfloor\Gamma$ on the $x$-axis. Since the functions

$$
g_{n}(x):=\mu([x-1 / n, x+1 / n] \backslash(S(h) \cup S))
$$

are upper semicontinuous and $g_{n} \searrow 0$ by a version of the Dini Theorem (see Theorem 7.3 [12]) it follows that $\left\{g_{n}\right\}$ converges to 0 uniformly. Taking into account (3.32), it is easy to see that there exists $r_{0}>0$ satisfying

$$
\begin{equation*}
r_{0}<\min \left\{\left|x-x^{\prime}\right|: x \neq x^{\prime}, x, x^{\prime} \in A\right\} \tag{3.33}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sup \left\{\mu(I \backslash A): I \subset(a, b) \text { interval, }|I| \leq r_{0}\right\}<\frac{\varepsilon}{2} \tag{3.34}
\end{equation*}
$$

Let $B\left(\mathbf{x}_{0}, \rho\right)$ be an open ball such that $B\left(\mathbf{x}_{0}, \rho\right) \cap((a, b) \times \mathbb{R}) \subset \Omega$ and assume that the set $\partial B\left(\mathbf{x}_{0}, \rho\right) \cap \bar{\Gamma}$ contains at least two points $\mathbf{c}$ and $\mathbf{d}$. We can write $\mathbf{c}=\left(x_{1}, y_{1}\right)$, with $h\left(x_{1}\right) \leq y_{1} \leq$ $h^{+}\left(x_{1}\right)$, and analogously $\mathbf{d}=\left(x_{2}, y_{2}\right)$, with $h\left(x_{2}\right) \leq y_{2} \leq h^{+}\left(x_{2}\right)$. We set

$$
\Gamma_{\mathbf{c}, \mathbf{d}}:=\left(\widetilde{\Gamma} \cap\left[x_{1}, x_{2}\right] \times \mathbb{R}\right) \cup \bigcup_{i=1}^{2}\left\{\left(x_{i}, y\right): y_{i} \leq y \leq h^{+}\left(x_{i}\right)\right\}
$$

and denote the chord $\{\mathbf{c}+t(\mathbf{d}-\mathbf{c}): 0 \leq t \leq 1\}$ by $[\mathbf{c}, \mathbf{d}]$. Since we will modify $\Omega$ by removing the bounded component $D$ of $\left(\Gamma_{\mathbf{c}, \mathbf{d}} \cup[\mathbf{c}, \mathbf{d}]\right)^{c}$ we need to estimate how much we gain in terms of surface energy. Setting $l:=\mathcal{H}^{1}([\mathbf{c}, \mathbf{d}]), L:=\mathcal{H}^{1}\left(\Gamma_{\mathbf{c}, \mathbf{d}}\right)$, and

$$
\begin{equation*}
r_{1}:=\min \left\{\frac{\varepsilon_{0}}{2}, r_{0}\right\}, \tag{3.35}
\end{equation*}
$$

we will prove the following claim:
Claim: If

$$
2 \rho<r_{1}
$$

then

$$
\begin{equation*}
\gamma_{\mathrm{film}}(L-l) \leq \ell_{0}|D| \tag{3.36}
\end{equation*}
$$

We first estimate $L$. Note that by (3.33) the set $\left[x_{1}, x_{2}\right] \cap A$ contains at most one point. Let us consider the worst case: $\left[x_{1}, x_{2}\right] \cap A=\{\bar{x}\}$ and $\sigma:=(\{\bar{x}\} \times \mathbb{R}) \cap \Gamma_{\mathbf{c}, \mathbf{d}}$ has positive $\mathcal{H}^{1}$-measure. Clearly $\sigma$ is a vertical segment and we denote its end-points by $\mathbf{w}_{1}=\left(\bar{x}, y^{\prime}\right)$ and $\mathbf{w}_{2}=\left(\bar{x}, y^{\prime \prime}\right)$. It is also clear that we can write $\Gamma_{\mathbf{c}, \mathbf{d}}$ as a union of $\Gamma_{1}, \sigma$, and $\Gamma_{2}$, where $\Gamma_{1}$ is the (possibly degenerate) subarc connecting $\mathbf{c}$ with $\mathbf{w}_{1}$ while $\Gamma_{2}$ is the subarc connecting $\mathbf{w}_{2}$ with $\mathbf{d}$. As $\mathcal{H}^{1}\left(\Gamma_{1}\right)+\mathcal{H}^{1}\left(\Gamma_{2}\right) \leq$ $2 \mu\left(\left[x_{1}, x_{2}\right] \backslash A\right) \leq \varepsilon$ by (3.34), (3.35), and the fact that $l \leq 2 \rho<r_{1}$, we have

$$
\mathcal{H}^{1}(\sigma) \leq \mathcal{H}^{1}\left(\Gamma_{1}\right)+\mathcal{H}^{1}\left(\Gamma_{2}\right)+l \leq \varepsilon+r_{1}
$$

and, in turn,

$$
\begin{equation*}
L \leq \mathcal{H}^{1}\left(\Gamma_{1}\right)+\mathcal{H}^{1}\left(\Gamma_{2}\right)+\mathcal{H}^{1}(\sigma) \leq 2 \varepsilon+r_{1} . \tag{3.37}
\end{equation*}
$$

We now define

$$
\tilde{h}(x):= \begin{cases}\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right)+y_{1} & \text { if } x_{1}<x<x_{2} \\ h(x) & \text { otherwise }\end{cases}
$$

We claim that the pair $\left(\mathbf{u}, \Omega_{\tilde{h}}\right) \in X$ is admissible for (3.29). Indeed by construction $\tilde{h} \leq h$ and

$$
\Omega \backslash \Omega_{\tilde{h}} \subset\left\{(x, y): x_{1}<x<x_{2}, \tilde{h}(x) \leq y \leq h^{+}(x)\right\} \subset \bar{D} .
$$

Hence if $x_{1}<x<x_{2}$ then

$$
\begin{equation*}
h^{+}(x)-\tilde{h}(x) \leq r_{1}+L \leq 2 \varepsilon+2 r_{1} \leq 2 \varepsilon_{0}, \tag{3.38}
\end{equation*}
$$

where we used (3.35), (3.37), and the fact that $\varepsilon<\frac{\varepsilon_{0}}{2}$. Recalling (3.31), this shows that $\left|\Omega_{\tilde{h}} \Delta \Omega\right| \leq$ $\delta / 2$ and proves the claim.

By (3.29) and (3.3) we then have

$$
\begin{equation*}
F_{\infty}(\mathbf{u}, \Omega)=H_{\infty}(\mathbf{u}, \Omega) \leq H_{\infty}\left(\mathbf{u}, \Omega_{\tilde{h}}\right) \tag{3.39}
\end{equation*}
$$

Moreover, it is easy to check that

$$
\begin{equation*}
H_{\infty}\left(\mathbf{u}, \Omega_{\tilde{h}}\right)+\gamma_{\mathrm{film}}(L-l)+\ell_{0}\left(| | \Omega^{+}|-d|-\left|\left|\Omega_{\tilde{h}}^{+}\right|-d\right|\right) \leq F_{\infty}(\mathbf{u}, \Omega) \tag{3.40}
\end{equation*}
$$

Combining (3.39) and (3.40) we easily get (3.36).
From now on we can proceeds exactly as in the proof of Lemma 1 in [7]. For the reader's convenience we reproduce here the argument. First note that, setting $\theta:=L / l>1$, by the isoperimetric inequality (see [2]) we have

$$
\begin{equation*}
|D| \leq \frac{(l+L)^{2}}{4 \pi}=\frac{(\theta+1)^{2} l^{2}}{4 \pi} \tag{3.41}
\end{equation*}
$$

On the other hand, (3.36) can be written as

$$
l \leq \frac{\ell_{0}|D|}{\gamma_{\text {film }}(\theta-1)}
$$

Substituting in (3.41) we obtain

$$
\begin{equation*}
|D| \leq \frac{\ell_{0}^{2}}{4 \pi \gamma_{\text {film }}^{2}} \frac{(\theta+1)^{2}}{(\theta-1)^{2}}|D|^{2} \tag{3.42}
\end{equation*}
$$

Finally, since by (3.38)

$$
|D|=\int_{x_{1}}^{x_{2}}\left(h^{+}(x)-\tilde{h}(x)\right) d x \leq 2 \varepsilon_{0}(b-a),
$$

from (3.42) we deduce that if $\varepsilon_{0}$ is small enough then $\theta$ must be close to 1 . As the arc of circle of $\partial B\left(\mathbf{x}_{0}, \rho\right)$ which lies above the chord $[\mathbf{c}, \mathbf{d}]$ has length less than or equal to $L$, we conclude that if $\theta<\pi / 2$ then $[\mathbf{c}, \mathbf{d}]$ lies above $\mathbf{x}_{0}$. We may therefore find a point $\mathbf{z}_{0}$ in the segment $\left\{\mathbf{e}+t\left(\mathbf{x}_{0}-\mathbf{e}\right): 0<t \leq 1\right\}$, with $\mathbf{e}$ the middle point of $[\mathbf{c}, \mathbf{d}]$, such that, setting $\bar{\rho}:=\left|\mathbf{z}_{0}-\mathbf{c}\right|$ $=\left|\mathbf{z}_{0}-\mathbf{d}\right|$, the arc of circle of $\partial B\left(\mathbf{z}_{0}, \bar{\rho}\right)$ which lies above the chord $[\mathbf{c}, \mathbf{d}]$ has length equal to $L$. Denote by $2 \alpha<\pi$ the angle associated with such an arc, so that $L=2 \bar{\rho} \alpha$, and let $\mathcal{D}$ be the area enclosed by the same arc and the chord $[\mathbf{c}, \mathbf{d}]$. Note that $\mathcal{D}$ is the largest area bounded by $[\mathbf{c}, \mathbf{d}]$ and a curve of length $L$. Hence $|D| \leq|\mathcal{D}|$. Elementary computations yield $l=2 \bar{\rho} \sin \alpha$ and $|\mathcal{D}|=\left(\bar{\rho}^{2} / 2\right)(2 \alpha-\sin 2 \alpha)$. We deduce from (3.36) that

$$
2 \gamma_{\mathrm{film}} \bar{\rho}(\alpha-\sin \alpha) \leq \frac{\ell_{0} \bar{\rho}^{2}}{2}(2 \alpha-\sin 2 \alpha)
$$

and, in turn,

$$
\rho_{0} \geq \bar{\rho} \geq \frac{4 \gamma_{\text {film }}}{\ell_{0}}\left(\frac{\alpha-\sin \alpha}{2 \alpha-\sin 2 \alpha}\right) \geq \frac{\gamma_{\text {film }}}{2 \ell_{0}}
$$

where the last inequality holds for all $\alpha$. Hence if $\rho_{0}<\gamma_{\text {film }} / 2 \ell_{0}$ is so small that $\theta<\pi / 2$ we have a contradiction. This concludes Step 1.
Step 2: We now deduce from Step 1 the uniform internal sphere conditions stated in the proposition. In this step we essentially reproduce the argument of Lemma 2 in [7]. Consider the union $U$ of all balls of radius $\rho_{0}$ that are contained in $\widetilde{\Omega}:=\Omega \cup[(\mathbb{R} \backslash(a, b)) \times \mathbb{R}]$. It is easy to see that the thesis of the lemma is equivalent to showing that $\Omega \subset U \cap((a, b) \times \mathbb{R})$. Assume by contradiction that such an inclusion doesn't hold. Then there exist $\mathbf{x}_{\mathbf{0}} \in \Omega \cap \partial U$, a sequence of balls $B\left(\mathbf{y}_{n}, \rho_{0}\right) \subset \widetilde{\Omega}$, and $\mathbf{x}_{n} \in \partial B\left(\mathbf{y}_{n}, \rho_{0}\right)$ such that $\mathbf{x}_{n} \rightarrow \mathbf{x}_{0}$. Up to extracting a subsequence (not relabelled) we may assume that $B\left(\mathbf{y}_{n}, \rho_{0}\right) \rightarrow B\left(\mathbf{y}, \rho_{0}\right)$ in the Hausdorff metric, for some ball $B\left(\mathbf{y}, \rho_{0}\right) \subset \widetilde{\Omega}$ having $\mathbf{x}_{0}$ at its boundary. Note that the intersection of $\partial B\left(\mathbf{y}, \rho_{0}\right)$ with $\bar{\Gamma}$ must be nonempty, since if it were we could translate the ball slightly still remaining in $\widetilde{\Omega}$ and this would violate the fact that $\mathbf{x}_{\mathbf{0}} \in \partial U$. Hence, by the previous step, $\partial B\left(\mathbf{y}, \rho_{0}\right) \cap \bar{\Gamma}=\{\mathbf{z}\}$. If $\mathbf{x}_{0}$ and $\mathbf{z}$ are antipodal, then we can find $\delta>0$ such that $B\left(\mathbf{y}+\delta\left(\mathbf{x}_{0}-\mathbf{z}\right), \rho_{0}\right) \subset \widetilde{\Omega}$, which would imply that $\mathbf{x}_{0} \in U$, a contradiction. If $\mathbf{x}_{0}$ and $\mathbf{z}$ are not antipodal, then we can rotate $B\left(\mathbf{y}, \rho_{0}\right)$ around $\mathbf{x}_{0}$, slightly away from $\mathbf{z}$, to get a ball $B^{\prime}$ of radius $\rho_{0}$ such that $\bar{B}^{\prime} \subset \widetilde{\Omega}$ and $\mathbf{x}_{0} \in \partial B^{\prime}$. Translating now $B^{\prime}$ towards $\mathbf{x}_{0}$ we find a ball of the same radius containing $\mathbf{x}_{0}$ and contained in $\widetilde{\Omega}$, which gives again $\mathbf{x}_{0} \in U$. This concludes the proof of the proposition.

Remark 3.4 Setting $\widetilde{\Omega}:=\Omega \cup[(\mathbb{R} \backslash(a, b)) \times \mathbb{R}]$ we note that Proposition 3.3 can be restated in the following way: There is $\rho_{0}>0$ such that for every $\mathbf{z}_{0} \in \partial \widetilde{\Omega}$ there exists an open ball $B\left(\mathbf{x}_{0}, \rho_{0}\right)$, with $B\left(\mathbf{x}_{0}, \rho_{0}\right) \subset \widetilde{\Omega}$, such that

$$
\partial B\left(\mathbf{x}_{0}, \rho_{0}\right) \cap \partial \widetilde{\Omega}=\left\{\mathbf{z}_{0}\right\}
$$

The next Lipschitz regularity result is a consequence of the uniform sphere condition just proved. Its proof, which relies upon elementary geometrical arguments, is essentially given in [7, Lemma 3]. In the quoted lemma an external uniform condition is assumed, but it can be checked that exactly the same arguments go through in our situation and lead to the following proposition, which we state without proof.

Proposition 3.5 Let $(\mathbf{u}, \Omega) \in X$ be a local minimizer for the functional $F_{\infty}$. Then for any $\mathbf{z}_{0} \in \bar{\Gamma}$ there exist an orthonormal basis $\mathbf{e}_{1}, \mathbf{e}_{2} \in \mathbb{R}^{2}$, and a rectangle

$$
Q:=\left\{\mathbf{z}_{0}+s \mathbf{e}_{1}+t \mathbf{e}_{2}:-a^{\prime}<s<a^{\prime},-b^{\prime}<t<b^{\prime}\right\}
$$

$a^{\prime}, b^{\prime}>0$, such that $\Omega \cap Q$ has one of the following two representations:
(i) There exists a Lipschitz function $g:\left(-a^{\prime}, a^{\prime}\right) \rightarrow\left(-b^{\prime}, b^{\prime}\right)$ such that $g(0)=0$ and

$$
\Omega \cap Q=\left\{\mathbf{z}_{0}+s \mathbf{e}_{1}+t \mathbf{e}_{2}:-a^{\prime}<s<a^{\prime},-b^{\prime}<t<g(s)\right\} \cap((a, b) \times \mathbb{R}) .
$$

Moreover, the function $g$ admits left and right derivatives at every point that are, respectively, left and right continuous.
(ii) There exist two Lipschitz functions $g_{1}, g_{2}:\left[0, a^{\prime}\right) \rightarrow\left(-b^{\prime}, b^{\prime}\right)$ such that $g_{i}(0)=\left(g_{i}\right)_{+}^{\prime}(0)=0$ for $i=1,2, g_{1} \leq g_{2}$, and

$$
\Omega \cap Q=\left\{\mathbf{z}_{0}+s \mathbf{e}_{1}+t \mathbf{e}_{2}: 0<s<a^{\prime},-b^{\prime}<t<g_{1}(s) \text { or } g_{2}(s)<t<b^{\prime}\right\} .
$$

Moreover, the functions $g_{1}, g_{2}$ admit left and right derivatives at every point that are, respectively, left and right continuous.

Remark 3.6 Note that in case (ii) the point $\mathbf{z}_{0}$ is either a cusp point or the lower end-point of a vertical cut (see (2.16) ). Proposition 3.5 combined with a simple compactness argument implies that the set of all such points is finite. In particular the set $\Gamma_{\text {cuts }}$ is given by the union of a finite number of vertical cuts. We also remark that the upper end-point of each vertical cut must be a cusp point. We denote by $\Gamma_{\text {cusps }}$ the set of all cusp points; i.e.,

$$
\begin{equation*}
\Gamma_{\text {cusps }}:=\left\{\left(x, h^{-}(x)\right): \text { either } x \in S(h) \text { or } x \in(a, b) \backslash S(h) \text { and }\left(h^{-}\right)_{+}^{\prime}(x)=-\left(h^{-}\right)_{-}^{\prime}(x)=+\infty\right\} \tag{3.43}
\end{equation*}
$$

where $S(h)$ is the jump set of $h$ defined in (2.15) and $\left(h^{-}\right)_{+}^{\prime}(x),\left(h^{-}\right)_{-}^{\prime}(x)$ denote the right derivative and the left derivative of $h^{-}$at $x$. We shall also consider as singular points the lower tips of the cuts. This motivates the following notation:

$$
\begin{equation*}
\Gamma_{\text {sing }}:=\Gamma_{\text {cusps }} \cup\{(x, h(x)): x \in S\} \tag{3.44}
\end{equation*}
$$

where $S$ is the set defined in (2.17). From the previous observations we have that $\Gamma_{\text {cusps }}$ and $\Gamma_{\text {sing }}$ are finite.

Hereafter we assume that $W$ is the bulk energy density of a linearly isotropic material, i.e.

$$
W(\mathbf{E})=\frac{1}{2} \lambda[\operatorname{tr}(\mathbf{E})]^{2}+\mu \operatorname{tr}\left(\mathbf{E}^{2}\right),
$$

where $\lambda$ and $\mu$ are the (constant) Lamé moduli with

$$
\mu>0, \quad \mu+\lambda>0
$$

Note that in this range, the quadratic form $W$ is coercive. Also, the Euler-Lagrange system of equations associated to $W$ is

$$
\mu \Delta \mathbf{u}+(\lambda+\mu) \nabla(\operatorname{div} \mathbf{u})=\mathbf{0} \quad \text { in } \Omega
$$

We now show that if the boundary is flat then solutions of the Lamé system with natural Neumann boundary conditions are smooth up to the boundary.

Theorem 3.7 Let $\Omega$ be a half-ball of radius one, let $\Omega^{\prime}$ be the concentric half ball of radius $\frac{1}{2}$, and let $\mathbf{u} \in W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right)$ be a weak solution of the Neumann problem

$$
\begin{align*}
\mu \Delta \mathbf{u}+(\lambda+\mu) \nabla(\operatorname{div} \mathbf{u})=\mathbf{0} & \text { in } \Omega  \tag{3.45}\\
{\left[\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)+\lambda(\operatorname{div} \mathbf{u}) I\right] \nu=\mathbf{0} } & \text { on } \Gamma \tag{3.46}
\end{align*}
$$

where $\Gamma$ is the flat part of $\partial \Omega$. Then for all integers $k \in \mathbb{N}$ there exists a constant $c_{k}>0$ depending only $\lambda, \mu$ such that

$$
\sup _{\Omega^{\prime}}\left|\nabla^{k} \mathbf{u}\right|^{2} \leq c_{k} \int_{\Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x}
$$

Proof. Let $\mathbf{x}_{0}$ be the center of the ball. By Sobolev Embedding Theorem and an easy iteration argument it is enough to show that for all $\frac{1}{2} \leq r<R<1$ and for all $k \geq 2$

$$
\begin{equation*}
\int_{\Omega \cap B\left(\mathbf{x}_{0}, r\right)}\left|\nabla^{k} \mathbf{u}\right|^{2} d \mathbf{x} \leq \frac{c_{k}^{\prime}}{(R-r)^{2}} \int_{\Omega \cap B\left(\mathbf{x}_{0}, R\right)}\left|\nabla^{k-1} \mathbf{u}\right|^{2} d \mathbf{x} \tag{3.47}
\end{equation*}
$$

We begin by proving this inequality for $k=2$. Let $\tau$ and $\nu$ be the tangent and normal vectors to $\Gamma$ respectively. By a standard difference quotient argument and Korn's inequality, we get that $\frac{\partial \mathbf{u}}{\partial \tau} \in W^{1,2}\left(\Omega \cap B\left(\mathbf{x}_{0}, R\right) ; \mathbb{R}^{2}\right)$ and

$$
\int_{\Omega} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}\left(\frac{\partial \mathbf{u}}{\partial \tau}\right)\right] d \mathbf{x}=0
$$

for all $\varphi \in W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right)$ vanishing in a neighborhood of $\partial \Omega \backslash \Gamma$. Choosing now $\varphi:=\eta^{2} \frac{\partial \mathbf{u}}{\partial \tau}$, where $\eta$ is a smooth cut-off function such that $\eta=1$ in $B\left(\mathbf{x}_{0}, r\right)$ and $\eta=0$ outside $B\left(\mathbf{x}_{0}, R\right)$ and

$$
\|\nabla \eta\|_{\infty} \leq \frac{c}{R-r}
$$

we easily obtain

$$
\int_{\Omega} \eta^{2}\left|\mathbf{E}\left(\frac{\partial \mathbf{u}}{\partial \tau}\right)\right|^{2} d \mathbf{x} \leq c \int_{\Omega}|\nabla \eta|^{2}|\nabla \mathbf{u}|^{2} d \mathbf{x}
$$

Using Korn inequality once more gives

$$
\begin{align*}
\int_{\Omega \cap B\left(\mathbf{x}_{0}, r\right)}\left|\nabla\left(\frac{\partial \mathbf{u}}{\partial \tau}\right)\right|^{2} d \mathbf{x} & \leq \int_{\Omega}\left|\nabla\left(\eta \frac{\partial \mathbf{u}}{\partial \tau}\right)\right|^{2} d \mathbf{x} \\
& \leq c \int_{\Omega}\left|\mathbf{E}\left(\eta \frac{\partial \mathbf{u}}{\partial \tau}\right)\right|^{2} d \mathbf{x} \leq c \int_{\Omega}|\nabla \eta|^{2}|\nabla \mathbf{u}|^{2} d \mathbf{x}  \tag{3.48}\\
& \leq \frac{c}{(R-r)^{2}} \int_{\Omega \cap B\left(\mathbf{x}_{0}, R\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}
\end{align*}
$$

This provides $L^{2}$ estimates for $\frac{\partial^{2} \mathbf{u}}{\partial \tau^{2}}$ and $\frac{\partial^{2} \mathbf{u}}{\partial \tau \partial \nu}$. We now use the Lamé system to estimate $\frac{\partial^{2} \mathbf{u}}{\partial \nu^{2}}$ by rewriting it in terms of $\frac{\partial^{2} \mathbf{u}}{\partial \tau^{2}}$ and $\frac{\partial^{2} \mathbf{u}}{\partial \tau \partial \nu}$. Set

$$
(1,0)=\alpha \tau+\beta \nu, \quad(0,1)=\beta \tau-\alpha \nu
$$

where $\alpha^{2}+\beta^{2}=1$. Since

$$
\frac{\partial \mathbf{u}}{\partial x}=\alpha \frac{\partial \mathbf{u}}{\partial \tau}+\beta \frac{\partial \mathbf{u}}{\partial \nu}, \quad \frac{\partial \mathbf{u}}{\partial y}=\beta \frac{\partial \mathbf{u}}{\partial \tau}-\alpha \frac{\partial \mathbf{u}}{\partial \nu}
$$

the Lamé system now becomes

$$
\begin{aligned}
& \frac{\partial^{2} u_{1}}{\partial \nu^{2}}\left[\mu+(\mu+\lambda) \beta^{2}\right]-\frac{\partial^{2} u_{2}}{\partial \nu^{2}}(\mu+\lambda) \alpha \beta=f_{1}, \\
& -\frac{\partial^{2} u_{1}}{\partial \nu^{2}}(\mu+\lambda) \alpha \beta+\frac{\partial^{2} u_{2}}{\partial \nu^{2}}\left[\mu+(\mu+\lambda) \alpha^{2}\right]=f_{2},
\end{aligned}
$$

where $f_{1}$ and $f_{2}$ are linear combinations of the remaining second order derivatives of $u_{1}$ and $u_{2}$ with coefficients depending only on the Lamé moduli and quadratic expressions of $\alpha$ and $\beta$. Hence

$$
\begin{aligned}
& \frac{\partial^{2} u_{1}}{\partial \nu^{2}}=\frac{f_{1}\left[\mu+(\mu+\lambda) \alpha^{2}\right]+f_{2}(\mu+\lambda) \alpha \beta}{(2 \mu+\lambda) \mu}, \\
& \frac{\partial^{2} u_{2}}{\partial \nu^{2}}=\frac{f_{2}\left[\mu+(\mu+\lambda) \beta^{2}\right]+f_{1}(\mu+\lambda) \alpha \beta}{(2 \mu+\lambda) \mu}
\end{aligned}
$$

which by (3.48) proves (3.47) with $k=2$. Since $\frac{\partial \mathbf{u}}{\partial \tau}$ satisfies (3.45) and (3.46) we can now repeat the same argument to get (3.47) with $k>2$.

Next we prove that for a local minimizer $(\mathbf{u}, \Omega)$ the domain $\Omega$ cannot have corners, i.e. at every point $\mathbf{z}_{0} \in \Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$ the left and right derivatives of the Lipschitz function $g$ given in Proposition 3.5(i) must coincide. We use a blow-up argument which relies on the following result (see Theorem 3.1 and Remarks 1.1 and 5.1 in [18]).

Let $\Omega$ be a bounded open set in $\mathbb{R}^{2}$ whose boundary can be decomposed in three curves

$$
\partial \Omega=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3},
$$

where $\Gamma_{1}$ and $\Gamma_{2}$ are two segments meeting at the origin with an (internal) angle $\omega \in(0,2 \pi)$ and $\Gamma_{3}$ is a regular curve joining the two remaining endpoints of $\Gamma_{1}$ and $\Gamma_{2}$ in a smooth way. Denote by $\omega_{0} \in(\pi, 2 \pi)$ the solution of the equation

$$
\omega_{0}=\tan \omega_{0}
$$

Theorem 3.8 Let $\Omega \subset \mathbb{R}^{2}$ be as above and let $\mathbf{w} \in W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right)$ be a weak solution of the Neumann problem

$$
\begin{aligned}
\mu \Delta \mathbf{w}+(\lambda+\mu) \nabla(\operatorname{div} \mathbf{w}) & =\mathbf{f}+\mu \mathbf{w} \quad \text { in } \Omega, \\
{\left[\mu\left(\nabla \mathbf{w}+\nabla \mathbf{w}^{T}\right)+\lambda(\operatorname{div} \mathbf{w}) I\right] \nu } & =\mathbf{0} \quad \text { on } \partial \Omega,
\end{aligned}
$$

where $\mathbf{f} \in L^{2}\left(\Omega ; \mathbb{R}^{2}\right)$. Then
(i) if $\omega \in(0, \pi]$ then $\mathbf{w} \in W^{2,2}\left(\Omega ; \mathbb{R}^{2}\right)$ and

$$
\|\mathbf{w}\|_{W^{2,2}\left(\Omega ; \mathbb{R}^{2}\right)} \leq c(\Omega)\|\mathbf{f}\|_{L^{2}\left(\Omega ; \mathbb{R}^{2}\right)}
$$

(ii) if $\omega \in(\pi, 2 \pi), \omega \neq \omega_{0}$, then $\mathbf{w}$ may be decomposed as

$$
\begin{equation*}
\mathbf{w}=\mathbf{w}_{\mathrm{reg}}+\sum_{\alpha} c_{\alpha} \mathcal{S}_{\alpha} \tag{3.49}
\end{equation*}
$$

where $\alpha$ ranges among all complex numbers with $\operatorname{Re} \alpha \in(0,1)$ which are solutions of the equation

$$
\begin{equation*}
\sin ^{2} \alpha \omega=\alpha^{2} \sin ^{2} \omega, \tag{3.50}
\end{equation*}
$$

the functions $\mathcal{S}_{\alpha}$ are independent of $\mathbf{f}$ and in polar coordinates

$$
\mathcal{S}_{\alpha}(r, \theta)=r^{\alpha} \mathbf{g}_{\alpha}(r, \theta),
$$

with $\mathbf{g}_{\alpha} \in W^{2,2}\left(\Omega ; \mathbb{R}^{2}\right)$. Moreover

$$
\begin{equation*}
\left\|\mathbf{w}_{\mathrm{reg}}\right\|_{W^{2,2}\left(\Omega ; \mathbb{R}^{2}\right)}+\sum_{\alpha}\left|c_{\alpha}\right| \leq c(\Omega)\|\mathbf{f}\|_{L^{2}\left(\Omega ; \mathbb{R}^{2}\right)} ; \tag{3.51}
\end{equation*}
$$

(iii) if $\omega=\omega_{0}$ then $\mathbf{w}$ may be decomposed as in (3.49) with the only difference that $\alpha$ ranges among all complex numbers with $\operatorname{Re} \alpha \in(0,1]$ which are solutions of (3.50) and the estimate (3.51) should be replaced by

$$
\left\|\mathbf{w}_{\mathrm{reg}}\right\|_{W^{s, 2}\left(\Omega ; \mathbb{R}^{2}\right)}+\sum_{\alpha}\left|c_{\alpha}\right| \leq c(s, \Omega)\|\mathbf{f}\|_{L^{2}\left(\Omega ; \mathbb{R}^{2}\right)}
$$

for every $1<s<2$.
In addition it was shown in Theorem 2.2 in [25] that the following holds
Theorem 3.9 If $\omega \in(0,2 \pi)$ then the equation (3.50) has no solutions with $\operatorname{Re} \alpha \in\left(0, \frac{1}{2}\right]$.
From the previous two theorems we derive the following Decay Estimate for solutions of the Lamé system at a corner point.

Theorem 3.10 (Decay Estimate I) Let $\Omega$ be as in Theorem 3.8 with $\Gamma_{3}$ piecewise smooth and $r_{0}$ such that $\bar{B}\left(\mathbf{0}, r_{0}\right) \cap \Gamma_{3}=\emptyset$. Then there exist a constant $c>0$ and an exponent $\beta \in\left(\frac{1}{2}, 1\right)$ such that for every weak solution $\mathbf{u} \in W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right)$ of the Lamé problem

$$
\begin{aligned}
\mu \Delta \mathbf{u}+(\lambda+\mu) \nabla(\operatorname{div} \mathbf{u})=\mathbf{0} & \text { in } \Omega \\
{\left[\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)+\lambda(\operatorname{div} \mathbf{u}) I\right] \nu=\mathbf{0} } & \text { on } \Gamma_{1} \cup \Gamma_{2},
\end{aligned}
$$

we have the following decay estimate

$$
\begin{equation*}
\int_{B(\mathbf{0}, r) \cap \Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq c r^{2 \beta} \int_{\Omega}\left(|\mathbf{u}|^{2}+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} \tag{3.52}
\end{equation*}
$$

for all $0<r<r_{0}$.
Before proving the theorem we need the following auxiliary lemma.
Lemma 3.11 Let $\Omega^{\prime} \subset \mathbb{R}^{2}$ be as in Theorem 3.8 and let $\mathbf{g} \in W^{\frac{1}{2}, 2}\left(\partial \Omega^{\prime} ; \mathbb{R}^{2}\right)$ be a function vanishing in a neighborhood of the origin. Then there exist a function $\mathbf{v} \in W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)$ such that

$$
\left[\mu\left(\nabla \mathbf{v}+\nabla \mathbf{v}^{T}\right)+\lambda(\operatorname{div} \mathbf{v}) I\right] \nu=\mathbf{g} \quad \text { on } \partial \Omega^{\prime}
$$

and

$$
\|\mathbf{v}\|_{W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)} \leq c\left(\Omega^{\prime}\right)\|\mathbf{g}\|_{W^{\frac{1}{2}, 2}\left(\partial \Omega^{\prime} ; \mathbb{R}^{2}\right)}
$$

Proof. Writing $\mathbf{v}=\left(v_{1}, v_{2}\right), \nu=\left(\nu_{1}, \nu_{2}\right)$ and $\mathbf{g}=\left(g_{1}, g_{2}\right)$, a straightforward calculation shows that the equality

$$
\left[\mu\left(\nabla \mathbf{v}+\nabla \mathbf{v}^{T}\right)+\lambda(\operatorname{div} \mathbf{v}) I\right] \nu=\mathbf{g}
$$

is equivalent to

$$
\begin{aligned}
& \frac{\partial v_{1}}{\partial x}(2 \mu+\lambda) \nu_{1}+\frac{\partial v_{1}}{\partial y} \mu \nu_{2}+\frac{\partial v_{2}}{\partial x} \mu \nu_{2}+\frac{\partial v_{2}}{\partial y} \lambda \nu_{1}=g_{1}, \\
& \frac{\partial v_{1}}{\partial x} \lambda \nu_{2}+\frac{\partial v_{1}}{\partial y} \mu \nu_{1}+\frac{\partial v_{2}}{\partial x} \mu \nu_{1}+\frac{\partial v_{2}}{\partial y}(2 \mu+\lambda) \nu_{2}=g_{2} .
\end{aligned}
$$

Since

$$
\frac{\partial v}{\partial x}=\frac{\partial v}{\partial \nu} \nu_{1}+\frac{\partial v}{\partial \tau} \nu_{2}, \quad \frac{\partial v}{\partial y}=\frac{\partial v}{\partial \nu} \nu_{2}-\frac{\partial v}{\partial \tau} \nu_{1}
$$

the previous equation can be rewritten as

$$
\begin{aligned}
& \frac{\partial v_{1}}{\partial \nu}\left[\mu+(\mu+\lambda) \nu_{1}^{2}\right]+\frac{\partial v_{1}}{\partial \tau}(\mu+\lambda) \nu_{1} \nu_{2}+\frac{\partial v_{2}}{\partial \nu}(\mu+\lambda) \nu_{1} \nu_{2}+\frac{\partial v_{2}}{\partial \tau}\left(\mu \nu_{2}^{2}-\lambda \nu_{1}^{2}\right)=g_{1} \\
& \frac{\partial v_{1}}{\partial \nu}(\mu+\lambda) \nu_{1} \nu_{2}+\frac{\partial v_{1}}{\partial \tau}\left(\lambda \nu_{2}^{2}-\mu \nu_{1}^{2}\right)+\frac{\partial v_{2}}{\partial \nu}\left[\mu+(\mu+\lambda) \nu_{2}^{2}\right]-\frac{\partial v_{2}}{\partial \tau}(\mu+\lambda) \nu_{1} \nu_{2}=g_{2} .
\end{aligned}
$$

Choosing $\frac{\partial v_{1}}{\partial \tau}=\frac{\partial v_{2}}{\partial \tau}=0$ the previous system becomes

$$
\begin{aligned}
& \frac{\partial v_{1}}{\partial \nu}\left[\mu+(\mu+\lambda) \nu_{1}^{2}\right]+\frac{\partial v_{2}}{\partial \nu}(\mu+\lambda) \nu_{1} \nu_{2}=g_{1} \\
& \frac{\partial v_{1}}{\partial \nu}(\mu+\lambda) \nu_{1} \nu_{2}+\frac{\partial v_{2}}{\partial \nu}\left[\mu+(\mu+\lambda) \nu_{2}^{2}\right]=g_{2}
\end{aligned}
$$

which yields

$$
\begin{align*}
\frac{\partial v_{1}}{\partial \nu} & =\frac{g_{1}\left[\mu+(\mu+\lambda) \nu_{2}^{2}\right]-g_{2}(\mu+\lambda) \nu_{1} \nu_{2}}{(2 \mu+\lambda) \mu}  \tag{3.53}\\
\frac{\partial v_{2}}{\partial \nu} & =\frac{g_{2}\left[\mu+(\mu+\lambda) \nu_{1}^{2}\right]-g_{1}(\mu+\lambda) \nu_{1} \nu_{2}}{(2 \mu+\lambda) \mu} \tag{3.54}
\end{align*}
$$

Note that even if $\nu$ is discontinuous at the origin by the assumption on $\mathbf{g}$ the right hand sides of the previous equations are zero in a neighborhood of the origin, hence are both in the space $W^{\frac{1}{2}, 2}\left(\partial \Omega^{\prime}\right)$. We can now apply Theorem 1.5.2.8 of [17] to get a function $\mathbf{v} \in W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)$ such that its trace $\mathbf{v}=\mathbf{0}$ on $\partial \Omega^{\prime}$, the components of its normal derivative satisfy (3.53) and (3.54), and its $W^{2,2}$ norm is bounded by the $W^{\frac{1}{2}, 2}$ norm of the right hand side of (3.53) and (3.54)

$$
\|\mathbf{v}\|_{W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)} \leq c\left(\Omega^{\prime}\right)\|\mathbf{g}\|_{W^{\frac{1}{2}, 2}\left(\partial \Omega^{\prime} ; \mathbb{R}^{2}\right)}
$$

which concludes the proof.
We are now ready to prove the theorem.
Proof. Let $\omega$ be the angle of $\Omega$ at the origin. We only give the proof in the case where $\omega$ satisfies condition (ii) of Theorem 3.8, that is $\omega \in(\pi, 2 \pi), \omega \neq \omega_{0}$, since case (i) is significantly simpler, while case (iii) is completely analogous to case (ii).

Let $\Omega^{\prime} \subset \Omega$ be as in Theorem 3.8 and such that $\Omega^{\prime} \supset \Omega \cap B\left(\mathbf{0}, r_{0}\right)$ and the distance between $\Gamma_{3}^{\prime}$ and $\Gamma_{3}$ is strictly positive, where $\Gamma_{3}^{\prime}:=\Omega \cap \partial \Omega^{\prime}$. By Theorem 3.7 we have that $\mathbf{u}$ is $C^{\infty}$ outside a neighborhood $U$ of the origin. Moreover

$$
\begin{equation*}
\int_{\Omega^{\prime} \backslash U}\left|\nabla^{2} \mathbf{u}\right|^{2} d \mathbf{x} \leq c \int_{\Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x} \tag{3.55}
\end{equation*}
$$

Set

$$
\sigma(\mathbf{u}):=\left[\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)+\lambda(\operatorname{div} \mathbf{u}) I\right] .
$$

Since $\sigma(\mathbf{u}) \nu=0$ on $U \cap \partial \Omega^{\prime}$ and is smooth we are in position to apply the previous lemma with $\mathbf{g}=\sigma(\mathbf{u}) \nu$ to find a function $\mathbf{v} \in W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)$ such that

$$
\left[\mu\left(\nabla \mathbf{v}+\nabla \mathbf{v}^{T}\right)+\lambda(\operatorname{div} \mathbf{v}) I\right] \nu=\sigma(\mathbf{u}) \nu \quad \text { on } \partial \Omega^{\prime}
$$

and

$$
\begin{aligned}
\|\mathbf{v}\|_{W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)} & \leq c\left(\Omega^{\prime}\right)\|\sigma(\mathbf{u}) \nu\|_{W^{\frac{1}{2}, 2}\left(\partial \Omega^{\prime} ; \mathbb{R}^{2}\right)} \\
& \leq c\left(\Omega^{\prime}\right)\left(\int_{\Omega^{\prime} \backslash U}\left(|\nabla \mathbf{u}|^{2}+\left|\nabla^{2} \mathbf{u}\right|^{2}\right) d \mathbf{x}\right)^{\frac{1}{2}} .
\end{aligned}
$$

Therefore from the estimate (3.55) we conclude that

$$
\begin{equation*}
\|\mathbf{v}\|_{W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)} \leq c(\Omega)\|\nabla \mathbf{u}\|_{L^{2}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)} \tag{3.56}
\end{equation*}
$$

Defining $\mathbf{w}:=\mathbf{u}-\mathbf{v}$ we get that $\mathbf{w}$ is a weak solution of

$$
\begin{aligned}
\mu \Delta \mathbf{w}+(\lambda+\mu) \nabla(\operatorname{div} \mathbf{w}) & =\mathbf{f}+\mu \mathbf{w} \quad \text { in } \Omega^{\prime}, \\
{\left[\mu\left(\nabla \mathbf{w}+\nabla \mathbf{w}^{T}\right)+\lambda(\operatorname{div} \mathbf{w}) I\right] \nu } & =\mathbf{0} \quad \text { on } \partial \Omega^{\prime},
\end{aligned}
$$

where

$$
\mathbf{f}:=\mu \Delta \mathbf{v}+(\lambda+\mu) \nabla(\operatorname{div} \mathbf{v})-\mu(\mathbf{u}-\mathbf{v}) .
$$

By (3.56) we have that

$$
\|\mathbf{f}\|_{L^{2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)} \leq c(\Omega)\|\mathbf{u}\|_{W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right)} .
$$

By Theorem 3.8 we may write

$$
\mathbf{w}=\mathbf{w}_{\mathrm{reg}}+\sum_{\alpha} c_{\alpha} \mathcal{S}_{\alpha}
$$

so that

$$
\left\|\mathbf{w}_{\mathrm{reg}}\right\|_{W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)}+\sum_{\alpha}\left|c_{\alpha}\right| \leq c\left(\Omega^{\prime}\right)\|\mathbf{f}\|_{L^{2}\left(\Omega ; \mathbb{R}^{2}\right)} \leq c(\Omega)\|\mathbf{u}\|_{W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right)}
$$

Here and in the remaining part of the proof $\alpha$ ranges among all complex numbers with $\operatorname{Re} \alpha \in(0,1)$ which are solutions of the equation (3.50) . Using Sobolev Embedding Theorem and the previous estimate we have for any $p>2$ and $0<r \leq r_{0}$

$$
\begin{aligned}
& \int_{B(\mathbf{0}, r) \cap \Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq 2\left(\int_{B(\mathbf{0}, r) \cap \Omega}|\nabla \mathbf{w}|^{2} d \mathbf{x}+\int_{B(\mathbf{0}, r) \cap \Omega}|\nabla \mathbf{v}|^{2} d \mathbf{x}\right) \\
& \leq c\left(\int_{B(\mathbf{0}, r) \cap \Omega}\left|\nabla \mathbf{w}_{\mathrm{reg}}\right|^{2} d \mathbf{x}+\int_{B(\mathbf{0}, r) \cap \Omega}|\nabla \mathbf{v}|^{2} d \mathbf{x}\right)+c \sum_{\alpha}\left|c_{\alpha}\right|^{2} \int_{B(\mathbf{0}, r) \cap \Omega}\left|\nabla \mathcal{S}_{\alpha}\right|^{2} d \mathbf{x} \\
& \leq c\left(\int_{B(\mathbf{0}, r) \cap \Omega}\left|\nabla \mathbf{w}_{\mathrm{reg}}\right|^{p} d \mathbf{x}+\int_{B(\mathbf{0}, r) \cap \Omega}|\nabla \mathbf{v}|^{p} d \mathbf{x}\right)^{\frac{2}{p}} r^{2-\frac{4}{p}}+c \sum_{\alpha}\left|c_{\alpha}\right|^{2} r^{2 \operatorname{Re} \alpha} \\
& \leq c\left(\left\|\mathbf{w}_{\mathrm{reg}}\right\|_{W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)}^{2}+\|\mathbf{v}\|_{W^{2,2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)}^{2}\right) r^{2-\frac{4}{p}}+c\|\mathbf{f}\|_{L^{2}\left(\Omega^{\prime} ; \mathbb{R}^{2}\right)}^{2} \sum_{\alpha} r^{2 \operatorname{Re} \alpha} \\
& \leq c\|\mathbf{u}\|_{W^{1,2}\left(\Omega ; \mathbb{R}^{2}\right)}^{2}\left(r^{2-\frac{4}{p}}+\sum_{\alpha} r^{2 \operatorname{Re} \alpha}\right) .
\end{aligned}
$$

Choosing $p$ so large that

$$
1-\frac{2}{p} \geq \beta:=\min _{\alpha}\{\operatorname{Re} \alpha\}
$$

and recalling Theorem 3.9, we obtain (3.52) for all $0<r \leq r_{0}$.
We now use a blow-up argument to show that for a local minimizer $(\mathbf{u}, \Omega) \in X$ for the functional $F_{\infty}$ defined in (3.1) the domain $\Omega$ cannot have corners, i.e. that at every point $\mathbf{z}_{0} \in \Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$ the left and right derivatives of the Lipschitz function $g$ given in Proposition 3.5(i) must coincide.

Theorem 3.12 (Blow-Up) Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$ defined in (3.1). Assume that $\Gamma$ has a corner at some point $\mathbf{z}_{0} \in \Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$. Then there exists a constant $c>0$, a radius $r_{0}$, and an exponent $\frac{1}{2}<\alpha<1$ such that

$$
\begin{equation*}
\int_{B\left(\mathbf{z}_{0}, r\right) \cap \Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq c r^{2 \alpha} \tag{3.57}
\end{equation*}
$$

for all $0<r<r_{0}$.
Proof. Step 1: We claim that there exist an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$ of $\mathbb{R}^{2}$, three constants $c_{1}, L>0, \tau_{0} \in(0,1)$, and an exponent $\frac{1}{2}<\beta<1$ such that for all $\tau \in\left(0, \tau_{0}\right)$ there exists a radius $0<r_{\tau}<1$ such that

$$
\begin{equation*}
\int_{C\left(\mathbf{z}_{0}, \tau r\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq c_{1} \tau^{2 \beta} \int_{C\left(\mathbf{z}_{0}, r\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} \tag{3.58}
\end{equation*}
$$

for all $0<r<r_{\tau}$, where

$$
\begin{equation*}
C\left(\mathbf{z}_{0}, r\right):=\Omega \cap\left\{\mathbf{z}_{0}+s \mathbf{e}_{1}+t \mathbf{e}_{2}:-r<s<r,-4 L r<t<4 L r\right\} . \tag{3.59}
\end{equation*}
$$

By Proposition 3.5(i) there exists a Lipschitz function $g:\left(-a^{\prime}, a^{\prime}\right) \rightarrow\left(-b^{\prime}, b^{\prime}\right)$, with $\operatorname{Lip} g \leq L$ for some $L>1$, such that $g(0)=0$ and

$$
\Omega \cap Q=\left\{\mathbf{z}_{0}+s \mathbf{e}_{1}+t \mathbf{e}_{2}:-a^{\prime}<s<a^{\prime},-b^{\prime}<t<g(s)\right\}
$$

for some $a^{\prime}, b^{\prime}$, where

$$
Q:=\left\{\mathbf{z}_{0}+s \mathbf{e}_{1}+t \mathbf{e}_{2}:-a^{\prime}<s<a^{\prime},-b^{\prime}<t<b^{\prime}\right\} .
$$

Moreover the function $g$ admits left and right derivatives at every point, that are respectively left and right continuous. Since $\Gamma$ has a corner at $\mathbf{z}_{0}$ we have $g_{-}^{\prime}(0) \neq g_{+}^{\prime}(0)$. By Korn's Inequality in Lipschitz domains we may assume that $\mathbf{u} \in H^{1}\left(\Omega \cap Q ; \mathbb{R}^{2}\right)$.

Note that for all $0<r \leq \min \left\{a^{\prime}, \frac{b^{\prime}}{4 L}\right\}$

$$
C\left(\mathbf{z}_{0}, r\right)=\left\{\mathbf{z}_{0}+s \mathbf{e}_{1}+t \mathbf{e}_{2}:-r<s<r,-4 L r<t<g(s)\right\} .
$$

Fix $c_{1}>0, \tau_{0} \in(0,1)$ and $\beta>\frac{1}{2}$ to be determined later and assume by contradiction that the corresponding estimate (3.58) is false for some $\tau \in\left(0, \tau_{0}\right)$. Hence we may find a sequence of radii $\left\{r_{n}\right\}$ converging to zero such that

$$
\begin{equation*}
\int_{C\left(\mathbf{z}_{0}, \tau r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}>c_{1} \tau^{2 \beta} \int_{C\left(\mathbf{z}_{0}, r_{n}\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} . \tag{3.60}
\end{equation*}
$$

Define the sets

$$
\begin{aligned}
C_{n} & :=\frac{1}{r_{n}}\left(-\mathbf{z}_{0}+C\left(\mathbf{z}_{0}, r_{n}\right)\right) \\
& =\left\{s \mathbf{e}_{1}+t \mathbf{e}_{2}:-1<s<1,-4 L<t<\frac{g\left(r_{n} s\right)-g(0)}{r_{n}}\right\} .
\end{aligned}
$$

Then $\chi_{C_{n}}$ converges a.e. to the $\chi_{C_{\infty}}$ where

$$
C_{\infty}:=\left\{s \mathbf{e}_{1}+t \mathbf{e}_{2}:-1<s<1,-4 L<t<g_{\infty}(s)\right\}
$$

with $g_{\infty}(s):=g_{-}^{\prime}(0) s$ for $s<0$ and $g_{\infty}(s):=g_{+}^{\prime}(0) s$ for $s>0$. We rescale accordingly also the function $\mathbf{u}$ by setting

$$
\mathbf{u}_{n}(\mathbf{z}):=\frac{\mathbf{u}\left(\mathbf{z}_{0}+r_{n} \mathbf{z}\right)-\mathbf{a}_{n}}{\lambda_{n} r_{n}},
$$

where $\mathbf{z}:=\frac{\mathbf{x}-\mathbf{z}_{0}}{r_{n}}$,

$$
\mathbf{a}_{n}:=\frac{1}{\left|C\left(\mathbf{z}_{0}, r_{n}\right)\right|} \int_{C\left(\mathbf{z}_{0}, r_{n}\right)} \mathbf{u} d \mathbf{x}, \quad \lambda_{n}^{2}:=\frac{1}{\left|C\left(\mathbf{z}_{0}, r_{n}\right)\right|} \int_{C\left(\mathbf{z}_{0}, r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}
$$

Note that

$$
\frac{1}{\left|C_{n}\right|} \int_{C_{n}}\left|\nabla \mathbf{u}_{n}\right|^{2} d \mathbf{z}=1
$$

Moreover, since by construction $\int_{C_{n}} \mathbf{u}_{n} d \mathbf{z}=\mathbf{0}$, by Poincaré inequality and a standard extension argument we may extend each function $\mathbf{u}_{n}$ to the rectangle

$$
R:=\left\{s \mathbf{e}_{1}+t \mathbf{e}_{2}:-1<s<1,-4 L<t<4 L\right\},
$$

in such a way that the resulting function (still denoted $\left.\mathbf{u}_{n}\right)$ belongs to $W^{1,2}\left(R ; \mathbb{R}^{2}\right)$ and satisfies

$$
\left\|\mathbf{u}_{n}\right\|_{W^{1,2}\left(R ; \mathbb{R}^{2}\right)} \leq c(L)\left\|\nabla \mathbf{u}_{n}\right\|_{L^{2}\left(C_{n} ; \mathbb{R}^{2 \times 2}\right)} \leq c
$$

Without loss of generality we may assume that the sequence $\left\{\mathbf{u}_{n}\right\}$ weakly converges to some function $\mathbf{u}_{\infty} \in W^{1,2}\left(R ; \mathbb{R}^{2}\right)$ and that

$$
\lambda_{n} \rightarrow \lambda_{\infty} \in[0, \infty] .
$$

Note that by (3.60) necessarily $\lambda_{\infty}>0$. Moreover, denoting by $x_{0}$ the point in $(a, b)$ such that $\mathbf{z}_{0}=\left(x_{0}, h\left(x_{0}\right)\right)$, it is easy to see that the functions $\mathbf{u}_{n}$ satisfy the equation

$$
\begin{equation*}
\int_{C_{n}} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{n}\right)\right] d \mathbf{z}=\frac{1}{\lambda_{n}} \int_{C_{n}} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}_{0}\left(h\left(x_{0}\right)+r_{n} z_{2}\right)\right] d \mathbf{z} \tag{3.61}
\end{equation*}
$$

for every $\varphi \in C_{0}^{1}\left(R ; \mathbb{R}^{2}\right)$. We observe that the sequence $\left\{\mathbf{E}_{0}\left(h\left(x_{0}\right)+r_{n} \cdot\right)\right\}$ converges to $\mathbf{E}_{\infty}$ in $L^{p}\left(R ; \mathbb{R}^{2 \times 2}\right)$ for any $1 \leq p<\infty$, where

$$
\mathbf{E}_{\infty}(\mathbf{z}):=e_{\infty}\left(z_{2}\right) \mathbf{i} \otimes \mathbf{i}, \quad e_{\infty}\left(z_{2}\right):= \begin{cases}e_{0} & \text { if } h\left(x_{0}\right)>0 \\ \chi_{\left\{z_{2}>0\right\}} e_{0} & \text { if } h\left(x_{0}\right)=0\end{cases}
$$

Step 2: We now fix a ball $B$ such that

$$
B \subset \subset\left\{s \mathbf{e}_{1}+t \mathbf{e}_{2}:-1<s<1,-4 L<t<-3 L\right\} .
$$

We claim that for all functions $\psi \in C_{0}^{1}(R)$ which vanish in $B$ we have

$$
\lim _{n \rightarrow \infty} \int_{C_{n}} \psi^{2}\left|\nabla \mathbf{u}_{n}-\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z}=0
$$

From (3.61), and the fact that $\chi_{C_{n}} \rightarrow \chi_{C_{\infty}}$ in $L^{2}(R), \mathbf{u}_{n} \rightharpoonup \mathbf{u}_{\infty}$ in $W^{1,2}\left(R ; \mathbb{R}^{2}\right)$, and

$$
\mathbf{E}_{0}\left(h\left(x_{0}\right)+r_{n} \cdot\right) \rightarrow \mathbf{E}_{\infty} \text { in } L^{p}\left(R ; \mathbb{R}^{2 \times 2}\right)
$$

we get that

$$
\begin{equation*}
\int_{C_{\infty}} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{\infty}\right)\right] d \mathbf{z}=\frac{1}{\lambda_{\infty}} \int_{C_{\infty}} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}_{\infty}\right] d \mathbf{z} \tag{3.62}
\end{equation*}
$$

where the right-hand side is understood to be zero when $\lambda_{\infty}=\infty$.
Fix $\psi \in C_{0}^{1}(R)$ and choose $\varphi:=\psi^{2} \mathbf{u}_{n}$ in (3.61) ( $\varphi:=\psi^{2} \mathbf{u}_{\infty}$ in (3.62) respectively) thus getting

$$
\begin{align*}
\int_{C_{n}} \psi^{2} \mathbf{E}\left(\mathbf{u}_{n}\right) & \cdot C\left[\mathbf{E}\left(\mathbf{u}_{n}\right)\right] d \mathbf{z}=\frac{1}{\lambda_{n}} \int_{C_{n}} \mathbf{E}\left(\psi^{2} \mathbf{u}_{n}\right) \cdot C\left[\mathbf{E}_{0}\left(h\left(x_{0}\right)+r_{n} z_{2}\right)\right] d \mathbf{z}  \tag{3.63}\\
& -\int_{C_{n}} \psi\left(\mathbf{u}_{n} \otimes \nabla \psi+\left(\mathbf{u}_{n} \otimes \nabla \psi\right)^{T}\right) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{n}\right)\right] d \mathbf{z}
\end{align*}
$$

and

$$
\begin{align*}
\int_{C_{\infty}} \psi^{2} \mathbf{E}\left(\mathbf{u}_{\infty}\right) \cdot & C\left[\mathbf{E}\left(\mathbf{u}_{\infty}\right)\right] d \mathbf{z}=\frac{1}{\lambda_{\infty}} \int_{C_{\infty}} \mathbf{E}\left(\psi^{2} \mathbf{u}_{\infty}\right) \cdot C\left[\mathbf{E}_{\infty}\right] d \mathbf{z}  \tag{3.64}\\
& -\int_{C_{\infty}} \psi\left(\mathbf{u}_{\infty} \otimes \nabla \psi+\left(\mathbf{u}_{\infty} \otimes \nabla \psi\right)^{T}\right) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{\infty}\right)\right] d \mathbf{z}
\end{align*}
$$

Letting $n \rightarrow \infty$ in (3.63), and using the fact that the right-hand side converges to the right-hand side of (3.64), we get that

$$
\lim _{n \rightarrow \infty} \int_{C_{n}} \psi^{2} \mathbf{E}\left(\mathbf{u}_{n}\right) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{n}\right)\right] d \mathbf{z}=\int_{C_{\infty}} \psi^{2} \mathbf{E}\left(\mathbf{u}_{\infty}\right) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{\infty}\right)\right] d \mathbf{z}
$$

or, equivalently,

$$
\lim _{n \rightarrow \infty} \int_{C_{n}} \psi^{2}\left\{\mathbf{E}\left(\mathbf{u}_{n}\right) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{n}\right)\right]-\mathbf{E}\left(\mathbf{u}_{\infty}\right) \cdot C\left[\mathbf{E}\left(\mathbf{u}_{\infty}\right)\right]\right\} d \mathbf{z}=0
$$

from which we easily get

$$
\lim _{n \rightarrow \infty} \int_{C_{n}} \mathbf{E}\left(\psi\left(\mathbf{u}_{n}-\mathbf{u}_{\infty}\right)\right) \cdot C\left[\mathbf{E}\left(\psi\left(\mathbf{u}_{n}-\mathbf{u}_{\infty}\right)\right)\right] d \mathbf{z}=0
$$

Hence the claim follows from Theorem 4.2.
Step 3: We now divide the proof according to the three cases $\lambda_{\infty}=\infty, \lambda_{\infty}<\infty$ and $h\left(x_{0}\right)>0$, $\lambda_{\infty}<\infty$ and $h\left(x_{0}\right)=0$. We begin by assuming that $\lambda_{\infty}=\infty$. In this case it follows from (3.62) that $\mathbf{u}_{\infty}$ is a weak solution of the problem

$$
\begin{aligned}
\mu \Delta \mathbf{u}_{\infty}+(\lambda+\mu) \nabla\left(\operatorname{div} \mathbf{u}_{\infty}\right)=\mathbf{0} & \text { in } C_{\infty} \\
{\left[\mu\left(\nabla \mathbf{u}_{\infty}+\nabla \mathbf{u}_{\infty}^{T}\right)+\lambda\left(\operatorname{div} \mathbf{u}_{\infty}\right) I\right] \nu=\mathbf{0} } & \text { on } \Gamma_{g_{\infty}}
\end{aligned}
$$

By Theorem 3.10 there exist $c>0$ and $\beta \in\left(\frac{1}{2}, 1\right)$ such that for all $0<r<1$ we have

$$
\begin{aligned}
\int_{B(\mathbf{0}, r) \cap C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} & \leq c r^{2 \beta} \int_{C_{\infty}}\left(\left|\mathbf{u}_{\infty}\right|^{2}+\left|\nabla \mathbf{u}_{\infty}\right|^{2}\right) d \mathbf{z} \\
& \leq c r^{2 \beta} \int_{C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} \leq c r^{2 \beta}
\end{aligned}
$$

where we have used Poincaré inequality, which holds since $\int_{C_{\infty}} \mathbf{u}_{\infty} d \mathbf{z}=0$, and the fact that $\int_{C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} \leq\left|C_{\infty}\right|$. Therefore if $\tau_{0}$ is such that

$$
\tau_{0} C_{\infty} \subset\left(B(\mathbf{0}, 1) \cap C_{\infty}\right) \backslash\left\{s \mathbf{e}_{1}+t \mathbf{e}_{2}:-1<s<1,-4 L<t<-3 L\right\}
$$

we get that for all $0<\tau \leq \tau_{0}$

$$
\int_{\tau C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} \leq \int_{B\left(\mathbf{0}, \frac{\tau}{\tau_{0}}\right) \cap C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} \leq c_{2} \tau^{2 \beta}
$$

By Step 2 we then have that

$$
\lim _{n \rightarrow \infty} \int_{\tau C_{n}}\left|\nabla \mathbf{u}_{n}\right|^{2} d \mathbf{z}=\int_{\tau C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z}
$$

for all $0<\tau \leq \tau_{0}$, and so

$$
\lim _{n \rightarrow \infty} \frac{\int_{C\left(\mathbf{z}_{0}, \tau r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}}{\int_{C\left(\mathbf{z}_{0}, r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}}=\frac{1}{\left|C_{\infty}\right|} \lim _{n \rightarrow \infty} \int_{\tau C_{n}}\left|\nabla \mathbf{u}_{n}\right|^{2} d \mathbf{z} \leq \frac{c_{2}}{\left|C_{\infty}\right|} \tau^{2 \beta}
$$

which contradicts (3.60), provided we take

$$
c_{1} \geq 2 \frac{c_{2}}{\left|C_{\infty}\right|}
$$

Step 4: Assume next that $\lambda_{\infty}<\infty$ and $h\left(x_{0}\right)>0$. In this case $e_{\infty} \equiv e_{0}$. Define

$$
\mathbf{v}_{\infty}(\mathbf{z}):=\mathbf{u}_{\infty}(\mathbf{z})-\frac{\left(e_{0} z_{1}, 0\right)}{\lambda_{\infty}}
$$

Then $\mathbf{v}_{\infty}$ is a weak solution of the problem

$$
\begin{aligned}
\mu \Delta \mathbf{v}_{\infty}+(\lambda+\mu) \nabla\left(\operatorname{div} \mathbf{v}_{\infty}\right)=\mathbf{0} & \text { in } C_{\infty} \\
{\left[\mu\left(\nabla \mathbf{v}_{\infty}+\nabla \mathbf{v}_{\infty}^{T}\right)+\lambda\left(\operatorname{div} \mathbf{v}_{\infty}\right) I\right] \nu=\mathbf{0} } & \text { on } \Gamma_{h_{\infty}}
\end{aligned}
$$

and thus, as in the previous step, for all $0<r<1$ we have

$$
\int_{B(\mathbf{0}, r) \cap C_{\infty}}\left|\nabla \mathbf{v}_{\infty}\right|^{2} d \mathbf{z} \leq c r^{2 \beta} \int_{C_{\infty}}\left(\left|\mathbf{v}_{\infty}\right|^{2}+\left|\nabla \mathbf{v}_{\infty}\right|^{2}\right) d \mathbf{z}
$$

from which we easily obtain that for all $0<\tau \leq \tau_{0}$, where $\tau_{0}$ is the same as in the previous step, there holds

$$
\int_{\tau C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} \leq c \tau^{2 \beta} \int_{C_{\infty}}\left(\left|\nabla \mathbf{u}_{\infty}\right|^{2}+\frac{1}{\lambda_{\infty}^{2}}\right) d \mathbf{z} \leq c_{3} \tau^{2 \beta}\left(1+\frac{1}{\lambda_{\infty}^{2}}\right)
$$

In turn

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\int_{C\left(\mathbf{z}_{0}, \tau r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}}{\int_{C\left(\mathbf{z}_{0}, r_{n}\right)}\left(|\nabla \mathbf{u}|^{2}+1\right) d \mathbf{x}} & =\lim _{n \rightarrow \infty} \frac{\int_{C\left(\mathbf{z}_{0}, \tau r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}}{\left|C_{\infty}\right|\left(\lambda_{n}^{2} r_{n}^{2}+r_{n}^{2}\right)} \\
& =\lim _{n \rightarrow \infty} \frac{\int_{\tau C_{n}}\left|\nabla \mathbf{u}_{n}\right|^{2} d \mathbf{z}}{\left|C_{\infty}\right|\left(1+\frac{1}{\lambda_{n}^{2}}\right)} \leq \frac{c_{3}}{\left|C_{\infty}\right|} \tau^{2 \beta}
\end{aligned}
$$

which is again a contradiction provided we take

$$
c_{1} \geq 2 \frac{c_{3}}{\left|C_{\infty}\right|}
$$

Step 5: Finally we consider the case $\lambda_{\infty}<\infty$ and $h\left(x_{0}\right)=0$. Define

$$
\tilde{e}_{\infty}\left(z_{2}\right):= \begin{cases}e_{0} & \text { if } z_{2}>0 \\ \gamma & \text { if } z_{2}<0,\end{cases}
$$

for some $\gamma$ to be determined later, and observe that for every $\varphi \in C_{0}^{1}\left(R ; \mathbb{R}^{2}\right)$

$$
\begin{aligned}
& \int_{C_{\infty}} e_{\infty}\left(z_{2}\right) \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z}=\int_{C_{\infty} \cap\left\{z_{2}>0\right\}} e_{0} \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z}=\int_{C_{\infty} \cap\left\{z_{2}>0\right\}} e_{0} \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z} \\
&+ \int_{C_{\infty} \cap\left\{z_{2}<0\right\}} \gamma \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z}=\int_{C_{\infty}} \widetilde{e}_{\infty}\left(z_{2}\right) \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z}
\end{aligned}
$$

where we have used the fact that

$$
\int_{C_{\infty} \cap\left\{z_{2}<0\right\}} \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z}=\int_{C_{\infty} \cap\left\{z_{2}=0\right\}} \varphi_{1} \nu_{1} d \mathcal{H}^{1}\left(z_{1}, z_{2}\right)=0
$$

since $\nu_{1}=0$. Define

$$
\mathbf{w}_{\infty}(\mathbf{z}):=e_{0}\left(z_{1},-\min \left\{0, \frac{\lambda z_{2}}{2 \mu+\lambda}\right\}\right), \quad \gamma:=\frac{4 \mu(\mu+\lambda)}{(2 \mu+\lambda)^{2}} e_{0} .
$$

A straightforward calculation shows that

$$
\begin{aligned}
(2 \mu+\lambda) \widetilde{e}_{\infty} & =(2 \mu+\lambda) \frac{\partial\left(\mathbf{w}_{\infty}\right)_{1}}{\partial z_{1}}+\lambda \frac{\partial\left(\mathbf{w}_{\infty}\right)_{2}}{\partial z_{2}} \\
\lambda e_{\infty} & =\lambda \frac{\partial\left(\mathbf{w}_{\infty}\right)_{1}}{\partial z_{1}}+(2 \mu+\lambda) \frac{\partial\left(\mathbf{w}_{\infty}\right)_{2}}{\partial z_{2}} .
\end{aligned}
$$

Hence for every $\varphi \in C_{0}^{1}\left(R ; \mathbb{R}^{2}\right)$

$$
\begin{aligned}
& \int_{C_{\infty}} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}_{\infty}\right] d \mathbf{z}=(2 \mu+\lambda) \int_{C_{\infty}} e_{\infty}\left(z_{2}\right) \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z} \\
& +\lambda \int_{C_{\infty}} e_{\infty}\left(z_{2}\right) \frac{\partial \varphi_{2}}{\partial z_{2}} d \mathbf{z} \\
& =(2 \mu+\lambda) \int_{C_{\infty}} \widetilde{e}_{\infty}\left(z_{2}\right) \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z}+\lambda \int_{C_{\infty}} e_{\infty}\left(z_{2}\right) \frac{\partial \varphi_{2}}{\partial z_{2}} d \mathbf{z} \\
& =\int_{C_{\infty}}\left[(2 \mu+\lambda) \frac{\partial\left(\mathbf{w}_{\infty}\right)_{1}}{\partial z_{1}}+\lambda \frac{\partial\left(\mathbf{w}_{\infty}\right)_{2}}{\partial z_{2}}\right] \frac{\partial \varphi_{1}}{\partial z_{1}} d \mathbf{z} \\
& +\int_{C_{\infty}}\left[\lambda \frac{\partial\left(\mathbf{w}_{\infty}\right)_{1}}{\partial z_{1}}+(2 \mu+\lambda) \frac{\partial\left(\mathbf{w}_{\infty}\right)_{2}}{\partial z_{2}}\right] \frac{\partial \varphi_{2}}{\partial z_{2}} d \mathbf{z} \\
& =\int_{C_{\infty}} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}\left(\mathbf{w}_{\infty}\right)\right] d \mathbf{z} .
\end{aligned}
$$

We can now proceed exactly as in the previous step with the only difference that we now take

$$
\mathbf{v}_{\infty}:=\mathbf{u}_{\infty}-\frac{1}{\lambda_{\infty}} \mathbf{w}_{\infty}
$$

Step 6: By Steps 2-5 the estimate (3.58) holds, and we are now in position to prove (3.57). By (3.58) for all $\tau \in\left(0, \tau_{0}\right)$ we have

$$
\begin{align*}
\int_{C\left(\mathbf{z}_{0}, \tau r\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} & \leq \tau^{2} 16 L r^{2}+c_{1} \tau^{2 \beta} \int_{C\left(\mathbf{z}_{0}, r\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x}  \tag{3.65}\\
& \leq\left(16 L+c_{1}\right) \tau^{2 \beta} \int_{C\left(\mathbf{z}_{0}, r\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x}
\end{align*}
$$

for all $0<r<r_{\tau}$. Hence for a fixed $\alpha \in(1 / 2, \beta)$

$$
\begin{equation*}
\left(16 L+c_{1}\right) \tau^{2 \beta}=\left(16 L+c_{1}\right) \tau^{2 \beta-2 \alpha} \tau^{2 \alpha} \leq \tau^{2 \alpha} \tag{3.66}
\end{equation*}
$$

provided $\tau_{0}$ is sufficiently small.
Fix $0<r<r_{\tau}$ and find $k \in \mathbb{N}$ such that

$$
\tau^{k+1} r_{\tau} \leq r \leq \tau^{k} r_{\tau}
$$

By iterating (3.65) and by (3.66) we have

$$
\begin{aligned}
\int_{B\left(\mathbf{z}_{0}, r\right) \cap \Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x} & \leq \int_{C\left(\mathbf{z}_{0}, r\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} \leq \int_{C\left(\mathbf{z}_{0}, \tau^{k} r_{\tau}\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} \\
& \leq \tau^{2 \alpha k} \int_{C\left(\mathbf{z}_{0}, r_{\tau}\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} \leq \frac{r^{2 \alpha}}{\left(\tau r_{\tau}\right)^{2 \alpha}} \int_{C\left(\mathbf{z}_{0}, r_{\tau}\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x}
\end{aligned}
$$

where we have used the fact that $B\left(\mathbf{z}_{0}, r\right) \cap \Omega \subset C\left(\mathbf{z}_{0}, r\right)$ since $L \geq 1$. This yields (3.57) with

$$
c:=\frac{1}{\left(\tau r_{\tau}\right)^{2 \alpha}} \int_{C\left(\mathbf{z}_{0}, r_{\tau}\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x}
$$

and $r_{0}:=r_{\tau}$.
Next we prove that for a local minimizer $(\mathbf{u}, \Omega) \in X$ the upper boundary $\Gamma$ is of class $C^{1}$ away from the finite singular set defined in (3.44).

Theorem $3.13\left(C^{1}\right.$ Regularity of $\left.\Gamma\right)$ Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$ defined in (3.1) . Then $\Gamma \backslash \Gamma_{\text {sing }}$ is of class $C^{1}$.

Proof. Since $\Gamma_{\text {cuts }}$ is made of segments, it is enough to prove the regularity of $\Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$. Assume by contradiction that $\Gamma$ has a corner at some point $\mathbf{z}_{0} \in \Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$.

By Proposition 3.5 and a standard extension argument we may define $\mathbf{u}$ in a fixed neighborhood of $\mathbf{z}_{0}$ in such a way that for all $0<r<r_{1}$

$$
\begin{equation*}
\int_{B\left(\mathbf{z}_{0}, r\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq c(L) \int_{B\left(\mathbf{z}_{0}, r\right) \cap \Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x} \tag{3.67}
\end{equation*}
$$

for some $r_{1}>0$, and where the constant $c(L)$ is independent of $r$ and depends only on the Lipschitz constant $L$ of the function $g$ in Proposition 3.5.

Moreover, by Proposition 3.1 there exists $\ell_{0}>0$ such that

$$
\begin{equation*}
F_{\infty}(\mathbf{u}, \Omega)=\min \left\{F_{\infty}\left(\mathbf{v}, \Omega_{g}\right)+\ell_{0}\left|d-\left|\Omega_{g}^{+} \|: \quad\left(\mathbf{v}, \Omega_{g}\right) \in X,\left|\Omega_{g} \Delta \Omega\right| \leq \frac{\delta}{2}\right\}\right.\right. \tag{3.68}
\end{equation*}
$$

where $d:=\left|\Omega^{+}\right|$. We recall also that by Proposition 3.5(i) $\Gamma$ admits a left and a right tangent line at $x_{0}$. We are assuming by contradiction that the two tangent lines are distinct and form an angle $0<\vartheta<\pi$. Let us also suppose, to fix the ideas, that $\mathbf{z}_{0} \notin \Gamma_{\text {vert }}$, since the case $\mathbf{z}_{0} \in \Gamma_{\text {vert }}$ can be treated similarly. For $r>0$ (sufficiently small) we denote

$$
\begin{aligned}
& x_{r}^{\prime}:=\max \left\{x \in(a, b): x \leq x_{0} \text { and there exists } y \text { s.t. }(x, y) \in \Gamma \cap \partial B\left(\mathbf{z}_{0}, r\right)\right\}, \\
& x_{r}^{\prime \prime}:=\min \left\{x \in(a, b): x \geq x_{0}, \text { and there exists } y \text { s.t. }(x, y) \in \Gamma \cap \partial B\left(\mathbf{z}_{0}, r\right)\right\},
\end{aligned}
$$

and we let $\left(x_{r}^{\prime}, h\left(x_{r}^{\prime}\right)\right)$ and $\left(x_{r}^{\prime \prime}, h\left(x_{r}^{\prime \prime}\right)\right)$ be the corresponding points on $\Gamma \cap \partial B\left(\mathbf{z}_{0}, r\right)$. Construct $h_{r}$ as the greatest lower semicontinuous function coinciding with $h$ outside $\left[x_{r}^{\prime}, x_{r}^{\prime \prime}\right]$ and with the affine function

$$
x \mapsto h\left(x_{r}^{\prime}\right)+\frac{h\left(x_{r}^{\prime \prime}\right)-h\left(x_{r}^{\prime}\right)}{x_{r}^{\prime \prime}-x_{r}^{\prime}}\left(x-x_{r}^{\prime}\right)
$$

in $\left(x_{r}^{\prime}, x_{r}^{\prime \prime}\right)$. It is easy to see that for $r>0$ sufficiently small $\left(\mathbf{u}, \Omega_{h_{r}}\right)$ is admissible for the penalized minimization problem (3.3). Hence, by (3.68),

$$
F_{\infty}(\mathbf{u}, \Omega) \leq F_{\infty}\left(\mathbf{u}, \Omega_{h_{r}}\right)+\ell_{0}\left|d-\left|\Omega_{h_{r}}^{+}\right|\right| \leq F_{\infty}\left(\mathbf{u}, \Omega_{h_{r}}\right)+c r^{2}
$$

and, in turn, using the estimates (3.57) and (3.67),

$$
\begin{align*}
\int_{x_{r}^{\prime}}^{x_{r}^{\prime \prime}} \sqrt{1+\left(h^{\prime}\right)^{2}} d x & \leq \int_{x_{r}^{\prime}}^{x_{r}^{\prime \prime}} \sqrt{1+\left(h_{r}^{\prime}\right)^{2}} d x+c \int_{B\left(\mathbf{z}_{0}, r\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}+c r^{2}  \tag{3.69}\\
& \leq \int_{x_{r}^{\prime}}^{x_{r}^{\prime \prime}} \sqrt{1+\left(h_{r}^{\prime}\right)^{2}} d x+c r^{2 \alpha}
\end{align*}
$$

for $r$ small enough. Recall that by Proposition 3.5 the right and the left derivatives $h_{+}^{\prime}$ and $h_{-}^{\prime}$ exist and are continuous in a neighborhood of $x_{0}$. In particular, for $x>x_{0}$ we have $h(x)=$ $h\left(x_{0}\right)+h_{+}^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+o\left(x-x_{0}\right)$. Since

$$
r=\left|\left(x_{r}^{\prime \prime}, h\left(x_{r}^{\prime \prime}\right)\right)-\left(x_{0}, h\left(x_{0}\right)\right)\right|=\left(x_{r}^{\prime \prime}-x_{0}\right) \sqrt{1+\left(h_{+}^{\prime}\left(x_{0}\right)+\frac{o\left(x_{r}^{\prime \prime}-x_{0}\right)}{x_{r}^{\prime \prime}-x_{0}}\right)^{2}}
$$

we get that

$$
\begin{equation*}
x_{r}^{\prime \prime}=x_{0}+\frac{r}{\sqrt{1+\left(h_{+}^{\prime}\left(x_{0}\right)+\frac{o\left(x_{r}^{\prime \prime}-x_{0}\right)}{x_{r}^{\prime \prime}-x_{0}}\right)^{2}}} . \tag{3.70}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
x_{r}^{\prime}=x_{0}-\frac{r}{\sqrt{1+\left(h_{-}^{\prime}\left(x_{0}\right)+\frac{o\left(x_{r}^{\prime}-x_{0}\right)}{x_{0}-x_{r}^{\prime}}\right)^{2}}} . \tag{3.71}
\end{equation*}
$$

Plugging (3.70) and (3.71) in estimate (3.69), dividing both sides by $r$ and letting $r$ go to zero, we immediately get, taking into account the right and left continuity at $x_{0}$ of $h_{+}^{\prime}$ and $h_{-}^{\prime}$ respectively,

$$
2 \leq 2 \sin (\vartheta / 2)
$$

which is impossible.
As an immediate corollary of the previous theorem we have a rigorous proof of the zero contactangle condition between wetting layer and island (see [26] for a discussion on this matter).

Corollary 3.14 (Zero Contact-Angle) Let $(\mathbf{u}, \Omega) \in X$ be a local minimizer for the functional $F_{\infty}$ defined in (3.1). If $\mathbf{z}_{0}=\left(x_{0}, 0\right) \in \Gamma \backslash \Gamma_{\text {sing }}$ then $h^{\prime}\left(x_{0}\right)=0$.

Next we seek to prove $C^{1, \sigma}$ regularity of $\Gamma$ away from the cusp points. To this purpose we need a uniform version of the decay estimate (3.57) .

Theorem 3.15 (Decay Estimate II) Let $(\mathbf{u}, \Omega) \in X$ be a local minimizer for the functional $F_{\infty}$ defined in (3.1). Then for every closed subarc $\Gamma^{\prime} \subset \Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$ and for every $0<\sigma<1$ there exist a constant $c>0$ and a radius $r_{0}$ such that for all $0<r \leq r_{0}$ and for all $\mathbf{z}_{0} \in \Gamma^{\prime}$

$$
\begin{equation*}
\int_{B\left(\mathbf{z}_{0}, r\right) \cap \Omega}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq c r^{2 \sigma} \tag{3.72}
\end{equation*}
$$

Proof. The proof is very similar to the one of Theorem 3.12 so we only indicate the main changes. We begin by showing that there exist two constants $c>0, \tau_{0} \in(0,1)$ such that for all $\tau \in\left(0, \tau_{0}\right)$ there exists a radius $r_{\tau}>0$ such that for all $0<r \leq r_{\tau}$ and for all $\mathbf{z}_{0} \in \Gamma^{\prime}$

$$
\begin{equation*}
\int_{C\left(\mathbf{z}_{0}, \tau r\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq c \tau^{2} \int_{C\left(\mathbf{z}_{0}, r\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x} \tag{3.73}
\end{equation*}
$$

where $C\left(\mathbf{z}_{0}, r\right)$ is defined in (3.59) and $\mathbf{e}_{1}, \mathbf{e}_{2}$ are respectively the unit tangent vector and the normal to the curve $\Gamma$ at $\mathbf{z}_{0}$.

We fix $c>0, \tau_{0} \in(0,1)$ to be determined later and we assume by contradiction that the corresponding estimate (3.73) is false for some $\tau \in\left(0, \tau_{0}\right)$. Hence we may find a sequence of radii $\left\{r_{n}\right\}$ converging to zero and a sequence $\left\{\mathbf{z}_{n}\right\} \subset \Gamma^{\prime}$ converging to some $\mathbf{z}_{0} \in \Gamma^{\prime}$ such that

$$
\int_{C\left(\mathbf{z}_{n}, \tau r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x}>c \tau^{2} \int_{C\left(\mathbf{z}_{n}, r_{n}\right)}\left(1+|\nabla \mathbf{u}|^{2}\right) d \mathbf{x}
$$

Define the sets

$$
C_{n}:=\frac{1}{r_{n}}\left(-\mathbf{z}_{n}+C\left(\mathbf{z}_{n}, r_{n}\right)\right) .
$$

Using the fact that, since $\Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$ is of class $C^{1}$, the unit tangent and normal vector to $\Gamma^{\prime}$ vary with continuity one can show that $\chi_{C_{n}}$ converges a.e. to the $\chi_{C_{\infty}}$ where

$$
C_{\infty}:=\left\{s \mathbf{e}_{1}+t \mathbf{e}_{2}:-1<s<1,-4 L<t<g_{\infty}(s)\right\}
$$

with $g_{\infty}(s):=g^{\prime}(0) s$. We rescale accordingly also the function $\mathbf{u}$ by setting

$$
\mathbf{u}_{n}(\mathbf{z}):=\frac{\mathbf{u}\left(\mathbf{z}_{n}+r_{n} \mathbf{z}\right)-\mathbf{a}_{n}}{\lambda_{n} r_{n}},
$$

where $\mathbf{z}:=\frac{\mathbf{x}-\mathbf{z}_{n}}{r_{n}}$,

$$
\mathbf{a}_{n}:=\frac{1}{\left|C\left(x_{n}, r_{n}\right)\right|} \int_{C\left(x_{n}, r_{n}\right)} \mathbf{u} d \mathbf{z}, \quad \lambda_{n}^{2}:=\frac{1}{\left|C\left(x_{n}, r_{n}\right)\right|} \int_{C\left(x_{n}, r_{n}\right)}|\nabla \mathbf{u}|^{2} d \mathbf{z}
$$

As in the proof of Step 1 of Theorem 3.12 we may assume that $\mathbf{u}_{n}$ (extended to the rectangle $R$ ) weakly converges to some function $\mathbf{u}_{\infty} \in W^{1,2}\left(R ; \mathbb{R}^{2}\right)$ and that

$$
\lambda_{n} \rightarrow \lambda_{\infty} \in(0, \infty]
$$

The proof of Step 2 of Theorem 3.12 continues to hold while Step 3 can be simplified.
Indeed, if $\lambda_{\infty}=\infty$ then $\mathbf{u}_{\infty}$ is a weak solution of the problem

$$
\begin{aligned}
\mu \Delta \mathbf{u}_{\infty}+(\lambda+\mu) \nabla\left(\operatorname{div} \mathbf{u}_{\infty}\right)=\mathbf{0} & \text { in } C_{\infty} \\
{\left[\mu\left(\nabla \mathbf{u}_{\infty}+\nabla \mathbf{u}_{\infty}^{T}\right)+\lambda\left(\operatorname{div} \mathbf{u}_{\infty}\right) I\right] \nu=\mathbf{0} } & \text { on } \Gamma_{g_{\infty}}
\end{aligned}
$$

Therefore by Theorem 3.7 we have that if $0<r<\frac{1}{2}$ then

$$
\int_{B(\mathbf{0}, r) \cap C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} \leq C r^{2} \sup _{B(0, r) \cap C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} \leq C r^{2} \int_{B(\mathbf{0}, 1) \cap C_{\infty}}\left|\nabla \mathbf{u}_{\infty}\right|^{2} d \mathbf{z} \leq C r^{2}
$$

We may now proceed as before to obtain a contradiction.
If $\lambda_{\infty}<\infty$ then as in Step 4 of Theorem 3.12 we set

$$
\mathbf{v}_{\infty}(\mathbf{z}):=\mathbf{u}_{\infty}(\mathbf{z})-\frac{\left(e_{0} z_{1}, 0\right)}{\lambda_{\infty}}
$$

Then $\mathbf{v}_{\infty}$ is a weak solution of the problem

$$
\begin{aligned}
\mu \Delta \mathbf{v}_{\infty}+(\lambda+\mu) \nabla\left(\operatorname{div} \mathbf{v}_{\infty}\right)=\mathbf{0} & \text { in } C_{\infty}, \\
{\left[\mu\left(\nabla \mathbf{v}_{\infty}+\nabla \mathbf{v}_{\infty}^{T}\right)+\lambda\left(\operatorname{div} \mathbf{v}_{\infty}\right) I\right] \nu=\mathbf{0} } & \text { on } \Gamma_{g_{\infty}}
\end{aligned}
$$

and thus, as in the previous step, for all $0<r<\frac{1}{2}$ we have

$$
\int_{B(\mathbf{0}, r) \cap C_{\infty}}\left|\nabla \mathbf{v}_{\infty}\right|^{2} d \mathbf{z} \leq C r^{2}
$$

and the rest of the proof is analogous.
Steps 5 and 6 are also similar, we omit the details.
We are now in a position to show that $\Gamma$ is of class $C^{1, \sigma}$ away from the finite singular set $\Gamma_{\text {sing }}$.

Theorem 3.16 ( $C^{1, \sigma}$ Regularity of $\Gamma$ ) Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$ defined in (3.1). Then $\Gamma \backslash \Gamma_{\text {sing }}$ is of class $C^{1, \sigma}$ for all $0<\sigma<\frac{1}{2}$.

Proof. As in the proof of Theorem 3.13 it is enough to consider $\Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$. Fix a closed subarc $\Gamma^{\prime} \subset \Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right), \frac{1}{2}<\sigma_{0}<1$, and a point $\mathbf{z}_{0}=\left(x_{0}, y_{0}\right)$ in $\Gamma^{\prime}$. As in the proof of Theorem 3.13, for all $0<r \leq r_{1}$ we may extend $\mathbf{u}$ to the ball $B\left(\mathbf{z}_{0}, r\right)$ in such a way that (3.67) holds. Moreover, since $\Gamma \backslash\left(\Gamma_{\text {cusps }} \cup \Gamma_{\text {cuts }}\right)$ is of class $C^{1}$, we may assume that constants $r_{1}, L$ and $c(L)$ in (3.67) are independent of $\mathbf{z}_{0}$. Hence also by (3.72) there exist $c, r_{0}>0$ indepedent of $\mathbf{z}_{0}$ such that

$$
\begin{equation*}
\int_{B\left(\mathbf{z}_{0}, r\right)}|\nabla \mathbf{u}|^{2} d \mathbf{x} \leq c r^{2 \sigma_{0}} \tag{3.74}
\end{equation*}
$$

for all $0<r<r_{0}$.
Owing to the $C^{1}$ regularity and taking $r_{0}$ smaller (and again independently of $\mathbf{z}_{0}$ ), we can also assume that for all $0<r<r_{0}$, the curve $\Gamma$ crosses transversally $\partial B\left(\mathbf{z}_{0}, r\right)$ at exactly two points.

Let $\left(x_{r}^{\prime}, y_{r}^{\prime}\right)$ and $\left(x_{r}^{\prime \prime}, y_{r}^{\prime \prime}\right)$ be two points in $\partial B\left(\mathbf{z}_{0}, r\right) \cap \Gamma$. We redefine $\Gamma$ inside the ball $B\left(\mathbf{z}_{0}, r\right)$ as the polygonal path of length $2 r$ connecting $\left(x_{r}^{\prime}, y_{r}^{\prime}\right)$ with $\mathbf{z}_{0}$ and $\mathbf{z}_{0}$ with $\left(x_{r}^{\prime \prime}, y_{r}^{\prime \prime}\right)$ and we denote the corresponding function by $h_{r}$.

Using Proposition 3.1 and the fact that if $r_{0}$ is small enough the new pair ( $\mathbf{u}, \Omega_{h_{r}}$ ) is admissible for problem (3.3), we can estimate

$$
F_{\infty}(\mathbf{u}, \Omega) \leq F_{\infty}\left(\mathbf{u}, \Omega_{h_{r}}\right)+\ell_{0}\left|d-\left|\Omega_{h_{r}}^{+}\right|\right| \leq F_{\infty}\left(\mathbf{u}, \Omega_{h_{r}}\right)+c r^{2}
$$

which, together with (3.74), yields

$$
\mathcal{H}^{1}\left(\Gamma_{h} \cap B(\mathbf{z}, r)\right)-2 r \leq c \int_{B(\mathbf{z}, r)}|\nabla \mathbf{u}|^{2} d \mathbf{x}+c r^{2} \leq c_{1} r^{2 \sigma_{0}} .
$$

Note that the previous inequality holds for all $\mathbf{z} \in \Gamma^{\prime}$ and $0<r<r_{0}$, with $c_{1}$ independent of $\mathbf{z}$ and $r$. It follows that $\Gamma^{\prime}$ is of class $C^{1, \sigma}$, where $\sigma:=\sigma_{0}-\frac{1}{2}$ (see Proposition 6.4 and the proof of Theorem 6.1 in [3]).

In view of the previous theorem and Remark 3.6 we can partition $(a, b)$ as

$$
a=: x_{0}<x_{1}<\ldots<x_{m-1}<x_{m}:=b
$$

in such a way $\Gamma \cap\left(\left(x_{i-1}, x_{i}\right) \times[0, \infty)\right)$ is of class $C^{1, \sigma}$ for all $0<\sigma<\frac{1}{2}$ for each $i=1, \ldots, m$.
Theorem $3.17\left(C^{1, \sigma}\right.$ Regularity of $\left.\mathbf{u}\right)$ Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$ defined in (3.1). Then for any $\left[a^{\prime}, b^{\prime}\right] \subset\left(x_{i-1}, x_{i}\right), i=1, \ldots, m$, we have that $\mathbf{u}-\mathbf{w}_{\infty} \in$ $C^{1, \sigma_{1}}\left(\bar{\Omega} \cap\left(\left[a^{\prime}, b^{\prime}\right] \times \mathbb{R}\right) ; \mathbb{R}^{2}\right)$, for some $\sigma_{1}>0$, where

$$
\mathbf{w}_{\infty}(\mathbf{x}):=e_{0}\left(x,-\min \left\{0, \frac{\lambda y}{2 \mu+\lambda}\right\}\right) .
$$

In particular, $\mathbf{u} \in C^{1, \sigma_{1}}\left(\bar{\Omega} \cap\left(\left[a^{\prime}, b^{\prime}\right] \times \mathbb{R} \backslash\{0\}\right) ; \mathbb{R}^{2}\right)$.
Proof. As shown in Step 5 of the proof of Theorem 3.12 the function $\mathbf{u}-\mathbf{w}_{\infty}$ satisfies

$$
\begin{equation*}
\int_{\Omega} \mathbf{E}(\varphi) \cdot C\left[\mathbf{E}\left(\mathbf{u}-\mathbf{w}_{\infty}\right)\right] d \mathbf{x}=0 \tag{3.75}
\end{equation*}
$$

for every $\varphi \in C_{c}^{1}\left(\left(a^{\prime}, b^{\prime}\right) \times \mathbb{R} ; \mathbb{R}^{2}\right)$. We now argue as in the proof of Theorem 7.53 in [2] to which we refer for some details of the proof that will be omitted here.

By straightening the boundary $\Gamma$ with a diffeomorphism of class $C^{1, \sigma}$ for every $0<\sigma<\frac{1}{2}$, the function $\mathbf{u}-\mathbf{w}_{\infty}$ is transformed in a $H^{1}$ function $\mathbf{v}$ satisfying a linear system of the form

$$
\int_{B^{-}} \nabla \varphi A(\mathbf{x}) D \mathbf{v} d \mathbf{x}=0
$$

for all $\varphi \in C^{1}\left(B^{-} ; \mathbb{R}^{2}\right)$ vanishing in a neighborhood of $\left.\partial B^{-} \cap\{y<0\}\right)$, where $B^{-}$is a half ball centered at the origin contained in $\{y<0\}$ and the coefficients $A_{i, j}^{h, k}$ of the matrix $A$ are of class $C^{0, \sigma}$ for $0<\sigma<\frac{1}{2}$. Moreover, since $\lambda+\mu>0$ and $\mu>0$, the matrix $A$ satisfies the strong Legendre-Hadamard ellipticity condition. Let us extend the function $\mathbf{v}$ to the whole ball $B$ by setting $\mathbf{v}(x, y)=\mathbf{v}(x,-y)$ for $y>0$. It is easy to check that the new function $\mathbf{v}$ satisfies the equation

$$
\begin{equation*}
\int_{B} \nabla \varphi A(x) \nabla \mathbf{v} d \mathbf{x}=0 \tag{3.76}
\end{equation*}
$$

for all $\varphi \in C_{0}^{1}\left(B ; \mathbb{R}^{2}\right)$, where the coefficients of $A$ are also extended to the upper ball $B^{+}$by setting, for $y>0$,

$$
A_{i, j}^{h, k}(x, y)=\left\{\begin{array}{cc}
A_{i, j}^{h, k}(x,-y) & \text { if } h=k=1 \text { or } h=k=2 \\
-A_{i, j}^{h, k}(x,-y) & \text { otherwise. }
\end{array}\right.
$$

Let us fix $\left(x_{0}, 0\right) \in B$ and $B\left(\left(x_{0}, 0\right), R\right) \subset B$. We denote by $\mathbf{w}$ the weak solution of the Dirichlet problem

$$
\left\{\begin{array}{cl}
\int_{B\left(\left(x_{0}, 0\right), R\right)} \nabla \varphi \bar{A} \nabla \mathbf{w} d \mathbf{x}=0, \\
\mathbf{w}=\mathbf{v} & \text { on } \partial B\left(\left(x_{0}, 0\right), R\right),
\end{array}\right.
$$

where

$$
\bar{A}(\mathbf{x})= \begin{cases}A^{+}=\frac{1}{\left|B^{+}\right|} \int_{B^{+}} A(\mathbf{x}) d \mathbf{x} & \text { in } B^{+} \\ A^{-}=\frac{1}{\left|B^{-}\right|} \int_{B^{-}} A(\mathbf{x}) d \mathbf{x} & \text { in } B^{-}\end{cases}
$$

By the standard difference quotient argument and Korn's inequality, one can show that $\frac{\partial \mathbf{w}}{\partial x}$ is a $W_{\text {loc }}^{1,2}$ weak solution of

$$
\int_{B\left(\left(x_{0}, 0\right), R\right)} \nabla \varphi \bar{A} \nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right) d \mathbf{x}=0 .
$$

Therefore, by standard regularity estimates, we get that for every ball $B(\mathbf{z}, \varrho) \subset B\left(\left(x_{0}, 0\right), R\right)$

$$
\begin{equation*}
\int_{B(\mathbf{z}, \varrho / 2)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{2} d \mathbf{x} \leq \frac{c}{\varrho^{2}} \int_{B(\mathbf{z}, \varrho)}\left|\left(\frac{\partial \mathbf{w}}{\partial x}\right)-\left(\frac{\partial \mathbf{w}}{\partial x}\right)_{\mathbf{z}, \varrho}\right|^{2} d \mathbf{x} \tag{3.77}
\end{equation*}
$$

where $\left(\frac{\partial \mathbf{w}}{\partial x}\right)_{\mathbf{z}, \varrho}$ denotes the average of the function $\frac{\partial \mathbf{w}}{\partial x}$ in the ball $B_{\varrho}(\mathbf{z})$. From inequality (3.77) and Poincaré inequality we get

$$
\frac{1}{|B(\mathbf{z}, \varrho / 2)|} \int_{B(\mathbf{z}, \varrho / 2)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{2} d \mathbf{x} \leq c\left(\frac{1}{|B(\mathbf{z}, \varrho)|} \int_{B(\mathbf{z}, \varrho)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{2} d \mathbf{x}\right)^{2}
$$

From this inequality, by using Gehring's lemma (see for instance [15], Proposition 1.1, Chap. V) we get that $\frac{\partial \mathbf{w}}{\partial x} \in W_{\mathrm{loc}}^{1, p}\left(B ; \mathbb{R}^{2}\right)$ for some $p>2$ and for all $B(\mathbf{z}, \varrho) \subset B\left(\left(x_{0}, 0\right), R\right)$

$$
\begin{equation*}
\left(\frac{1}{|B(\mathbf{z}, \varrho / 2)|} \int_{B(\mathbf{z}, \varrho / 2)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{p} d \mathbf{x}\right)^{1 / p} \leq c_{1}\left(\frac{1}{|B(\mathbf{z}, \varrho)|} \int_{B(\mathbf{z}, \varrho)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{2} d \mathbf{x}\right)^{1 / 2} \tag{3.78}
\end{equation*}
$$

for some constant $c_{1}$ independent of the ball $B(\mathbf{z}, \varrho)$. Note that, since $p>2$, we may conclude that $\frac{\partial \mathbf{w}}{\partial x}$ is locally $\gamma$-Hölder continuous for $\gamma=1-2 / p$. Moreover, from Sobolev Embedding Theorem and (3.78) we obtain that

$$
\max _{B(\mathbf{z}, \varrho / 2)}\left|\frac{\partial \mathbf{w}}{\partial x}\right|^{2} \leq \frac{c}{|B(\mathbf{z}, \varrho)|} \int_{B(\mathbf{z}, \varrho)}\left|\frac{\partial \mathbf{w}}{\partial x}\right|^{2} d \mathbf{x}+\frac{c \varrho^{2}}{|B(\mathbf{z}, \varrho)|} \int_{B(\mathbf{z}, \varrho)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{2} d \mathbf{x} .
$$

This inequality and (3.77) yield

$$
\max _{B(\mathbf{z}, \varrho / 2)}\left|\frac{\partial \mathbf{w}}{\partial x}\right|^{2} \leq \frac{c}{|B(\mathbf{z}, 2 \varrho)|} \int_{B(\mathbf{z}, \varrho \varrho)}\left|\frac{\partial \mathbf{w}}{\partial x}\right|^{2} d \mathbf{x}
$$

Denoting by $\left[\frac{\partial \mathbf{w}}{\partial x}\right]_{\gamma, \mathbf{z}, r}$ the Hölder seminorm of $\frac{\partial \mathbf{w}}{\partial x}$ in the ball $B(\mathbf{z}, r)$, from Sobolev embedding theorem, (3.78) and (3.77) we get that if $B(\mathbf{z}, 4 r) \subset B\left(\left(x_{0}, 0\right), R\right)$ and $\varrho<r$

$$
\begin{aligned}
& \int_{B(\mathbf{z}, \varrho)}\left|\frac{\partial \mathbf{w}}{\partial x}-\left(\frac{\partial \mathbf{w}}{\partial x}\right)_{\mathbf{z}, \varrho}\right|^{2} d \mathbf{x} \leq c \varrho^{2+2 \gamma}\left[\frac{\partial \mathbf{w}}{\partial x}\right]_{\gamma, \mathbf{z}, r}^{2} \\
& \leq c \varrho^{2+2 \gamma} r^{4 / p}\left(\frac{c}{|B(\mathbf{z}, r)|} \int_{B(\mathbf{z}, r)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{p} d \mathbf{x}\right)^{2 / p} \\
& \leq c \varrho^{2+2 \gamma} r^{\frac{4}{p}-2} \int_{B(\mathbf{z}, 2 r)}\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x}\right)\right|^{2} d \mathbf{x} \\
& \leq c\left(\frac{\varrho}{r}\right)^{2+2 \gamma} \int_{B(\mathbf{z}, 4 r)}\left|\frac{\partial \mathbf{w}}{\partial x}-\left(\frac{\partial \mathbf{w}}{\partial x}\right)_{\mathbf{z}, 4 r}\right|^{2} d \mathbf{x}
\end{aligned}
$$

Following the proof of Theorem 7.53 in [2], we introduce the vector $\bar{D}_{c} \mathbf{w}$ whose components are

$$
\left(\bar{D}_{c} \mathbf{w}\right)_{j}=\sum_{h=1}^{2} \sum_{i=1}^{2} \bar{A}_{i j}^{h 2} \frac{\partial w_{i}}{\partial x_{h}}
$$

for $j=1,2$, where for convenience we used the notation $x_{1}=x, x_{2}=y$. From the equation satisfied by $\mathbf{w}$ we get that for $j=1,2$

$$
\frac{\partial\left(\left(\bar{D}_{c} \mathbf{w}\right)_{j}\right)}{\partial x_{2}}=-\sum_{h=1}^{2} \sum_{i=1}^{2} \bar{A}_{i j}^{h 1} \frac{\partial^{2} w_{i}}{\partial x_{1} \partial x_{h}} .
$$

Therefore we may conclude that $\nabla\left(\bar{D}_{c} \mathbf{w}\right)$ is locally in $L^{2}$ in $B\left(\left(x_{0}, 0\right), R\right)$ and

$$
\left|\nabla\left(\bar{D}_{c} \mathbf{w}\right)\right| \leq c\left|\nabla\left(\frac{\partial \mathbf{w}}{\partial x_{1}}\right)\right|
$$

From now on the proof proceeds exactly as in Theorem 7.53 in [2] with the conclusion that $\nabla \mathbf{v}$ is locally $\sigma$-Hölder continuous for all $\sigma<\min \left\{\gamma, \frac{1}{2}\right\}$.

We will finally prove that $\Gamma$ is analytic outside a bigger singular set $\Sigma$. Consider the contact set $Z:=\Gamma \cap\{y=0\}$ and its inner regularization $Z_{\text {reg }}:=Z$, where the interior part and the closure are with respect to the relative topology. We set

$$
\Sigma:=\Gamma_{\text {cusp }} \cup \Gamma_{\text {vert }} \cup \Gamma_{\text {cuts }} \cup Z_{\text {reg }},
$$

where, we recall, $\Gamma_{\text {cusp }}$ and $\Gamma_{\text {vert }}$ are the sets defined in (2.14) and (3.43), respectively. Note that by construction $\Sigma$ is a closed set.

Theorem 3.18 (Analyticity) Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$. Then $\Gamma \backslash \Sigma$ is analytic and satisfies the Euler-Lagrange equation

$$
\begin{equation*}
\gamma_{\text {film }} \operatorname{curv} \Gamma(\mathbf{z})=W\left(\mathbf{E}(\mathbf{u})(\mathbf{z})-\mathbf{E}_{0}(y)\right)+\lambda_{0} \quad \text { for all } \mathbf{z} \in \Gamma \backslash \Sigma, \tag{3.79}
\end{equation*}
$$

where $\lambda_{0}$ is a suitable Lagrange multiplier and $\operatorname{curv} \Gamma(\mathbf{z})$ denotes the curvature of $\Gamma$ at the point $\mathbf{z}$.

Proof. Consider the relatively open subset $\Gamma \backslash(\Sigma \cup Z)$ and denote by $A$ its projection on the $x$-axis. By considering variations in $h$ of the form $h+\varepsilon \varphi$, where $\varphi$ has compact support in $A$ and $\int_{A} \varphi d x=0$, we easily get that $\Gamma \backslash(\Sigma \cup Z)$ is weak solution of (3.79). From the previous theorem and this equation we immediately obtain that $\Gamma_{\text {graph }} \backslash(\Sigma \cup Z)$ is of class $C^{2, \sigma}$ for some $\sigma>0$ and thus it is a classical solution of (3.79). Since every point of $\Gamma \backslash \Sigma$ is in the closure of $\Gamma \backslash(\Sigma \cup Z)$, by approximation we see that (3.79) is satisfied classically at every point of $\Gamma \backslash \Sigma$.

Let $\mathbf{w}_{\infty}$ be the function introduced in Theorem 3.17, set $\tilde{\mathbf{u}}:=\mathbf{u}-\mathbf{w}_{\infty}$, and denote by $\mathbf{E}_{\infty}$ the constant value of $\mathbf{E}\left(\mathbf{w}_{\infty}\right)$ on the half space $\{y>0\}$. Taking into account (3.75), it is easy to see that the pair $(\tilde{\mathbf{u}}, \Gamma \backslash \Sigma)$ is a $C^{2}$ solution of the following overdetermined system:

$$
\begin{gathered}
\operatorname{div} C[\mathbf{E}(\tilde{\mathbf{u}})]=0 \quad \text { in } \Omega, \\
C[\mathbf{E}(\tilde{\mathbf{u}})] \cdot \nu=0 \quad \text { on } \Gamma \backslash \Sigma, \\
\gamma_{\mathrm{film}} \operatorname{curv} \Gamma=W(\mathbf{E}(\tilde{\mathbf{u}}))+\left(\mathbf{E}_{\infty}-e_{0} \mathbf{i} \otimes \mathbf{i}\right) \cdot C[\mathbf{E}(\tilde{\mathbf{u}})]+W\left(\mathbf{E}_{\infty}-e_{0} \mathbf{i} \otimes \mathbf{i}\right)+\lambda_{0} \quad \text { on } \Gamma \backslash \Sigma .
\end{gathered}
$$

A standard bootstrap argument now yields that $\Gamma \backslash \Sigma$ is of class $C^{\infty}$ and that $\mathbf{u}-\mathbf{w}_{\infty}$ is $C^{\infty}$ up to $\Gamma \backslash \Sigma$. The analytic regularity follows from Theorem 4.9 and the remarks at the end of Section 4.2 in [19].

Remark 3.19 Denote by $\pi\left(\Sigma \backslash Z_{\text {reg }}\right)$ the projection of $\Sigma \backslash Z_{\text {reg }}$ on the $x$-axis. By the definition of $\Sigma$ and the structure of $\Gamma$ it is easy to see that $\pi\left(\Sigma \backslash Z_{\text {reg }}\right)$ is contained in the set where $h$ is non differentiable. Hence $\mathcal{L}^{1}\left(\pi\left(\Sigma \backslash Z_{\text {reg }}\right)\right)=0$. In particular if we set

$$
U:=\{x \in(a, b): h(x)>0\},
$$

it follows from Theorem 3.18 that $h$ is analytic on an open set of full measure in $U$.
We conclude by proving the following corollary on the structure of the contact set $Z$.
Corollary 3.20 (Contact Set) Let $(\mathbf{u}, \Omega) \in X$ be a $\delta$-local minimizer for the functional $F_{\infty}$ and let $Z=\Gamma \cap\{y=0\}$ be the contact set of $\Gamma$ with the $x$-axis. Then for all open intervals $I \subset(a, b)$ the set $(I \times\{0\}) \cap Z$ is either discrete or with nonempty relative interior part.

Proof. Assume by contradiction that $(I \times\{0\}) \cap Z$ has no relative interior part and admits a cluster point $\mathbf{z}_{0}=\left(x_{0}, 0\right)$. Taking into account the definition of $\Sigma$ and the structure of $\Gamma$ it is easy to see that under these circumstances $\Sigma \cap\left(\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right) \times \mathbb{R}\right)=\emptyset$ if $\varepsilon$ is small enough. It follows from Theorem 3.18 that $h$ is analytic in $\left(x_{0}-\varepsilon, x_{0}+\varepsilon\right)$ and its zero-set has a cluster point at $x_{0}$, a contradiction.

Remark 3.21 It would be interesting to show that $Z$ is in fact the finite union of (possibly degenerate) closed intervals.

## 4 Appendix: Korn's Inequalities

We begin by recalling a classical version of Korn's inequality which may be found in [23], [24].
Theorem 4.1 (Korn's inequality I) Let $M>0$ and let $\Omega \subset \mathbb{R}^{N}$ be an open bounded domain starshaped with respect to a given ball $B\left(\mathbf{x}_{0}, r\right) \subset \Omega$ and such that $\operatorname{diam} \Omega \leq M$. Then there exists a constant $c=c(p, N, r, M)>0$ such that for all $\mathbf{u} \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right), p>1$,

$$
\int_{\Omega}|\nabla \mathbf{u}|^{p} d \mathbf{x} \leq c\left(\int_{\Omega}|\mathbf{u}|^{p} d \mathbf{x}+\int_{\Omega}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x}\right) .
$$

As a consequence of this theorem we establish the following Korn-type inequality for subgraphs of Lipschitz functions.

Theorem 4.2 (Korn's Inequality II: subgraphs of Lipschitz functions) Let $B_{N-1}(\mathbf{0}, 1)$ be the unit ball in $\mathbb{R}^{N-1}$ and let $h: B_{N-1}(\mathbf{0}, 1) \rightarrow[-L, L]$ be a Lipschitz function with $\operatorname{Lip} h \leq L$ for some $L>0$. Define

$$
R_{h}:=\left\{\left(\mathbf{x}^{\prime}, x_{N}\right) \in \mathbb{R}^{N-1} \times \mathbb{R}: \mathbf{x}^{\prime} \in B_{N-1}(\mathbf{0}, 1),-4 L<x_{N}<h\left(\mathbf{x}^{\prime}\right)\right\} .
$$

Then there exists a constant $c$ depending only on $N$, $p$, and $L$ such that

$$
\int_{R_{h}}|\nabla \mathbf{u}|^{p} d \mathbf{x} \leq c\left(\int_{R_{h}}|\mathbf{u}|^{p} d \mathbf{x}+\int_{R_{h}}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x}\right)
$$

for all $\mathbf{u} \in W^{1, p}\left(R_{h} ; \mathbb{R}^{N}\right), p>1$. Moreover for any ball $B$ compactly contained in $B_{N-1}(\mathbf{0}, 1) \times$ $(-4 L,-3 L)$ there exists a constant $c_{1}$ depending only on $N, p, L$ and on the radius of $B$ such that

$$
\begin{equation*}
\int_{R_{h}}|\nabla \mathbf{u}|^{p} d \mathbf{x} \leq c_{1} \int_{R_{h}}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x} \tag{4.1}
\end{equation*}
$$

for all $\mathbf{u} \in W^{1, p}\left(R_{h} ; \mathbb{R}^{N}\right)$ with

$$
\begin{equation*}
\int_{B}\left(\nabla \mathbf{u}-(\nabla \mathbf{u})^{T}\right) d \mathbf{x}=\mathbf{0} \tag{4.2}
\end{equation*}
$$

Proof. In view of the previous theorem, to prove the first part of the statement it is enough to show that $R_{h}$ is starshaped with respect to any ball $B$ compactly contained in $B_{N-1}(\mathbf{0}, 1) \times$ $(-4 L,-3 L)$. To this aim, let $\mathbf{x}=\left(\mathbf{x}^{\prime}, x_{N}\right) \in R_{h}$ and $\mathbf{y} \in B$. If $x_{N} \leq-L$ then the segment joining $\mathbf{x}$ with $\mathbf{y}$ is clearly contained in $R_{h}$. If $x_{N}>-L$ then the straight line passing through $\mathbf{x}$ and $\mathbf{y}$ has slope greater than $L$ therefore it cannot intersect the graph of the function $h$ in more than one point, that is, the segment joining $\mathbf{x}$ with $\mathbf{y}$ is contained in $R_{h}$.

To prove the second part of the theorem fix a ball $B$ contained in $B_{N-1}(\mathbf{0}, 1) \times(-4 L,-3 L)$. Clearly it suffices to prove (4.1) for all functions $\mathbf{u} \in W^{1, p}\left(R_{h} ; \mathbb{R}^{N}\right)$ which satisfy (4.2) and

$$
\int_{B} \mathbf{u} d \mathbf{x}=\mathbf{0}
$$

By the first part it will be enough to prove that there exists a constant $c_{2}$ depending only on $L$ and $B$ such that

$$
\begin{equation*}
\int_{R_{h}}|\mathbf{u}|^{p} d \mathbf{x} \leq c_{2} \int_{R_{h}}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x} \tag{4.3}
\end{equation*}
$$

for all $\mathbf{u} \in W^{1, p}\left(R_{h} ; \mathbb{R}^{N}\right)$ satisfying (4.2). Assume by contradiction that (4.3) fails. Then there exist a sequence of functions $\left\{h_{n}\right\}$ as in the statement and a sequence $\left\{\mathbf{u}_{n}\right\}$ of functions with $\mathbf{u}_{n} \in W^{1, p}\left(R_{h_{n}} ; \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\int_{B} \mathbf{u}_{n} d \mathbf{x}=\mathbf{0}, \quad \int_{B}\left(\nabla \mathbf{u}_{n}-\left(\nabla \mathbf{u}_{n}\right)^{T}\right) d \mathbf{x}=\mathbf{0} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{R_{h_{n}}}\left|\mathbf{u}_{n}\right|^{p} d \mathbf{x}=1, \quad \lim _{n \rightarrow \infty} \int_{R_{h_{n}}}\left|\mathbf{E}\left(\mathbf{u}_{n}\right)\right|^{p} d \mathbf{x}=0 \tag{4.5}
\end{equation*}
$$

Since $\operatorname{Lip} h_{n} \leq L$ up to a subsequence we may assume that $\left\{h_{n}\right\}$ converges uniformly to a function $h_{\infty}$ with $\operatorname{Lip} h_{\infty} \leq L$. By the first part of the theorem we have that

$$
\sup _{n} \int_{R_{h_{n}}}\left|\nabla \mathbf{u}_{n}\right|^{p} d \mathbf{x} \leq c
$$

A straightforward extension argument by reflection allows us to extend the functions $\mathbf{u}_{n}$ to the cylinder $C_{L}:=B_{N-1}(\mathbf{0}, 1) \times(-4 L, 4 L)$ in such a way that the resulting functions, still denoted by $\mathbf{u}_{n}$, are equibounded in $W^{1, p}\left(C_{L} ; \mathbb{R}^{N}\right)$. Hence, without loss of generality, we may assume that the sequence $\left\{\mathbf{u}_{n}\right\}$ converges weakly in $W^{1, p}\left(C_{L} ; \mathbb{R}^{N}\right)$ to some function $\mathbf{u}_{\infty}$. We claim that

$$
\begin{equation*}
\int_{R_{h_{\infty}}}\left|\mathbf{u}_{\infty}\right|^{p} d \mathbf{x}=1 \tag{4.6}
\end{equation*}
$$

Indeed, since $\left\{h_{n}\right\}$ converges uniformly to $h_{\infty}$ it is clear that $\chi_{R_{h_{n}}}$ converges to $\chi_{R_{h_{\infty}}}$ pointwise a.e. in $C_{L}$. Hence by Lebesgue Dominated Convergence Theorem $\left\{\mathbf{u}_{n} \chi_{R_{h_{n}}}\right\}$ converges in $L^{p}$ to $\mathbf{u}_{\infty} \chi_{R_{h_{\infty}}}$. The claim now follows from (4.5).

Moreover, by lower semicontinuity, it is easy to see that

$$
\int_{R_{h_{\infty}}}\left|\mathbf{E}\left(\mathbf{u}_{\infty}\right)\right|^{p} d \mathbf{x} \leq \lim _{n \rightarrow \infty} \int_{R_{h_{n}}}\left|\mathbf{E}\left(\mathbf{u}_{n}\right)\right|^{p} d \mathbf{x}=0
$$

and so $\mathbf{E}\left(\mathbf{u}_{\infty}\right)=\mathbf{0}$ a.e. in $R_{h_{\infty}}$. Since the domain $R_{h_{\infty}}$ is connected this implies that $\mathbf{u}_{\infty}(\mathbf{x})=$ $\mathbf{a}+\mathbf{B x}$ for some constant $\mathbf{a} \in \mathbb{R}^{N}$ and some skew-symmetric matrix $\mathbf{B} \in \mathbb{R}^{N \times N}$. On the other hand, it follows from (4.4) that

$$
\int_{B} \mathbf{u}_{\infty} d \mathbf{x}=\mathbf{0}, \quad \int_{B}\left(\nabla \mathbf{u}_{\infty}-\left(\nabla \mathbf{u}_{\infty}\right)^{T}\right) d \mathbf{x}=\mathbf{0}
$$

and so $\mathbf{a}=\mathbf{0}$ and $\mathbf{B}=\mathbf{0}$, which contradicts (4.6).
We next extend the above theorem to a different class of two-dimensional domains which appear in the proof of Proposition 3.1.


Figure 2: A generalized trapezoid.
A generalized trapezoid $T \subset \mathbb{R}^{2}$ is the open region enclosed by two parallel (horizontal) straight line segments $s_{1}, s_{2}$ and a pair $\gamma_{1}, \gamma_{2}$ of arcs connecting the endpoints of $s_{1}$ and $s_{2}$ with the following properties (see the picture above):
(i) assuming without loss of generality that the upper side $s_{1}$ is shorter than $s_{2}$ and denoting by $\pi\left(s_{1}\right)$ the projection of $s_{1}$ on the straight line containing $s_{2}$, there holds $\pi\left(s_{1}\right) \subset s_{2}$;
(ii) each $\gamma_{i}, i=1,2$, is either the extended graph of a monotone function $g_{i}, i=1,2$, or a vertical segment (in the latter case with an abuse of language we say that $\gamma_{i}$ coincides with the graph of a degenerate monotone function $g_{i}$ );
(iii) denoting by $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ the endpoints of the lower side $s_{2}$, there exists $\alpha>0$ and $0<r_{1} \leq l_{2}$ such that

$$
\begin{equation*}
B\left(\mathbf{a}_{1}, r_{1}\right) \cap T \quad \text { and } \quad B\left(\mathbf{a}_{2}, r_{1}\right) \cap T \text { contain a sector of angle } \alpha . \tag{4.7}
\end{equation*}
$$

Note that one of the two monotone functions, say $g_{1}$, is non-decreasing while $g_{2}$ is nonincreasing. We denote by $l_{1}, l_{2}$ the length of $s_{1}, s_{2}$ respectively, and we call the distance $h$ between $s_{1}$ and $s_{2}$ the height of the generalized trapezoid $T$. Finally, let $R$ be the maximal rectangle contained in $T$ with one side coinciding with the shorter side $s_{1}$. The center $\mathbf{c}$ of such a rectangle will be called the center of the generalized trapezoid $T$.

Theorem 4.3 (Korn's Inequality III: generalized trapezoids) Let $p>1$ and let $T$ be a generalized trapezoid with center $\mathbf{c}$, height $h$, and parallel sides $s_{1}, s_{2}$ of length $l_{1}, l_{2}$ respectively (and without loss of generality $l_{1} \leq l_{2}$ ). Assume that the non-degeneracy condition (4.7) holds for some $\alpha>0$ and for some $0<r_{1} \leq l_{2}$ and let $0<m_{1}<m_{2}<+\infty$ satisfy

$$
m_{1} \leq \min \left\{\frac{l_{1}}{l_{2}}, \frac{r_{1}}{l_{2}}, \frac{h}{l_{2}}\right\} \leq \max \left\{\frac{l_{1}}{l_{2}}, \frac{r_{1}}{l_{2}}, \frac{h}{l_{2}}\right\} \leq m_{2} .
$$

Then there exists a constant $c>0$ depending only on $p, m_{1}, m_{2}$, and $\alpha$ such that

$$
\begin{equation*}
\int_{T}|\nabla \mathbf{u}|^{p} d \mathbf{x} \leq c \int_{T}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x} \tag{4.8}
\end{equation*}
$$

for all $\mathbf{u} \in W^{1, p}\left(T ; \mathbb{R}^{2}\right)$ with

$$
\begin{equation*}
\int_{B}\left(\nabla \mathbf{u}-(\nabla \mathbf{u})^{T}\right) d \mathbf{x}=\mathbf{0} \tag{4.9}
\end{equation*}
$$

where $B$ is the (open) ball centered at $\mathbf{c}$ with radius $m_{1} l_{2} / 2$.
Proof. Since for every $\lambda>0$ and every vector $\mathbf{u}_{0} \in \mathbb{R}^{2}$ inequality (4.8) is invariant under the transformation

$$
\mathbf{u} \in W^{1, p}\left(T ; \mathbb{R}^{2}\right) \longrightarrow \mathbf{u} \circ \mathbf{r}_{\lambda}+\mathbf{u}_{0} \in W^{1, p}\left(\lambda T ; \mathbb{R}^{2}\right)
$$

where $\mathbf{r}_{\lambda}$ denotes the dilation map $\mathbf{x} \mapsto \mathbf{x} / \lambda$, we may assume that

$$
\begin{equation*}
l_{2}=1, \quad m_{1} \leq \min \left\{l_{1}, r_{1}, h\right\} \leq \max \left\{l_{1}, r_{1}, h\right\} \leq m_{2}, \quad \operatorname{diam} T \leq \sqrt{1+m_{2}^{2}} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B} \mathbf{u} d \mathbf{x}=0 . \tag{4.11}
\end{equation*}
$$

We can also assume that the lower side $s_{2}$ coincides with the segment $[0,1] \times\{0\}$. We first claim that there exists a constant $c_{1}=c_{1}\left(p, m_{1}, m_{2}, \alpha\right)>0$ such that for all $\mathbf{u} \in W^{1, p}\left(T ; \mathbb{R}^{2}\right)$

$$
\begin{equation*}
\int_{T}|\nabla \mathbf{u}|^{p} d \mathbf{x} \leq c_{1}\left(\int_{T}|\mathbf{u}|^{p} d \mathbf{x}+\int_{T}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x}\right) . \tag{4.12}
\end{equation*}
$$

To this purpose observe that by (4.7) and (4.10) the isosceles trapezoid $T_{1}$ (with base angles equal to $\alpha$ and left and right sides equal to $m_{1}$ ) depicted in Figure 3 is contained in $T$. Consider also the rectangle $R_{1}=(0,1) \times\left(-m_{2}, 0\right]$ and note that any $\mathbf{u} \in W^{1, p}\left(T ; \mathbb{R}^{2}\right)$ can be extended to a function $\mathbf{w} \in W^{1, p}\left(T \cup R_{1} ; \mathbb{R}^{2}\right)$ so that

$$
\begin{equation*}
\int_{R_{1}}|\mathbf{w}|^{p} d \mathbf{x} \leq c_{0} \int_{T_{1}}|\mathbf{u}|^{p} d \mathbf{x} \quad \text { and } \quad \int_{R_{1}}|\nabla \mathbf{w}|^{p} d \mathbf{x} \leq c_{0} \int_{T_{1}}|\nabla \mathbf{u}|^{p} d \mathbf{x} \tag{4.13}
\end{equation*}
$$

where the constant $c_{0}>0$ depends only on $T_{1}$, that is, on $m_{1}$ and $\alpha$. Let $\hat{\mathbf{c}}$ be the symmetric point to $\mathbf{c}$ with respect to segment $s_{2}$ and call $B^{\prime}$ the ball centered at $\hat{\mathbf{c}}$ with radius $m_{1} / 2$. Then
it is easy to see that $T \cup R_{1}$ is starshaped with respect to $B^{\prime}$. Hence by Theorem 4.1 there exists a constant $c^{\prime}=c^{\prime}\left(p, m_{1}, m_{2}\right)$ such that

$$
\int_{T \cup R_{1}}|\nabla \mathbf{w}|^{p} d \mathbf{x} \leq c^{\prime}\left(\int_{T \cup R_{1}}|\mathbf{w}|^{p} d \mathbf{x}+\int_{T \cup R_{1}}|\mathbf{E}(\mathbf{w})|^{p} d \mathbf{x}\right)
$$

Taking into account (4.13) we deduce from the last inequality that

$$
\begin{equation*}
\int_{T}|\nabla \mathbf{u}|^{p} d \mathbf{x} \leq \int_{T \cup R_{1}}|\nabla \mathbf{w}|^{p} d \mathbf{x} \leq c^{\prime}\left(c_{0}+1\right) \int_{T}|\mathbf{u}|^{p} d \mathbf{x}+c^{\prime} \int_{T \cup R_{1}}|\mathbf{E}(\mathbf{w})|^{p} d \mathbf{x} \tag{4.14}
\end{equation*}
$$

Finally by (4.13) and by applying Theorem 4.1 in $T_{1}$ we obtain

$$
\begin{equation*}
\int_{R_{1}}|\mathbf{E}(\mathbf{w})|^{p} d \mathbf{x} \leq c_{0} \int_{T_{1}}|\nabla \mathbf{u}|^{p} d \mathbf{x} \leq c^{\prime \prime}\left(\int_{T}|\mathbf{u}|^{p} d \mathbf{x}+\int_{T}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x}\right) \tag{4.15}
\end{equation*}
$$

for some $c^{\prime \prime}>0$ depending only on $\alpha$ and $m_{1}$. Inequality (4.12) follows now from (4.14) and (4.15)


Figure 3: The sets $T_{1}$ and $R_{1}$.

As in the proof of Theorem 4.2 it is now sufficient to show the existence of a constant $c_{2}=$ $c_{2}\left(p, m_{1}, m_{2}\right)>0$ such that

$$
\begin{equation*}
\int_{T}|\mathbf{u}|^{p} d \mathbf{x} \leq c_{2} \int_{T}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x} \tag{4.16}
\end{equation*}
$$

for all $\mathbf{u} \in W^{1, p}\left(T ; \mathbb{R}^{2}\right)$ satisfying (4.9) and (4.11) . Assume by contradiction that (4.16) fails. Then there exists a sequence of generalized trapezoid $T_{n}$ as in the statement and a sequence $\mathbf{u}_{n} \in W^{1, p}\left(T_{n} ; \mathbb{R}^{2}\right)$ such that

$$
\int_{B_{n}} \mathbf{u}_{n} d \mathbf{x}=\mathbf{0}, \quad \int_{B_{n}}\left(\nabla \mathbf{u}_{n}-\left(\nabla \mathbf{u}_{n}\right)^{T}\right) d \mathbf{x}=\mathbf{0}
$$

and

$$
\begin{equation*}
\int_{T_{n}}\left|\mathbf{u}_{n}\right|^{p} d \mathbf{x}=1, \quad \lim _{n \rightarrow \infty} \int_{T_{n}}\left|\mathbf{E}\left(\mathbf{u}_{n}\right)\right|^{p} d \mathbf{x}=0 \tag{4.17}
\end{equation*}
$$

By rescaling and translating we may assume that for every $n$ the generalized trapezoid $T_{n}$ is centered at $\mathbf{c}$, satisfies (4.10), and is contained in a fixed rectangle $R_{2}$. In particular we may assume that $B_{n}=B$ for every $n$. From (4.12) and (4.17) we deduce that

$$
\sup _{n} \int_{T_{n}}\left|\nabla \mathbf{u}_{n}\right|^{p} d \mathbf{x}<+\infty
$$

Let $g_{1, n}, g_{2, n}$ be the two monotone (possibly degenerate) functions associated with $T_{n}$. It is well known (see for instance [1]) that a rotation of $\pi / 4$ transforms the extended graph of $g_{i, n}$ into the graph of a 1-Lipschitz function (the rotation should be clockwise for the non-decreasing function $g_{1, n}$ and counterclockwise for the non-increasing function $g_{2, n}$ ). Exploiting this observation and (4.7) one can see that it is possible to extend the functions $\mathbf{u}_{n}$ to the rectangle $R_{2}$ in such a way that the resulting functions, still denoted by $\mathbf{u}_{n}$, are equibounded in $W^{1, p}\left(R_{2} ; \mathbb{R}^{2}\right)$. Using Helly's theorem for monotone functions, it is also easy to see that we can find a generalized trapezoid $T_{\infty}$, still contained in $R_{2}$, such that, up to a subsequence, $\chi_{T_{n}} \rightarrow \chi_{T_{\infty}}$ a.e.. We can now proceed exactly as in the last part of the proof of Theorem 4.2.

Remark 4.4 The final part of the previous proof shows in particular that $T$ is a Lipschitz domain and so one can extend from the very beginning the function $\mathbf{u}$ to a fixed rectangle. However, it is not possible to control the $L^{p}$ norm of the symmetrized gradient of the extended function with the $L^{p}$ norm of the symmetrized gradient of $\mathbf{u}$. This explains why we had to use a more involved argument.

A simple mollification argument shows the following result:
Corollary 4.5 Let $T$ and $B$ as in the previous theorem. Then for every $\mathbf{u} \in W_{\text {loc }}^{1, p}\left(T ; \mathbb{R}^{2}\right)$ satisfying (4.9) and

$$
\int_{T}|\mathbf{E}(\mathbf{u})|^{p} d \mathbf{x}<+\infty
$$

it follows that $\mathbf{u} \in W^{1, p}\left(T ; \mathbb{R}^{2}\right)$ and (4.8) holds.
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