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Abstract. We consider a variational model for damaged elastic materials. This model depends

on three small parameters, which are related to the cost of the damage, to the width of the

damaged regions, and to the minimum elasticity constant attained in the damaged regions. As
these parameters tend to zero, our models Γ-converge to a model for brittle fracture, for fracture

with a cohesive zone, or for perfect plasticity, depending on the asymptotic ratios of the three

parameters.

1. Introduction

In this paper we analyze the asymptotic behavior of particular damage models for linearly elastic
materials. The standard presentations of damage problems describe the state of the elastic body
by means of two functions: the displacement u and an internal variable v, which is defined on the
reference configuration Ω ⊂ Rn with values in the interval [0, 1]. We assume that v = 1 corresponds
to the original elastic material, while v = 0 represents the totally damaged material, which is unable
to resist any force. The elasticity tensor depends continuously and monotonically on the variable v.

We consider a homogeneous isotropic material, which remains isotropic during the process, and
we face the antiplane case; by these assumptions the displacement u is scalar and the elasticity
tensor reduces to a single constant, which will be chosen as the internal variable v of the problem.
Then, the stored elastic energy related to the displacement u and to the internal variable v is∫

Ω

v|∇u|2dx.

In the simplest model the energy dissipation due to the damage is given by∫
Ω

a(1− v)dx, (1.1)

for a suitable constant 0 < a <∞.
Reasonably, our model guarantees some regularity in the distribution of the damage. This is

obtained through the penalization term on the spatial variations of v∫
Ω

b|∇v|pdx, (1.2)

for a suitable constant 0 < b <∞ and for p > 1. We note that in [10] a different bound on ∇v was
introduced, i.e. the constraint

|∇v| ≤ c Ln-a.e. in Ω,

for some c < ∞. In fact the previous constraint can be formally seen as the limiting case of (1.2)
when p→∞.

We also assume that the material is never totally damaged and we require

d ≤ v ≤ 1, (1.3)

where d is a positive constant.
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Therefore, the total energy is given by∫
Ω

v|∇u|2dx+

∫
Ω

a(1− v)dx+

∫
Ω

b|∇v|pdx, (1.4)

where v satisfies (1.3). This functional is complemented by suitable boundary conditions and lower
order terms due to the action of external forces. The damage model related to (1.4) in fact belongs
to the class of models studied in [12].

The purpose of this paper is to study the limit behavior of the energies (1.4) as a → ∞, b → 0,
and d→ 0. Since it does not introduce additional difficulties in our analysis, we replace the function
1 − v in (1.4) by an arbitrary strictly decreasing continuous function ψ on [0, 1] with ψ(1) = 0. In
order to state precisely our results we introduce three sequences δk, εk, ηk > 0 with δk → 0, εk → 0,
ηk → 0. It is not restrictive to assume that ηk/δk → α and δk/εk → β, with 0 ≤ α, β ≤ ∞. For
u ∈ H1(Ω) and v ∈W 1,p(Ω) with

ηk ≤ v ≤ 1, (1.5)

we define

Fk(u, v) :=

∫
Ω

(
v |∇u|2 +

ψ(v)

δk
+ c εp−1

k |∇v|p
)
dx,

where 0 < c <∞; we set Fk(u, v) := +∞ otherwise in L1(Ω)×L1(Ω).
We determine the Γ-limit in L1(Ω)×L1(Ω) of the sequence (Fk). We find that this limit depends

on α and β. For some values of the parameters the limit functional is related to a fracture problem;
this is due to damage concentration along the limit cracks. For some other values the limit is related
to perfect plasticity; in this case we see damage diffusion, which leads to plastic strains. To describe
the limit problem we need some terminology from the theory of BV functions, for which we refer to
[1] and to Section 2 below.

For every 0 ≤ α, β ≤ ∞ we introduce the functional Φα,β : L1(Ω) 7→ [0,∞] defined as follows. In
the case 0 < α <∞, 0 < β <∞ we define

Φα,β(u) :=

∫
Ω

|∇u|2dx+ aβHn−1(Ju) + bα

∫
Ju

|[u]|dHn−1 for u ∈ SBV 2(Ω) (1.6)

and Φα,β(u) :=∞ if u /∈ SBV 2(Ω). Here ∇u is the density of the absolutely continuous part of the
distributional derivative of u, Hn−1 is the (n − 1)-dimensional Hausdorff measure in Rn, Ju is the
jump set of u, [u] is the jump of u, aβ is a constant depending on β and p, while bα is a constant
depending on α. The precise definitions of aβ and bα are given in (3.6), (see page 6 for the case
p =∞).

If α = 0 and 0 < β <∞ we define

Φ0,β(u) :=

∫
Ω

|∇u|2dx+ aβHn−1(Ju) for u ∈ GSBV 2(Ω) ∩ L1(Ω)

and Φ0,β(u) :=∞ otherwise.
For α =∞ or β = 0 we define

Φα,β(u) :=

∫
Ω

|∇u|2dx for u ∈ H1(Ω)

and Φα,β(u) :=∞ if u /∈ H1(Ω).
When α = 0 and β =∞ we set

Φ0,∞(u) := 0 for u ∈ L1(Ω).

Finally in the case 0 < α <∞ and β =∞ we set

Φα,∞(u) :=

∫
Ω

fα(|∇u|)dx+ bα|Dsu|(Ω) for u ∈ BV (Ω)

and Φα,∞(u) := ∞ if u /∈ BV (Ω). Here fα(t) := t2 for 0 ≤ t < bα/2, fα(t) := bα(t − bα/4) for
t ≥ bα/2, and Dsu is the singular part of the distributional derivative of u.

We prove the following theorem (see Theorem 3.1).
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Theorem 1.1. The Γ-limit of (Fk) in L1(Ω)×L1(Ω) is the functional Fα,β defined by

Fα,β(u, v) :=

{
Φα,β(u) if v = 1 Ln-a.e. in Ω,

+∞ otherwise.

The functional Fα,β with α = 0 and 0 < β <∞ is related to variational models for brittle fracture
(see [5]), whereas for 0 < α <∞ and 0 < β <∞ it is related to models for fracture with a cohesive
zone and also to models for plastic slips (see [2]). When α = ∞ or β = 0 the limit functional
corresponds to an elasticity problem without cracks. Finally when 0 < α < ∞ and β = ∞ the
functional Fα,∞ is related to the Hencky’s plasticity model (see, for instance, [11]), so that we are
able to simulate a plastic material with damaged elastic materials.

Our functionals in the regime corresponding to α = 0 and 0 < β <∞ are essentially those intro-
duced by Ambrosio and Tortorelli in [4] (see also [3]) to approximate the Mumford-Shah functional
for image segmentation. Here we extend the study of the limit behavior of these functionals to the
other regimes α > 0, or β = 0, or β = ∞; we provide an approximation of the functional (1.6),
different from those studied in [2] and [10].

In the case α = 0 and 0 < β <∞, which leads to the Mumford-Shah functional, proofs are similar
to those of [4], so that they are omitted. In the case 0 < α <∞, 0 < β <∞, which gives a fracture
model with a cohesive zone, some arguments of [4] and of [10] still work; for clearness we sketch
them, but we provide details only for original arguments. The case 0 < α <∞, β =∞, which leads
to perfect plasticity, requires new strategies.

Through Theorem 3.1 we prove the following result about the limit behaviour of minima and
minimizers of some functionals related to Fα,β (see Theorem 1.2).

Theorem 1.2. Let r > 1; let (δk), (εk), and (ηk) be infinitesimal sequences of positive numbers,
and let g ∈ Lr(Ω). For every k, let (uk, vk) be a minimizer of the functional∫

Ω

(
v|∇u|2 +

ψ(v)

δk
+ cεp−1

k |∇v|p + |u− g|r
)
dx (1.7)

with the costraint (1.5). Then vk → 1 strongly in L1(Ω) and a subsequence of (uk) converges strongly
in Lr(Ω) to a minimizer u of the following limit problem:

min
u∈SBV 2(Ω)

(∫
Ω

|∇u|2dx+ aβHn−1(Ju) + bα

∫
Ju

|[u]|dHn−1 +

∫
Ω

|u− g|rdx
)
, if 0 < α, β <∞,

min
u∈GSBV 2(Ω)

(∫
Ω

|∇u|2dx+ aβHn−1(Ju) +

∫
Ω

|u− g|rdx
)
, if α = 0, 0 < β <∞,

min
u∈H1(Ω)

(∫
Ω

|∇u|2dx+

∫
Ω

|u− g|rdx
)
, if α =∞ or β = 0,

min
u∈L1(Ω)

(∫
Ω

|u− g|rdx
)
, if α = 0, β =∞,

min
u∈BV (Ω)

(∫
Ω

fα(|∇u|)dx+ bα|Dsu|(Ω) +

∫
Ω

|u− g|rdx
)
, if 0 < α <∞, β =∞.

Moreover for every α and β the minimum values of (1.7) tend to the minimum value of the limit
problem.

The paper is composed of six sections. First we introduce the problem and the notation used
in the sequel (Sections 1 and 2). In Section 3 we state the Γ-convergence result, whose proof in
dimension one is given in Section 4; the n-dimensional case is faced in Section 5. We conclude the
paper proving the convergence of minima and minimizers (Section 6).

2. Notation and Preliminaries

Let n ≥ 1 be a fixed integer. The Euclidean distance of the point x from the set E ⊂ Rn is
denoted by d(x,E). The Lebesgue measure and the k-dimensional Hausdorff measure in Rn are
denoted by Ln and Hk, respectively.
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Let Ω be an open subset of Rn and let u ∈ BV (Ω). For the definitions of the distributional
gradient Du, the one-sided approximate limits u+ and u−, the jump function [u], the jump set Ju,
and the approximate differential ∇u we refer to [1, Sections 3.1, 3.6].

By strong convergence in BV (Ω) we mean the convergence with respect to the norm

||u||BV (Ω) := ||u||L1(Ω) + |Du|(Ω),

whereas by weakly* convergence of uk to u in BV (Ω) we mean the strong convergence uk → u in
L1(Ω) joined with the weakly* convergence of Duk to Du in Ω, i.e.,

lim
k→∞

∫
Ω

ϕdDuk =

∫
Ω

ϕdDu,

for every continuous function ϕ vanishing on ∂Ω.
If u ∈ BV (Ω) then

Du = Dau+Dsu = Dau+Dju+Dcu,

where Dau is absolutely continuous and Dsu = Dju+Dcu is singular with respect to the Lebesgue
measure; in particular Dju denotes the jump derivative of u, whereas Dcu is the Cantor part of the
derivative of u (see [1, Section 3.9]). In particular the approximate differential ∇u coincides Ln-a.e.
with the density of Dau.

The spaces SBV (Ω), GBV (Ω), GSBV (Ω) are defined as in [1]. We recall that a GBV -function
is weakly approximately differentiable Ln-a.e. in Ω (see [1, Definition 4.31, Theorem 4.34]). Since
an approximately differentiable function u is also weakly approximately differentiable and the ap-
proximate differential coincides with the weak approximate differential Ln-a.e. in Ω, we also denote
the weak approximate differential by ∇u.

Let p ∈ ]1,∞[; in what follows we adopt the following definitions

SBV p(Ω) :=
{
u ∈ SBV (Ω) : ∇u ∈ Lp(Ω,Rn) and Hn−1(Ju) <∞

}
,

GSBV p(Ω) :=
{
u ∈ GSBV (Ω) : ∇u ∈ Lp(Ω,Rn) and Hn−1(Ju) <∞

}
.

(2.1)

We also recall that, in the case Ω ⊂ R, if u ∈ SBV 2(Ω) then u ∈ H1(Ω \ Ju). Conversely, if Ω ⊂ R
and there exists a finite set F such that u ∈ H1(Ω \ F ) then u ∈ SBV 2(Ω) and Ju ⊂ F .

For the Γ-convergence theory we refer to [9].

3. The Γ-Convergence Result

3.1. The case p < ∞. Let Ω be a bounded open subset of Rn, let 1 < p < ∞, and let δk > 0,
εk ≥ 0, ηk ≥ 0 be infinitesimal sequences. Our purpose is to study the Γ-limit in L1(Ω)×L1(Ω) of
the sequence of functionals Fk : L1(Ω)×L1(Ω)→ [0,∞] defined by

Fk(u, v) :=


∫

Ω

(
v |∇u|2 +

ψ(v)

δk
+ c εp−1

k |∇v|p
)
dx if (u, v) ∈ H1(Ω)×Vηk ,

+∞ otherwise,
(3.1)

where c > 0,

ψ ∈ C([0, 1]) is strictly decreasing with ψ(1) = 0, (3.2)

Vηk :=
{
v ∈W 1,p(Ω) : ηk ≤ v ≤ 1 Ln-a.e. in Ω

}
. (3.3)

We assume that the limits

α := lim
k→∞

ηk
δk

and β := lim
k→∞

δk
εk

(3.4)

exist. When 0 < α <∞ and 0 < β <∞ we define Φα,β : L1(Ω) 7→ [0,∞] by

Φα,β(u) :=


∫

Ω

|∇u|2dx+ aβHn−1(Ju) + bα

∫
Ju

|[u]|dHn−1 if u ∈ SBV 2(Ω),

+∞ otherwise,
(3.5)
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where

aβ := 2
( q
β

) 1
q

(cp)
1
p

∫ 1

0

ψ
1
q ds, bα := 2(αψ(0))

1
2 , and

1

p
+

1

q
= 1. (3.6)

In the limiting case when α = 0 and 0 < β <∞ we define

Φ0,β(u) :=


∫

Ω

|∇u|2dx+ aβHn−1(Ju) if u ∈ GSBV 2(Ω) ∩ L1(Ω),

∞ otherwise.
(3.7)

If α =∞ or β = 0 we define

Φα,β(u) :=


∫

Ω

|∇u|2dx if u ∈ H1(Ω),

+∞ otherwise.
(3.8)

It remains to define the functional Φα,β when 0 ≤ α <∞ and β =∞. When α = 0 and β =∞ we
set

Φ0,∞(u) :=

{
0 if u ∈ L1(Ω),

+∞ otherwise,
(3.9)

whereas for 0 < α <∞ and β =∞ we set

Φα,∞(u) :=


∫

Ω

fα(|∇u|)dx+ bα|Dsu|(Ω) if u ∈ BV (Ω),

+∞ otherwise,
(3.10)

where fα(t) = t2 for 0 ≤ t < bα/2 and fα(t) = bα(t− bα/4) for t ≥ bα/2.
The following Γ-convergence result holds.

Theorem 3.1. Assume (3.1)-(3.4) and assume that Ω has Lipschitz boundary. The Γ-limit of (Fk)
in L1(Ω)×L1(Ω) exists and is given by

Fα,β(u, v) :=

{
Φα,β(u) if v = 1 Ln-a.e. in Ω,

+∞ otherwise.
(3.11)

Theorem 3.1 directly follows from the estimates for the functionals

F ′α,β := Γ- lim inf
k→∞

Fk and F ′′α,β := Γ- lim sup
k→∞

Fk (3.12)

stated in the following theorems.

Theorem 3.2. Assume (3.1)-(3.4). Let (u, v) ∈ L1(Ω)×L1(Ω) be such that F ′α,β(u, v) is finite.
Then v = 1 Ln-a.e. in Ω and

Φα,β(u) ≤ F ′α,β(u, 1). (3.13)

Theorem 3.3. Assume (3.1)-(3.4) and assume that Ω has Lipschitz boundary. For every u ∈ L1(Ω)
the following estimate holds

F ′′α,β(u, 1) ≤ Φα,β(u). (3.14)

Theorem 3.2 is an immediate consequence of the following proposition.

Proposition 3.4. Assume (3.1)-(3.4). Let (uk, vk) be a sequence in L1(Ω)×L1(Ω) such that

(uk, vk)→ (u, v) in L1(Ω)×L1(Ω), (3.15)

(Fk(uk, vk)) is bounded. (3.16)

Then v = 1 Ln-a.e. in Ω and

Φα,β(u) ≤ lim inf
k→∞

∫
Ω

(
vk|∇uk|2 +

ψ(vk)

δk
+ c εp−1

k |∇vk|p
)
dx. (3.17)
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Moreover, when 0 ≤ α <∞ and 0 < β <∞ the following estimates hold∫
Ω

|∇u|2dx ≤ lim inf
k→∞

∫
Ω

vk|∇uk|2dx, (3.18)

aβHn−1(Ju) ≤ lim inf
k→∞

∫
Ω

(ψ(vk)

δk
+ c εp−1

k |∇vk|p
)
dx; (3.19)

estimate (3.18) also holds if α =∞ or β = 0.

We shall prove the one-dimensional case of Proposition 3.4 and Theorem 3.3 in Section 4, whereas
the n-dimensional case will be studied in Section 5.

3.2. The case p = ∞. In [10] the limiting case p = ∞ when β = 1 is faced. In order to give a
complete frame we state now the Γ-convergence results when p =∞ for different values of α and β.

Let Ω be a bounded open subset of Rn and let δk > 0, εk ≥ 0, ηk ≥ 0 be infinitesimal sequences.
We define Fk : L1(Ω)×L1(Ω)→ [0,∞] by

Fk(u, v) :=


∫

Ω

(
v |∇u|2 +

ψ(v)

δk

)
dx if (u, v) ∈ H1(Ω)×Vk,

+∞ otherwise,

where,

ψ ∈ C([0, 1]) is strictly decreasing with ψ(1) = 0,

Vk :=

{
v ∈W 1,∞(Ω) : ηk ≤ v ≤ 1, |∇v| ≤ 1

εk
Ln-a.e. in Ω

}
.

We assume that the limits

α := lim
k→∞

ηk
δk

and β := lim
k→∞

δk
εk

exist. Let Φα,β be defined as in (3.5)-(3.10) with the only modification that aβ and bα are now set
equal to

aβ :=
2

β

∫ 1

0

ψ ds, bα := 2(αψ(0))
1
2 .

Under these hypotheses Theorems 3.1-3.4 holds. For proofs in the case 0 < β < ∞ we refer to
[10]; in the other regimes proofs are similar to the ones given in next sections for p < ∞, with few
adaptations.

4. Proof of the Γ-Convergence Result in the Case n = 1.

Proof of Proposition 3.4. Let (uk, vk) be a sequence satisfying (3.15) and (3.16) with bounding con-
stant C. First we note that (3.16) and (3.2) imply v = 1 L1-a.e. in Ω. This in particular concludes
the proof in the case α = 0 and β =∞.

Let now α =∞. Up to subsequences we can suppose that the lower limit in the right-hand side of
(3.18) is a limit and that ηk > 0. We are going to prove that the sequence (|∇uk|) is equi-integrable.
Let A ⊂ Ω be a measurable set, then the Hölder Inequality and (3.16) imply∫

A

|∇uk|dx ≤
(∫

Ω

vk |∇uk|2 dx
) 1

2
(∫

A

1/vkdx
) 1

2

≤ C
1
2

(∫
A∩{vk≥1/2}

1/vkdx+

∫
A∩{vk<1/2}

1/vkdx
) 1

2

≤ C
1
2

(
2L1(A) +

1

ψ(1/2)

δk
ηk

∫
Ω

ψ(vk)

δk
dx
) 1

2

≤ C
1
2

(
2L1(A) +

C

ψ(1/2)

δk
ηk

) 1
2

. (4.1)
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Given σ > 0, the inequality C
ψ(1/2)

δk
ηk
≤ σ2

2C is true for k large since α =∞. Therefore L1(A) < σ2

4C

implies the last term in (4.1) is less than σ for k large. Using for the first terms of the sequence
the absolute continuity of the Lebesgue integral, we conclude that (|∇uk|) is equi-integrable. Now
the Dunford-Pettis Theorem implies u ∈ W 1,1(Ω) and ∇uk ⇀ ∇u weakly in L1(Ω). By a classical
lower semicontinuity result (see, for instance, [7, Theorem 2.3.1]) finally we obtain (3.18) and then
u ∈ H1(Ω).

Let 0 ≤ α <∞ and 0 ≤ β <∞. In what follows we shall use the notation I(x, µ) for the interval
(x−µ, x+µ), whereas we shall write Fk(u, v, I) to indicate the functional in (3.1) when the integrals
are defined on the set I.

Proof of (3.18). Let x0 ∈ Ω and µ > 0 be such that u is absolutely continuous in I(x0, µ) ⊂ Ω.
Now the same argument used by Ambrosio and Tortorelli in [3, Lemma 4.2] and [4, Lemma 2.1] works
here with obvious adaptations. We conclude that u ∈ H1(I(x0, µ)) and (3.18) holds in I(x0, µ).

Proof of (3.19). Let now x0 be a point such that u is not absolutely continuous in any interval of
the form I(x0, µ). We sketch the argument proposed by Ambrosio and Tortorelli in [4, Lemma 2.1]
in order to prove that there are only finitely many points of such a type.

Let µ > 0 small enough; since u is not absolutely continuous in I(x0, µ/2), the infimum inf
I(x0,µ/2)

vk

tends to 0 and this guarantees the existence for every k of a point x0 − µ/2 < xk < x0 + µ/2 such
that vk(xk)→ 0. Moreover, up to subsequences, vk → 1 L1-a.e. in Ω, so that we can find two points
x0 − µ < y1 < xk < y2 < x0 + µ with vk(y1)→ 1 and vk(y2)→ 1. The Young Inequality now gives

Fk(uk, vk, I(x0, µ)) ≥ (cp)
1
p

(qεk
δk

) 1
q

∫ xk

y1

ψ(vk)
1
q |∇vk|dx+ (cp)

1
p

(qεk
δk

) 1
q

∫ y2

xk

ψ(vk)
1
q |∇vk|dx

≥ (cp)
1
p

(qεk
δk

) 1
q

∫ vk(y1)

vk(xk)

ψ(s)
1
q ds+ (cp)

1
p

(qεk
δk

) 1
q

∫ vk(y2)

vk(xk)

ψ(s)
1
q ds. (4.2)

Passing to the lower limit in the previous inequality we obtain

lim inf
k→∞

Fk(uk, vk, I(x0, µ)) ≥ aβ > 0 (4.3)

in the case 0 < β <∞. Since the left-hand side in (4.3) is bounded by (3.16), the number of disjoint
intervals such as I(x0, µ) is bounded by a constant independent by µ. This implies u ∈ SBV (Ω)
and (3.19) follows. From (3.18) we also deduce u ∈ SBV 2(Ω).

In the case β = 0 we achieve a contradiction since the left-hand side of (4.2) is bounded by (3.16),
whereas the right-hand side tends to infinity. Therefore, each point of Ω satisfies the previous step,
so that u ∈ H1(Ω) and (3.18) holds.

Proof of (3.17) in the case 0 < β <∞. First we note that (3.18) and (3.19) lead to (3.17) in the
case α = 0, 0 < β <∞.

It remains to consider the case 0 < α < ∞, 0 < β < ∞. We shall define suitably six points in
place of y1, xk, y2; in this way we determine some intervals we shall study separately. In the external
intervals, we shall be able to repeat the previous argument by Ambrosio and Tortorelli, the two
in-between intervals will be neglected, and the central one will give rise to the cohesive term.

Let x0 ∈ Ju and assume u−(x0) < u+(x0). Let 0 < σ < |[u(x0)]|/2 and let µ > 0 be such that
|u(x) − u±(x0)| < σ/2 for 0 < |x − x0| ≤ µ/2; since uk → u L1-a.e. in Ω up to subsequences,
it is not restrictive to assume uk(x0 ± µ/2) → u(x0 ± µ/2). We prove that there exist six points
y1 < x1

k ≤ x̃1
k < x̃2

k ≤ x2
k < y2 in the interval I(x0, µ), such that

lim
k→∞

vk(y1) = lim
k→∞

vk(y2) = 1,

lim
k→∞

vk(x1
k) = lim

k→∞
vk(x2

k) = 0,

uk(x̃1
k) = u−(x0) + σ, uk(x̃2

k) = u+(x0)− σ.

Let us define

x̃1
k := max{x ∈ [x0 − µ/2, x0 + µ/2] : uk(x) ≤ u−(x0) + σ}.



8 F. IURLANO

Since |uk(x0 ± µ/2) − u±(x0)| < σ for k large, the continuity of uk implies that x̃1
k is well-defined,

that x̃1
k < x0 + µ/2, and that uk(x̃1

k) = u−(x0) + σ.
We now verify that x0 ≤ lim infk→∞ x̃1

k. If not up to subsequences we have x̃1
k < c0 < x0, where

c0 is a constant. Using the definition of x̃1
k we obtain, as k →∞, that u(x) ≥ u−(x0) +σ in (c0, x0).

As x→ x−0 we get a contradiction.
We claim now that

lim sup
k→∞

inf
[x0−µ/2,x̃1

k]
vk ≤ 0. (4.4)

By contradiction we assume that the opposite inequality holds. By this and (3.16) we have, up
to subsequences, that ∫ x̃1

k

x0−µ/2
|∇uk|2dx is bounded. (4.5)

Let us verify now that lim supk→∞ x̃1
k ≤ x0. We argue again by contradiction and suppose

x̃1
k > c1 > x0, where c1 is a constant. Up to subsequences the integral

∫ c1
x0−µ/2 |∇uk|

2dx is bounded

by (4.5), so that u is continuous in x0 and this contradicts the assumption x0 ∈ Ju. Therefore we
conclude x̃1

k → x0.
Now, by the absolute continuity of uk and the Hölder Inequality we obtain for every y ∈ (x0 −

µ/2, x̃1
k)

|uk(x̃1
k)− uk(y)| ≤ |x̃1

k − y|
1
2

(∫ x̃1
k

y

|∇uk|2dx
) 1

2 ≤ c2|x̃1
k − y|

1
2 , (4.6)

where in the last inequality c2 <∞ is a constant and we have used (4.5). Let us fix y ∈ (x0−µ, x0)
such that uk(y)→ u(y); then y ∈ (x0 − µ, x̃1

k) for k large, so that inequality

|u−(x0) + σ − uk(y)| ≤ c2|x̃1
k − y|

1
2

follows from uk(x̃1
k) = u−(x0)+σ and (4.6). Passing to the limit first as k →∞ and then as y → x−0

we achieve a contradiction and the claim (4.4) is proved.
By (4.4) we are able to find a sequence x0 − µ/2 ≤ x1

k ≤ x̃1
k such that vk(x1

k)→ 0. Since vk → 1
L1-a.e. in Ω, we also find a point y1 ∈ (x0 − µ, x0 − µ/2) such that vk(y1)→ 1.

Let us define now

x̃2
k := min{x ∈ [x̃1

k, x0 + µ/2] : uk(x) ≥ u+(x0)− σ}.

We can easily prove that it is well-defined, that uk(x̃2
k) = u+(x0)− σ, and that x̃2

k → x0. Note that
the convergence x̃2

k → x0 implies the convergence x̃1
k → x0.

As before we can also prove that

lim sup
k→∞

inf
[x̃2
k,x0+µ/2]

vk = 0

and the existence of x2
k and y2 follows.

Now let us proceed with the computation. In the intervals (y1, x
1
k) and (x2

k, y2) we can repeat the
argument by Ambrosio and Tortorelli in (4.3), so that

lim inf
k→∞

Fk(uk, vk, (y1, x
1
k) ∪ (x2

k, y2)) ≥ aβ . (4.7)

It remains to estimate the functional in the interval Ik := (x̃1
k, x̃

2
k). Let us define

Wk := {w ∈ H1(Ik), w(x̃1
k) = u−(x0) + σ, w(x̃2

k) = u+(x0)− σ},

Zk := {z ∈W 1,p(Ik), ηk ≤ z ≤ 1 L1-a.e. on Ik},

Hk(w, z) :=

∫
Ik

(
z|∇w|2 +

ψ(z)

δk

)
dx, for (w, z) ∈Wk×Zk,

hk(z) := min
w∈Wk

Hk(w, z), for z ∈ Zk.
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By elementary computation we find that this minimum is achieved and that

hk(z) =
([u(x0)]− 2σ)2∫

Ik

1

z
dx

+

∫
Ik

ψ(z)

δk
dx. (4.8)

Let now 0 < λ < 1. We observe that∫
{x∈Ik:vk≥λ}

1

vk
dx ≤ L

1(Ik)

λ
,∫

{x∈Ik:vk<λ}

1

vk
dx ≤ 1

ψ(λ)

δk
ηk

(∫
Ik

ψ(vk)

δk
dx
)
.

We use the previous inequalities to estimate the functional Fk(uk, vk, Ik):

Fk(uk, vk, Ik) ≥ Hk(uk, vk)

≥ hk(vk)

≥ ([u(x0)]− 2σ)2

L1(Ik)

λ
+

1

ψ(λ)

δk
ηk

(∫
Ik

ψ(vk)

δk
dx
) +

∫
Ik

ψ(vk)

δk
dx

≥ 2
(ηkψ(λ)

δk

) 1
2

([u(x0)]− 2σ)− ηkψ(λ)L1(Ik)

λδk
,

where to get the last inequality we have minimized in [0,∞[ the function

t 7→ ([u(x0)]− 2σ)2

L1(Ik)

λ
+

1

ψ(λ)

δk
ηk
t

+ t.

Passing to the limit first as k →∞, then as λ→ 0, and finally as σ → 0 we obtain

lim inf
k→∞

Fk(uk, vk, Ik) ≥ bα|[u(x0)]|. (4.9)

Inequalities (3.18) for the set I(x0, µ), (4.7), and (4.9) lead to (3.17).

It remains to study the case 0 < α < ∞, β = ∞. By [6, Theorem 2.1] the functional Φα,∞ is
weakly* lower semicontinuous in BV (Ω) and strongly lower semicontinuous in L1(Ω), so that it is
sufficient to prove that

lim inf
k→∞

Φα,∞(uk) ≤ lim inf
k→∞

Fk(uk, vk). (4.10)

In order to simplify the notation we set Ak := {|∇uk| < bα/2}; we compute the integrals of fα(|∇uk|)
on Ak and on Ack.

Let us fix 0 < λ < µ < 1. First we note that the convergence in measure vk → 1 implies

∫
Ak∩{vk<µ}

fα(|∇uk|)dx+

∫
Ak∩{vk≥µ}

fα(|∇uk|)dx ≤
∫
Ak∩{vk≥µ}

fα(|∇uk|)dx+ o(1). (4.11)
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On Ack we have∫
Ack∩{vk≥µ}

fα(|∇uk|)dx+

∫
Ack∩{λ<vk<µ}

fα(|∇uk|)dx+

∫
Ack∩{vk≤λ}

fα(|∇uk|)dx ≤

≤
∫
Ack∩{vk≥µ}

|∇uk|2dx+

∫
Ack∩{λ<vk<µ}

bα

(
|∇uk| −

bα
4

)
dx+

∫
Ack∩{vk≤λ}

bα

(
|∇uk| −

bα
4

)
dx

≤
∫
Ack∩{vk≥µ}

|∇uk|2dx+ bα

(∫
Ω

vk|∇uk|2dx
) 1

2
(∫
{λ<vk<µ}

1

vk
dx
) 1

2

+bα

(∫
{vk≤λ}

vk|∇uk|2dx
) 1

2
(∫
{vk≤λ}

1

vk
dx
) 1

2

≤
∫
Ack∩{vk≥µ}

|∇uk|2dx+ bα

(C
λ

) 1
2L1({vk < µ}) 1

2

+bα

( 1

ψ(λ)

δk
ηk

) 1
2
(∫
{vk≤λ}

vk|∇uk|2dx
) 1

2
(∫
{vk≤λ}

ψ(vk)

δk
dx
) 1

2

≤
∫
Ack∩{vk≥µ}

|∇uk|2dx+
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2

∫
{vk≤λ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx+ o(1), (4.12)

where in the first inequality we have used the definition of fα and the fact that bα(t − bα/4) ≤ t2

for t ≥ bα/2; the Hölder Inequality justifies the second estimate; the property (3.16) and an easy
computation have led to the third inequality; finally from the Cauchy Inequality and the convergence
in measure vk → 1 we have found the final expression. From (4.11) and (4.12) we deduce

Φα,∞(uk) ≤
∫
{vk≥µ}

|∇uk|2dx+
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2

∫
{vk≤λ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx+ o(1)

≤ 1

µ

∫
{vk≥µ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx

+
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2

∫
{vk≤λ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx+ o(1)

≤ max
( 1

µ
,
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2
)
Fk(uk, vk) + o(1).

Passing to the limit first as k →∞ and then as λ→ 0, µ→ 1 we obtain (4.10). �

Let us complete the one-dimensional case of the Γ-convergence result by proving the upper esti-
mate.

Proof of Theorem 3.3. The cases α =∞ or β = 0 are trivial since F ′α,β(u, v) <∞ implies u ∈ H1(Ω)

and v = 1 L1-a.e. in Ω.

Let now 0 ≤ α < ∞ and 0 < β < ∞ and let u be such that Φα,β(u, 1) < ∞. A truncation
argument shows that in dimension n = 1 a function u ∈ GSBV 2(Ω) ∩ L1(Ω) with Φ0,β(u, 1) < ∞
actually belongs to SBV 2(Ω). Therefore, both for α = 0 and for 0 < α < ∞, we start with a
function u ∈ SBV 2(Ω); for simplicity we also suppose Ju = {x}. Let (σαk ) and (µk) be positive
infinitesimal sequences which we shall specify later and let

Ak := (x− σαk , x+ σαk ) and Bk := (x− σαk − µk, x− σαk ) ∪ (x+ σαk , x+ σαk + µk).

Let us define uk by u out of Ak and linking linearly in Ak.

Let f(ρ) := ψ(1 − ρ), g(ρ) :=
1∫ 1−ρ

0
ψ−

1
p ds

, and h := (fg)
1
2 for 0 < ρ < 1; we note that h is

strictly increasing and that h and f/g are infinitesimal in 0. Then the sequence ρk := h−1(δk) is
infinitesimal and

f(ρk)

δk
→ 0,

δk
g(ρk)

→ 0. (4.13)
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We now set vk equal to ηk in Ak and equal to 1− ρk out of Ak ∪Bk.
In order to define vk everywhere, we first consider the following Cauchy problem w′k =

( q

cpδk

) 1
p

ε
− 1
q

k ψ(wk)
1
p

wk(0) = ηk.
(4.14)

Since ηk < 1 and ψ is continuous and strictly positive in [0, 1), the previous problem has only one
solution wk in the interval [0, Tk), where Tk ∈ (0,∞] is defined by

Tk :=
(cpδk

q

) 1
p

ε
1
q

k

∫ 1

ηk

ψ−
1
p ds.

Precisely, the solution wk is obtained by taking the inverse of the function

z ∈ [ηk, 1) 7→
(cpδk

q

) 1
p

ε
1
q

k

∫ z

ηk

ψ−
1
p ds ∈ [0, Tk).

By this we can define

vk(x) := wk(|x− x| − σαk ) on Bk, (4.15)

µk :=
(cpδk

q

) 1
p

ε
1
q

k

∫ 1−ρk

ηk

ψ−
1
p ds, (4.16)

where µk is infinitesimal by (4.13).
Then (uk, vk) ∈ H1(Ω)×Vηk and (uk, vk)→ (u, 1) in L1(Ω)×L1(Ω). An easy computation shows

that ∫
Ω\Ak

vk|∇uk|2dx ≤
∫

Ω

|∇u|2dx, (4.17)∫
Ω\(Ak∪Bk)

ψ(vk)

δk
dx ≤ ψ(1− ρk)

δk
L1(Ω), (4.18)∫

Ak

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx =

ηk
2σαk

(u(x+ σαk )− u(x− σαk ))2 + 2ψ(ηk)
σαk
δk
. (4.19)

We note that the integral in (4.18) tends to 0 by (4.13). If α = 0 we take σ0
k such that ηk/σ

0
k → 0

and σ0
k/δk → 0; by this choice the integral in (4.19) converges to 0. Whereas if 0 < α <∞ we define

σαk := 1
2 ( α
ψ(0) )

1
2 |[u(x)]|δk and the integral in (4.19) tends to bα|[u(x)]|.

Let us compute now the integral on Bk. Thanks to the choice of wk the Young Inequality holds
with equality, so that∫

Bk

(ψ(vk)

δk
+ cεp−1

k |∇vk|p
)
dx = 2(cp)

1
p

(qεk
δk

) 1
q

∫ µk

0

ψ(wk)
1
qw′k dx

= 2(cp)
1
p

(qεk
δk

) 1
q

∫ 1−ρk

ηk

ψ(s)
1
q ds. (4.20)

As k →∞ this term tends to aβ and the proof is complete.

Let us consider now the case α = 0, β = ∞. First we suppose that u is piecewise constant with
Ju = {x}. If this is the case we define all parameters as before, so that by repeating the computations
in (4.17)-(4.20) we obtain that F ′′0,∞(u, 1) is null. In the general case when u ∈ L1(Ω) we argue by
approximation with piecewise constant functions; since F ′′0,∞ is lower semicontinuous we achieve the
same conclusion as before.

The last case to study is 0 < α < ∞, β = ∞. By [6, Theorem 3.1] if we prove that for every
u ∈ SBV 2(Ω) we have

F ′′α,∞(u, 1) ≤
∫

Ω

|∇u|2dx+ bα

∫
Ju

|[u]|dH0 (4.21)
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we are done, since the left-hand side is lower semicontinuous in L1(Ω) and the lower semicontinuous
envelope of the right-hand side is Φα,∞. Inequality (4.21) is easily proved by defining all parameters
as before and repeating the computation in (4.17)-(4.20). �

5. Proof of the Γ-Convergence Result in the Case n > 1

Proof of Proposition 3.4. The case 0 ≤ α < ∞, β = ∞ and the case α = ∞ can be faced as for
n = 1. In all other regimes we can argue by slicing and the proof of [10, Proposition 1] works here
with obvious modifications. �

Let us focus now on the Γ-limsup inequality.

Proof of Theorem 3.3. The cases α =∞ or β = 0 are trivial.

Let now 0 ≤ α <∞ and 0 < β <∞. Let u ∈ GSBV 2(Ω) ∩ L1(Ω) and we consider first the case
u ∈ L∞(Ω), so that u belongs in effect to SBV 2(Ω) ∩ L∞(Ω).

The first part of the proof is the same given for [10, Theorem 3.3], so that we sketch the main
ideas. First we need an approximation result in order to work with more regular objects. To this
aim we use a corollary of [8, Theorem 3.1] which is stated in [10, Theorem 6.1]. Thanks to [10,
Theorem 6.1] it is enough to prove (3.14) for a cube Q and for a function u ∈ SBV 2(Ω) ∩ L∞(Ω)
such that

Hn−1(S \ Ju) = 0, u ∈W k,∞(Q \ S) for every k, (5.1)

where S = ∪mi=1Si with Si closed pairwise disjoint (n− 1)-simplexes contained in Q. To simplify the
exposition we consider only the case m = 1, so that S is a (n − 1)-simplex; in addition we assume
that S ⊂ {xn = 0}. We write a point x ∈ Rn as x = (x, xn) ∈ Rn−1×R and we orient Ju so that the
normal vector νu coincides with (0, 1). Let Ω± :=

{
x ∈ Ω : ±xn > 0

}
and let L be the maximum

between the Lipschitz constants of u in Ω+ and Ω−.
Let us define σαk (x) := 1

2δk( α
ψ(0) )1/2|[u(x, 0)]| for x = (x, xn) ∈ Ω in the case 0 < α <∞; whereas

for α = 0 we define σ0
k as any sequence of constant functions such that ηk/σ

0
k → 0 and σ0

k/δk → 0.
We observe that σαk is Lipschitz since u+ and u− are; moreover in the case 0 < α < ∞ we have
σαk (x) = 0 for x ∈ ∂S, where ∂S is the boundary of S in the relative topology of Rn−1×{0}.

Let

Ak :=

{
x ∈ Rn : (x, 0) ∈ S, |xn| < σαk (x)

}
,

A′k :=

{
x ∈ Rn : (x, 0) /∈ S, d(x, ∂S) < σαk (x)

}
,

where d(x, S) is the distance from the point x to the set S. The closure of Ak ∪ A′k is contained in
Ω for k large.

Let

uk(x, xn) :=


xn + σαk

2σαk
(u(x, σαk )− u(x,−σαk )) + u(x,−σαk ) if x ∈ Ak,

u(x) if x ∈ Ω \ (Ak ∪A′k).

In the case 0 < α <∞ we have A′k = ∅ and then uk ∈W 1,∞(Ω); whereas for α = 0 the function
uk is Lipschitz continuous in Ω \ A′k with constant 4M/δ0

k + 12nL, so that the McShane Theorem
implies the existence of a function, still denoted by uk, which extends uk to A′k and has the same
Lipschitz constant as uk (see [10, Theorem 3.3] for more details). From the definition of uk we
immediately deduce that uk → u in L1(Ω).
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Let now ρk, wk and µk be defined as in the one-dimensional case by (4.13), (4.14), and (4.16); we
are able to define now

Bk :=

{
x ∈ Rn : (x, 0) ∈ S, 0 ≤ |xn| − σαk (x) ≤ µk

}
,

B′k :=

{
x ∈ Rn : (x, 0) /∈ S, 0 ≤ d(x, ∂S)− σαk (x) ≤ µk

}
,

and

vk(x) :=



ηk if x ∈ Ak ∪A′k,
wk(|xn| − σαk (x)) if x ∈ Bk,

wk(d(x, ∂S)− σαk (x)) if x ∈ B′k,
1− ρk otherwise.

By this choice ηk ≤ vk ≤ 1 Ln-a.e. in Ω, vk ∈W 1,p(Ω), and vk → 1 in L1(Ω).
Let us proceed with the computation. The sequence Fk(uk, vk) can be written now as

Fk(uk, vk) =

∫
Ω

vk|∇uk|2dx+

∫
Ω\(Bk∪B′

k)

ψ(vk)

δk
dx+

∫
Bk

(ψ(vk)

δk
+ c εp−1

k |∇vk|p
)
dx

+

∫
B′
k

(ψ(vk)

δk
+ c εp−1

k |∇vk|p
)
dx. (5.2)

We have already computed the first and the second term of the previous expression in [10, Theorem
3.3] and in (4.18), showing that when 0 < α <∞ we find∫

Ω

vk|∇uk|2dx+

∫
Ω\(Bk∪B′

k)

ψ(vk)

δk
dx ≤

∫
Ω

|∇u|2dx+ bα

∫
Ju

|[u]|dHn−1 + o(1); (5.3)

whereas if α = 0 we find∫
Ω

vk|∇uk|2dx+

∫
Ω\(Bk∪B′

k)

ψ(vk)

δk
dx ≤

∫
Ω

|∇u|2dx+ o(1). (5.4)

Let us consider now the integral on Bk in (5.2). By the choice of Bk and vk we obtain∫
Bk

(ψ(vk)

δk
+ c εp−1

k |∇vk|p
)
dx = 2(cp)

1
p

(qεk
δk

) 1
q

∫
Ju

[ ∫ µk

0

ψ(wk)
1
qw′k dxn

]
dHn−1(x)

= 2(cp)
1
p

(qεk
δk

) 1
q
(∫ 1−ρk

ηk

ψ
1
q ds
)
Hn−1(Ju). (5.5)

Moreover coarea formula implies∫
B′
k

(ψ(vk)

δk
+ c εp−1

k |∇vk|p
)
dx ≤

≤ c1

( εk
δk

) 1
q

∫ σαk+µk

σαk

ψ(wk(t− σαk ))
1
qw′k(t− σαk )Hn−1({d(x, ∂Ju) = t})dt

≤ c2(σαk + µk)
( εk
δk

) 1
q

∫ µk

0

ψ(wk)
1
qw′k dt

≤ c3(σαk + µk)
( εk
δk

) 1
q

, (5.6)

where c1, c2, c3 < ∞ are constant and we have used the fact that Hn−1({d(x, ∂Ju) = t}) = O(t).
The last term in (5.5) tends to 0 by the choice of β, σαk , and µk. By (5.3), (5.4), (5.5), and (5.6) we
obtain (3.14).

In the general case when u /∈ L∞(Ω), we obtain (3.14) through a truncation argument.
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Let now 0 < α <∞, β =∞; as in the case n = 1 it is sufficient to prove by [6, Theorem 3.1] that
for every u ∈ SBV 2(Ω) we have

F ′′α,∞(u, 1) ≤
∫

Ω

|∇u|2dx+ bα

∫
Ju

|[u]|dHn−1.

We define all parameters as in the previous case; the computations in (5.3), (5.4), and (5.6) give
the same results as before, whereas the last term in (5.5) tends to 0 since β = ∞. Estimate (3.14)
follows.

We conclude the proof of the estimate from above by studying the case α = 0, β =∞. We shall
prove that F ′′0,∞(u, 1) = 0 for every u ∈ L1(Ω).

Since F ′′0,∞ is lower semicontinuous, it is sufficient to prove the estimate on a set which is dense

in L1(Ω). To this aim we consider the set of functions which are constant on finitely many disjoint
balls and null otherwise. For simplicity we consider only the case of a function u which is constant
on a ball B well-contained in Ω and null out of A. Let σ0

k, ρk, wk, and µk be defined as before; let
ϕk be a cut-off function such that ϕk = 1 on (∂B)σ0

k/2
, ϕk = 0 out of (∂B)σ0

k
, and |∇ϕk| ≤ 4/σ0

k,

where (∂B)r := {d(x, ∂B) < r}. We define uk := (1−ϕk)u and vk as ηk on (∂B)σ0
k
, as 1− ρk out of

(∂B)σ0
k+µk , and as wk(d(x, ∂B)− σ0

k) in (∂B)σ0
k+µk \ (∂B)σ0

k
. By this choice uk ∈ H1(Ω), vk ∈ Vηk

and (uk, vk)→ (u, 1) in L1(Ω)×L1(Ω). Let us proceed with the computation.
We have that∫

Ω

vk|∇uk|2dx+

∫
(∂B)

σ0
k

ψ(vk)

δk
dx ≤

(
16u2 ηk

(σ0
k)2

+
ψ(ηk)

δk

)
Ln((∂B)σ0

k
)

≤ c1
ηk
σ0
k

+ c2
σ0
k

δk
,

where c1, c2 are constant; the last term in the previous expression tends to 0 by the choice of σ0
k.

Since ρk satisfies (4.13) we also obtain∫
Ω\(∂B)

σ0
k
+µk

ψ(1− ρk)

δk
dx ≤ o(1).

Finally we note that∫
(∂B)

σ0
k
+µk
\(∂B)

σ0
k

(ψ(vk)

δk
+ c εp−1

k |∇vk|p
)
dx = c3

( εk
δk

) 1
q

∫ µk

0

ψ(wk)
1
qw′k(t+ σ0

k)n−1 dt

≤ c4

( εk
δk

) 1
q

,

where c3, c4 are constant; since β = ∞ also the last term in the previous expression tends to 0.
Equality F ′′0,∞(u, 1) = 0 follows. �

6. Convergence of Minimizers

We conclude this paper by proving Theorem 1.2. Since this proof is quite similar to the one of
[10, Theorem 7.1], we only sketch it focusing on the novelties. First we provide a compactness result.

Lemma 6.1. Let α > 0 or β < ∞. Let (uk, vk) be a sequence in L1(Ω)×L1(Ω) such that (uk) is
bounded in L1(Ω) and

lim inf
k→∞

Fk(uk, vk) <∞.

Then there exists a subsequence (uj , vj) of (uk, vk) and a function u ∈ GSBV (Ω)∩L1(Ω) such that
uj → u Ln-a.e. on Ω and vj → 1 in L1(Ω).

If 0 < α <∞ and β =∞, or α =∞, the convergence uj → u is also in L1(Ω).

The previous lemma does not apply when α = 0 and β = ∞, but we shall be able to prove
Theorem 1.2 also in this case.
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Proof. We can suppose, up to subsequences, that Fk(uk, vk) is bounded; in particular then vk → 1
in L1(Ω). Now, when 0 ≤ α <∞ and 0 ≤ β <∞ we can argue as in [10, Theorem 7.4].

Let α =∞. Repeating the computation in (4.1) we deduce by assumptions that (uk) is bounded
in BV (Ω). This implies the existence of a function u to which uk converges in L1(Ω) and Ln-a.e. in
Ω, up to subsequences. The same argument works in the case 0 < α <∞, β =∞. �

We also remark that we can define the sequence of functionals

Gk(u, v) := Fk(u, v) +

∫
Ω

|u− g|rdx, (6.1)

with u, v ∈ L1(Ω), and we can easily prove, as in [10, Lemma 7.5], that Gk Γ-converges in
L1(Ω)×L1(Ω) to the functional

Gα,β(u, v) := Fα,β(u, v) +

∫
Ω

|u− g|rdx,

where u, v ∈ L1(Ω).
Let us prove now Theorem 1.2.

Proof. If α > 0 or β <∞ we can argue as in [10, Theorem 7.1] through Lemma 6.1.
We suppose now that α = 0 and β = ∞. We fix k and we consider a minimizer (uk, vk) ∈

H1(Ω)×Vηk of Gk. Since Gk(uk, vk) is bounded, we can find a subsequence of uk, not relabeld, and
a function u ∈ Lr(Ω) to which uk converges weakly in Lr(Ω). Therefore we have∫

Ω

|u− g|rdx ≤ lim inf
k→∞

∫
Ω

|uk − g|rdx ≤ lim inf
k→∞

Gk(ũk, ṽk) =

∫
Ω

|u− g|rdx,

where we have chosen (ũk, ṽk)→ (u, 1) in L1(Ω)×L1(Ω) with limk→∞Gk(ũk, ṽk) = Gα,β(u, 1).
Since now uk − g ⇀ u− g weakly in Lr(Ω) and ||uk − g||Lr(Ω) → |||u− g||Lr(Ω) we also conclude

that uk → u strongly in Lr(Ω).
By the Γ-convergence of Gk to Gα and by a general property of Γ-convergence (see [9, Corollary

7.20]), we find that (u, 1) is a minimizer for Gα (so that u = g Ln-a.e. in Ω) and we get the
convergence of minimum values and of minimizer in L1(Ω)×L1(Ω). �
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