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Abstract

We study by Γ-convergence the atomistic-to-continuum limit of the Blume-
Emery-Griffiths model describing the phase transition of a binary mixture
in presence of a third surfactant phase. In the case of low surfactant concen-
tration we study the dependence of the surface tension on the density of the
surfactant and we show the microstructure of the ground states. We then
consider more general (n-dimensional) energies modeling phase transitions
in presence of different species of surfactants and, in the spirit of homoge-
nization theory, we provide an integral representation result for their Γ-limit.
As an application we study the ground states of the system for prescribed
volume fractions of the phases.
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1 Introduction

In recent years a great effort has been made in order to study the atomistic-to-
continuum limit of several discrete systems and in particular of Ising-type spin
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systems (see for example [2], [3], [4], [7], [10], [11], [18], [27], [29] and [14] (Chapter
11) for a review on this subject ). Despite a simple structure, the energy functionals
of such systems (depending on the choice of the order parameter, the range of
interactions and the scaling properties) may model a great variety of physical
phenomena. An instructive example in this respect is provided by the functional

Eε(u) = −
∑
n.n.

ε2u(a) · u(b), (1.1)

which is the energy of a system of nearest-neighbors interacting spins defined on the
points of a ε-lattice and taking values either in {±1} or in S1. The energy accounts
for the interactions among nearest neighbors (n.n.); i.e., a, b ∈ εZ2 ∩ Ω such that
|a−b| = ε (Ω ⊂ R2 being a bounded open set). The field u is defined on the lattice
εZ2∩Ω and takes values either in {±1} or in S1 (in the latter case u(a)·u(b) denotes
the scalar product in R2). On one hand, in the case u ∈ {±1} it has been proved
in [2] that the discrete-to-continuum limit, as ε → 0, of suitable power scaling of
(1.1) resembles that of a Cahn-Hillard type functional. Namely, it leads to a class
of anisotropic surface tension energies of the form

∫
∂E

ϕ(νE) dH1, where νE stands
for the inner normal to ∂E which, in turns, represents the interface between the
{u = +1} phase and the {u = −1} phase. On the other hand, the vectorial case
u ∈ S1 leads to a completely different class of continuum limits. In [4] it has been
proved that the asymptotic analysis, as ε → 0, of a suitable logarithmic scaling
of (1.1) resembles that of a complex Ginzburg-Landau functional. In particular,
it leads to a limit energy model for the formation of vortex-type singularities

described through the measure µ =
N∑
i=1

diδxi (xi ∈ Ω being the location of the i-th

singularity and di ∈ Z its topological degree) whose energy is of the type |µ|(Ω).
In this paper we will prove that a different variant of the energies in (1.1)

leads to a class of continuum functionals different from the two mentioned above.
The model we consider can be described as follows. Given Ω ⊂ R2 a bounded
open set, we fix the two dimensional square lattice εZ2 ∩ Ω and we consider a
ternary system driven by an energy defined on functions parameterized on the
points of the lattice and taking only three different values (for simplicity, −1, 0, 1).
In this framework, the values of u are usually thought to describe three admissible
phases of the system. For a given configuration of particles, the free energy E of
the system is given by

E(u) = −
∑
n.n.

ε2
(
u(a)u(b) + k(u(a)u(b))2

)
. (1.2)

Here k > 0 is the quotient between the so called bi-quadratic and quadratic ex-
change interaction strengths. The range of k, jointly with the scaling of the energy,
will be chosen later as a result of a heuristic argument. The heuristic argument will
justify the choice of the functional in (1.2) as the free energy of a system where
the two phases {±1} coexist in presence of the phase {0} representing a substance
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called surfactant (a contraction for surface-active-agent) which, by being adsorbed
onto the interfaces, may significantly reduce the surface tension of the system.

A variational description of the effects caused by the presence of surfactants in
phase separation phenomena has been developed by modeling the physical system
either as a continuum or as a discrete. Among the continuum theories, a first
attempt to model phase transitions in presence of surfactants has been made by
Laradji-Guo-Grant-Zuckermann in [24] and [25] (several generalizations have been
further considered by Gompper and Schick in [23]) who proposed a variational
model involving a two order parameters Ginzburg-Landau functional. Here one
order parameter represents the local difference of density of the two phases (as in
the standard Cahn-Hillard model in the gradient theory of phase transitions) while
the other one represents the local surfactant density. The two order parameters
are energetically coupled to favor the segregation of the surfactant at the phase
interface. The coarse-graining analysis of this model has been performed through
Γ-convergence methods by Fonseca, Morini and Slastikov in [22] (the mathematical
analysis of more general continuum models is the object of [1]). Concerning the
discrete models, many of them use some variation of that in (1.2) which has been
introduced by Blume, Emery and Griffiths (BEG) in [12] (see also [23] and the
references therein). This model has been also object of interesting studies in the
context of equilibrium statistical mechanics (see [21] for an exhaustive mean-field
approach) and has been used to describe several ternary systems (e.g., solid-liquid-
gas systems, semiconductor alloys, electronic conduction models).

In this paper we will perform a Γ-limit analysis of these energies and, as
a result, we will be able to describe the behavior of the ground states of the
BEG system as ε tends to 0. More in details, upon identifying arrays {u(a)},
a ∈ εZ2 ∩ Ω with their piecewise-constant interpolations, the energies Eε can be
interpreted as defined on (a subset of) L1(Ω), and can therefore undergo a process
of Γ-limit in that framework. As ε tends to 0, the Γ-limit E of Eε is particularly
simple, only giving the trivial constraint |u| ≤ 1, and the constant (minimum)
value 2|Ω|(−1 + k) ∧ 0, corresponding to the uniform states u = ±1 and u = 0.
By choosing k < 1 we set the uniform states u = ±1 to be the ground states.
Note that, with this choice, the asymptotic analysis of the energy Eε summarizes
the fact that a sequence (uε)ε can arbitrarily mix the uniform states −1 and
1 at a mesoscopic scale with variation in energy from the value of the uniform
states which is negligible as ε → 0 (the asymptotic analysis of the bulk scaling
of more general spin-type models has been performed in [6]). Thus, in order to
have a better description of the ground states, in the spirit of development by
Γ-convergence (see [17] for a general treatment of this topic and also [2], [5], [15],
[16]), we select sequences that realize the minimum value with a sharper precision;
i.e., such that

Eε(uε) = cε +O(ε),

where we have denoted by cε the absolute minimum of Eε, that is cε =
∑

n.n. ε
2(k−

1). For such configurations the limit states u will take the values ±1 only and the
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limit energy will be an interfacial type energy which is interpreted as the surface
tension of the system which undergoes a phase separation phenomenon between
the phases {u = −1} and {u = +1}. Thus, at this scaling, it is necessary to
further specify the values of the parameter k in such a way that the phase 0 can
be actually considered a surfactant phase (meaning that it contributes to lower
the surface tension). In particular it can be easily showed (see Section 3) that, for
1
3 < k < 1, the energy for a transition from a −1 phase to a +1 phase is lowered if
the surfactant particles are at the interface. With such a choice, the 0 phase can
be rightly considered a surfactant phase and, for this reason, the previous scaling,
in which in addition the measure of the phase 0 vanishes, is usually called the low
surfactant concentration regime. We are interested in this scaling regime. Thus the
scaled family of functionals we have to study is

E(1)
ε (u) :=

Eε(u)− cε
ε

=
∑
n.n.

ε(1− u(a)u(b)− k(1− (u(a)u(b))2).

Observe that, within this scaling, the interaction energy for two particles of the
same type −1 or +1 is zero, while the interaction of a surfactant particle 0 with
respect to all the other particles is repulsive, its cost being the positive value
1− k. For this reason it is also said that the BEG functional describes a repulsive

surfactant model. In Theorem 3.2 we show that E
(1)
ε Γ-converges (in the L1(Ω)-

topology) to the interfacial-type energy functional

E(1)(u) =

∫
S(u)

ψ(νu)dH1,

where u ∈ BV (Ω; {±1}), ψ(ν) = (1 − k)(3|ν1| ∨ |ν2| + |ν1| ∧ |ν2|) denotes the
anisotropic surface tension of the model, S(u) is the (essential) interface between
the sets {u = 1} and {u = −1} and νu is the measure theoretic inner normal to
S(u).

As we have already observed, in the topology we have chosen, the limit order
parameter u does not carry any information about the surfactant phase. Actually
the role of the surfactant becomes clear when one looks at the minimizing mi-
crostructure leading to the computation of the limiting surface density ψ. In this
direction, a natural further step in the analysis of the BEG model is the depen-
dence of the surface tension of the continuum limit on the concentration of the
surfactant. There is a big literature on this subject, both from the physical and
the chemical point of view (see for example [23] and [26]). However no rigorous
description of the microscopic geometry of the surfactant at the interface is present
in literature and, as far as we know, all the attempts done to study this problem
are based on merely numerical computations or on heuristic arguments. In order
to rigorously address this problem we need to go beyond the standard formulation
of the BEG model and we let the energy functional of the system depend explicitly
on the distribution of the surfactant particles. To this end we set

I0(u) = {a ∈ Ωε : u(a) = 0},
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and we introduce the following surfactant measure

µ(u) =
∑

a∈I0(u)

εδa.

Then, with a slight abuse of notation, we can extend E
(1)
ε to L1(Ω)×M+(Ω)→

[0,+∞] as

E(1)
ε (u, µ) =

{
E

(1)
ε (u) if µ = µ(u)

+∞ otherwise.

We observe that, in this discrete setting, the way we extend the functionals in order
to track the energy of the surfactants is by decoupling the order parameter of the
model instead of adding another variable as it has been done when dealing with
continuum models (see [22] and [1]). We then endow the space L1(Ω) ×M+(Ω)
with the topology τ1 × τ2 where τ1 denotes the strong topology in L1(Ω) and τ2
denotes the weak∗-topology in the space of non-negative bounded Radon measures
M+(Ω) and, by pursuing the Γ-limit with respect to this topology, in Theorem 3.3

we prove that E
(1)
ε Γ-converges to the functional E(1) : L1(Ω)×M+(Ω)→ [0,+∞]

defined as

E(1)(u, µ) =


∫
S(u)

ϕ
( dµ

dH1bS(u)
, νu

)
dH1 + (2k − 2)|µs|(Ω) if u ∈ BV (Ω; {±1})

+∞ otherwise,

where the function ϕ : R×S1 → [0,+∞) is computed explicitly and its graphic is
reported in Figure 1. As it is clear from the graphic of ϕ, an anisotropic threshold
phenomenon occurs at the phase interface. Indeed, for a given ν ∈ S1 the surface
tension ϕ(z, ν) decreases up to a certain value of the density z of the surfactant,
namely z = |ν1| ∨ |ν2|. Increasing further the density of the surfactant the surface
tension may be constant, if the surfactants are not adsorbed onto the interface (in
this case the singular part of the surfactant measure is increased), or otherwise it
may increase. As an application of the previous Γ-convergence result, at the end of
section 3 we address an optimization problem having as constraint the prescribed
volume fractions of the different phases.

Inspired by the many different models of phase transitions in presence of sur-
factants studied in the physical/chemical literature, in section 4 we push forward
the previous analysis to the case of a n-dimensional discrete systems driven by an
energy accounting for quite general finite range pairwise interactions when differ-
ent species of repulsive surfactant particles are present. For such a general system,
in the spirit of homogenization theory, we obtain an integral representation result
for the Γ-limit and we study some properties of its densities. More precisely, given
Ω ⊂ Rn and u : εZn ∩ Ω→ K we define the functional Fε as

Fε(u) =
∑
n.n.

εn−1f

(
b− a
ε

, u(a), u(b)

)
.
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Figure 1: The local microstructure of a ground state of the BEG model at a fixed
straight interface (the dashed line normal to ν) for three different values of the
density of surfactants at the interface. Black, white and grey dots stand for the 0,
+1 and −1 values of the spin field u, respectively.

ν

where R > 0 is an interaction threshold, K = {m1, m2, s1, s2, . . . , sM} ⊂ R
describes the finite number of phases in the system and f : Zn ×K2 → [0,+∞)
satisfies a sort of discrete isotropy condition (see Remark 4.1 and 4.5) and is
such that f(z, ·, ·) has {(m1,m1), (m2,m2)} as absolute minima. As we have done
in the case of the BEG model, to study the discrete-to-continuum limit of this
discrete system we introduce the sets of points in εZn∩Ω occupied by the different
types of surfactant and suitable surfactant measures associated to them. For l ∈
{1, 2, . . . ,M} we set

Il(u) := {a ∈ Ωε : u(a) = sl}, I(u) :=

M⋃
l=1

Il(u)

and we define

µl(u) :=
∑

a∈Il(u)

εn−1δa, µ(u) = {µ1(u), µ2(u), . . . , µM (u)}.

After extending Fε to L1(Ω)× (M+(Ω))M → [0,+∞] as

Fε(u, µ) :=

{
Fε(u) if µ = µ(u)

+∞ otherwise,

in Theorem 4.4 we prove that Fε Γ-converge with respect to the τ1 × τ2 con-
vergence (here τ1 denotes the strong convergence in L1(Ω) and τ2 denotes the
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weak∗-convergence in (M+(Ω))M ) to the functional

F (u, µ) =

∫
S(u)

fhom

(
dµ

dHn−1bS(u)
, ν(u)

)
dHn−1 +

∫
Ω

ghom(µs) (1.3)

if u ∈ BV (Ω; {m1,m2}), µ = dµ
dHn−1bS(u)H

n−1bS(u) +µs, and +∞ otherwise. The

limit densities fhom and ghom are given by two asymptotic homogenization formu-
las in (4.19) and (4.20) respectively. About the derivation of the homogenization
formulas, we want to stress the fact that, while for fhom a standard argument in
homogenization theory applies, the same does not hold true for ghom. In this last
case we are able to overcome the difficulties by combining some abstract argu-
ments of measure theory with a reflection construction which exploits the discrete
isotropy assumption on the interaction densities (see Remark 4.5).

As a final remark, we want to underline that in the models we consider
here the surfactants are described as scalar particles without internal structure.
More general models are known (see [19], [28] and [23]) where the surfactants
are described as polar molecules whose heads and tails interact differently with
the same phase. In this case it is also known that the presence of surfactants in
a mixture may lead to self-assembling and that a number of different, and even
topologically non trivial, microstructures may appear. We hope that the analysis
performed in this paper may provide the basis to address the discrete-to-continuum
limit for these systems.

Acknowledgements The work by Marco Cicalese was partially supported by
the European Research Council under FP7, Advanced Grant n. 226234 “Analytic
Techniques for Geometric and Functional Inequalities”. This work is part of the
third author’s Ph.D. thesis at the Department of Mathematics of Sapienza, Uni-
versità di Roma.

2 Notation and preliminaries

In what follows, given x, y ∈ Rn we denote by (x, y) the usual scalar product in Rn

and we set |x| =
√

(x, x). Moreover we denote by ‖ · ‖1 the l1-norm in Rn defined
as ‖x‖1 = |x1| + · · · + |xn|. Given t > 0, we will denote by [t] the integer part
of t. For any measurable A ⊂ Rn we denote by |A| the n-dimensional Lebesgue
measure of A. Let Ω be a bounded open subset of Rn with Lipschitz boundary.
For fixed ε > 0 we consider the lattice εZn ∩Ω =: Ωε. Given K ⊂ R we denote by
Aε(Ω;K) the set of functions

Aε(Ω;K) := {u : Ωε → K}.

Remark 2.1 A function u ∈ Aε(Ω;K) will be identified with its piecewise-
constant interpolation still denoted by u and given by u(x) = u(zεx), where zεx ∈ Zn

is the closest point to x (which is uniquely defined up to a set of zero measure).
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In this definition, we set u(z) = 0 if z ∈ εZn \ Ω. In such a way Aε(Ω;K) will be
regarded as a subset in L1(Ω).

We denote byHn−1 the n−1-dimensional Hausdorff measure. Given ν = (ν1, . . . , νn) ∈
Sn−1 we set

Qν := (−rν , rν)
n
,

where rν > 0 is such that
Hn−1(Qν ∩Πν) = 1,

with Πν := {x ∈ Rn : (x, ν) = 0}. We drop the dependence on ν whenever ν = ei
for i ∈ {1, 2, . . . , n} and we set Q := Qei =

(
− 1

2 ,
1
2

)n
.

For any T > 0 we set

∂±(TQν) := {x ∈ ∂(TQν) : ±(x, ν) ≥ 0}

and then we introduce the discrete boundary of TQν as

∂±ε (TQν) := {a ∈ εZn ∩ TQν : (a+ [−Rε,Rε]n) ∩ ∂±(TQν) 6= ∅}.

Next we recall some basic properties of BV functions with values in a finite set
(see [8] for a general exposition of the subject). Let A be an open subset of Rn

and let J be a finite subset of R. We denote by BV (A; J) the set of measurable
function u : A→ J whose distributional derivative Du is a measure with bounded
total variation. We denote by S(u) the jump set of u and by νu(x) the measure
theoretic inner normal to S(u) at x, which is defined for Hn−1 a.e. x ∈ S(u).

For the reader’s convenience we recall the following compactness result (see
[8]).

Theorem 2.2 Let uk ∈ BV (A; J) such that

sup
n
Hn−1(S(uk)) < +∞.

Then there exists a subsequence (not relabelled) and u ∈ BV (A; J) such that uk →
u in the L1 convergence.

If Q is a cube we will denote by BV #(Q; J) the set of Q-periodic functions
belonging to BVloc(Rn; J).

3 The Blume-Emery-Griffiths model

In this section we briefly introduce the Blume-Emery-Griffiths model for phase
transitions in presence of surfactants.
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3.1 A brief description of the model: from bulk to surface
scaling

In its standard formulation the Blume-Emery-Griffiths model can be described as
follows. Given a bounded open set Ω ⊂ R2 with Lipschitz boundary, on the square
lattice Ωε = εZ2 ∩ Ω we consider the set Aε(Ω; {±1, 0}) := {u : Ωε → {±1, 0}} of
those functions u whose values on the sites of the lattice correspond to a particle
of water (or oil) (in this framework the scale is not precisely specified and the
term particle means more in general a molecule or an aggregate of molecules)
for u = ±1 or of surfactant for u = 0. We then introduce the family of energies
Elattε (u) : Aε(Ω; {±1, 0}) 7→ R

Elattε (u) =
∑
n.n.

ε2(−u(a)u(b) + k((u(a)u(b))2), (3.4)

where n.n. means that the sum is performed over those a, b ∈ Ωε such that
|a− b| = ε and k > 0 is a parameter which measures the strength of the quadratic
vs the bi-quadratic interactions. The asymptotic analysis of such a family of en-
ergies, as ε tends to 0, is particularly simple and can be obtained through a dual
lattice approach as in [2]. Indeed, by identifying the functions u ∈ Aε(Ω; {±1, 0})
with their piecewise constant interpolations (see Remark 2.1), we first extend the
energies Elattε in (3.4) to a functional Eε : L1(Ω)→ [0,+∞] as

Eε(u) =

{
Elattε (u) if Aε(Ω; {±1, 0})
+∞ otherwise,

and then compute the Γ-limit of (Eε) with respect to the weak topology in L1(Ω).
As a result one obtains that the following Theorem holds true:

Theorem 3.1 The family (Eε) Γ-converges with respect to the L1(Ω)-weak topol-
ogy to the functional E : L1(Ω)→ R ∩ {+∞} defined as

E(u) =

{
2|Ω|(k − 1) ∧ 0 if u ∈ L1(Ω; [−1, 1])

+∞ otherwise.

Let us comment the previous result in the interesting case when k < 1. In this
regime the lattice energy has the two pure states u = ±1 as minimizers, and all
the variations of the order parameter from these states count at order ε2 in the
discrete energy. This implies that, in the continuum limit, it is possible to obtain,
with finite energy, any value of the order parameter u in [−1,+1] by arbitrarily
mixing the two ground states on a mesoscopic scale ε << δ << 1. In particular this
makes the energy of a phase separation to be negligible. More precisely the energy
for a phase transition from a bulk −1 phase to a bulk +1 phase separated by an
interface of finite length has an energy of order ε and suggests the correct scaling
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to track the energetic behavior of a phase separation phenomenon. Observing that
the absolute minimum value at scale ε is precisely given by

mε =
∑
n.n.

ε2(k − 1),

in order to have more detailed description of the ground states we select those
configurations described by functions uε that realize the minimum value with a
sharper precision; i.e., such that

Eε(uε) = mε +O(ε).

In other words this amounts to study the family of discrete energies E
(1)
ε : L1(Ω)→

[0,+∞] defined as

E(1)
ε (u) :=

Eε(u)−mε

ε
,

that is

E(1)
ε (u) =


∑
n.n.

ε(1− u(a)u(b)− k(1− (u(a)u(b))2) if u ∈ Aε(Ω; {0,±1}),

+∞ otherwise.
(3.5)

Within this scaling, the measure of the surfactant phase has to be negligible in
the continuum limits. More precisely, it is easily seen that, since each interaction
with a surfactant particle pays a positive energy 1− k, the following estimate

E(1)
ε (u) ≥ #{a ∈ Ωε : u(a) = 0}ε(1− k) ≥ C

ε
|{x ∈ Ω : u(x) = 0}|

implies that the measure of the surfactant phase scales as ε. As a result, the finite
energy states u will only take the values ±1. It is now possible to further specify the
values of the parameter k in such a way that the phase 0 can be actually considered
a surfactant phase, meaning that it lowers the surface tension in the continuum
limit. To obtain an estimate on the values of k we can proceed by computing the
energy for a transition from −1 to +1 in the simplest case when the the interface is
a straight line in one of the directions of the lattice (say e1). Suppose for simplicity
that Ω = Q and that the interface is the set {x ∈ Q : (x, e2) = 0}. Our estimates
is obtained by comparing the energy for such a macroscopic transition when the
microscopic structure is either given by uε or by vε, where

uε(a) =

{
+1 if (a, e2) ≥ 0

−1 otherwise.

and

vε(a) =


+1 if (a, e2) > 0

0 if (a, e2) = 0

−1 otherwise.
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It holds that

E(1)
ε (uε) = 2 + o(1)
E(1)
ε (vε) = 3(1− k) + o(1).

Imposing now that the microstructure with the surfactant lowers the interface

energy means to impose that E
(1)
ε (vε) < E

(1)
ε (uε). This turns out to imply the

condition k > 1
3 . Such an estimate is indeed proven to be sufficient to treat the

case of a more general interface, as it is shown in Theorem 3.2.
Finally we remark that the previous heuristic derivation of the range of the

parameter k leads us to call such a regime the low surfactant concentration regime.
In this regime it can be also justified the absence, in the present model, of other
terms originally present in the BEG energy, such as chemical potential of the
surfactant phase, which in a general situation cannot be ignored (see [26]).

Theorem 3.2 Let 1
3 < k < 1 and let (E

(1)
ε )ε be the family of functionals defined

as in (3.5). Then we have

(i) for any sequence (uε) ⊆ L1(Ω) such that

sup
ε
E(1)
ε (uε) ≤ C < +∞

there exist (uεk)k∈N and u ∈ BV (Ω; {±1}) such that

uεk → u for k → +∞

with respect to the L1(Ω)-topology;

(ii) the family of functionals (E
(1)
ε ) Γ-converges with respect to the L1(Ω)-topology

to the functional E(1) : L1(Ω)→ [0,+∞] defined by

E(1)(u) =


∫
S(u)

ψ(νu)dH1 if u ∈ BV (Ω; {±1})

+∞ otherwise,
(3.6)

where the function ψ : S1 → [0,+∞) is given by

ψ(ν) = (1− k)(3|ν1| ∨ |ν2|+ |ν1| ∧ |ν2|).

Proof. Not to overburden the reader we prefer to derive the proof as a conse-
quence of Theorem 3.3. The compactness result stated in (i) is a straightforward
consequence of the analogous result stated in Theorem 3.3 (i). In order to prove
the Γ-lim inf inequality, let us first note that the function ϕ(·, ·) defined in (3.9)
satisfies

min{ϕ(z, ν) : z ∈ R+} = ϕ(|ν1| ∨ |ν2|, ν) = ψ(ν).
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Hence the functionals E(1)(·, ·) defined in (3.8) satisfies

E(1)(u, µ) ≥ E(1)(u), ∀(u, µ) ∈ BV (Ω; {±1})×M+(Ω)

Let uε → u in L1(Ω). By Theorem 3.3 (i), we may assume that µ(uε)→ µ weakly
in the sense of measures. Then

lim inf
ε

E(1)
ε (uε) ≥ E(1)(u, µ) ≥ E(1)(u).

By a density argument it suffices to prove the Γ-lim sup inequality for a function u
with a polyhedral jump set. Since the construction is local it is enough to consider
u = uν , where uν is defined in (5.74). For such a function the optimizing sequence
is given by vz,ν( ·ε ), where vz,ν is defined in (5.75), with z = |ν1| ∨ |ν2|.

3.2 Low concentration of surfactants: discrete-to-continuum
limit

As we have seen in the previous section, in the topology we have chosen, the limit
order parameter u does not carry any information about the surfactant phase.
Actually the role of the surfactant becomes clear when one looks at the minimizing
microstructure leading to the computation of the limiting surface density ψ. A
natural further step in the analysis of the BEG model is the dependence of the
surface tension of the continuum limit on the concentration of the surfactant. To
make it explicit, we need to go beyond the standard formulation of the BEG model
and we let the energy functional of the system depend explicitly on the distribution
of the surfactant particles. To this end, for all u ∈ Aε(Ω; {0,±1}) we set

I0(u) = {a ∈ Ωε : u(a) = 0},

and we introduce the following surfactant measure

µ(u) =
∑

a∈I0(u)

εδa.

Then, with a slight abuse of notation, we can extend E
(1)
ε to a functional

E
(1)
ε : L1(Ω)×M+(Ω)→ [0,+∞] as

E(1)
ε (u, µ) =

{
E

(1)
ε (u) if u ∈ Aε(Ω; {0,±1}), µ = µ(u)

+∞ otherwise.
(3.7)

We endow the space L1(Ω)×M+(Ω) with the topology τ1 × τ2 where τ1 denotes
the strong topology in L1(Ω) and τ2 denotes the weak∗-topology in the space of
non-negative bounded Radon measures M+(Ω).

The following Theorem holds true.
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Theorem 3.3 Let E
(1)
ε be defined by (3.7). There holds:

(i) Let εk → 0 and let (uk, µk) ∈ L1(Ω)×M+(Ω) be such that

sup
k
E(1)
εk

(uk, µk) < +∞.

Then there exist a subsequence (not relabeled) such that (uk, µk) → (u, µ)
with respect to the τ1 × τ2 topology, for some (u, µ) ∈ L1(Ω)×M+(Ω).

(ii) the family (E
(1)
ε ) Γ-converges with respect to the τ1× τ2 topology to the func-

tional E(1) : L1(Ω)×M+(Ω)→ [0,+∞] defined by

E(1)(u, µ) =


∫
S(u)

ϕ
( dµ

dH1bS(u)
, νu

)
dH1 + (2k − 2)|µs|(Ω) if u ∈ BV (Ω; {±1})

+∞ otherwise,
(3.8)

where, for µ ∈ M+(Ω), we have set µs := µ − dµ
dH1bS(u)H

1bS(u) and the

function ϕ : R+ × S1 → [0,+∞) is given by

ϕ(z, ν) = max{ϕ1(z, ν), ϕ2(z, ν), ϕ3(z, ν)}, (3.9)

where

ϕ1(z, ν) = −4kz + 2(|ν1|+ |ν2|),
ϕ2(z, ν) = (1− 3k)z + 2(|ν1| ∨ |ν2|) + (1− k)(|ν1| ∧ |ν2|),
ϕ3(z, ν) = 2(1− k)z + (1− k)(|ν1|+ |ν2|).

We postpone the proof of the previous Theorem in Section 5, since it makes use
of the integral representation result stated in Theorem 4.4.

Remark 3.4 As it is clear from the graphic of ϕ (see Figure 2), an anisotropic
threshold phenomenon occurs at the phase interface. For a given ν ∈ S1 the surface
tension ϕ(z, ν) of the system may decrease only up to a certain value of the density
z of the surfactant, namely z = |ν1| ∨ |ν2|. Increasing further the density of the
surfactant in the system the surface tension may be constant if the surfactants are
not adsorbed onto the interface, or otherwise it may increase. In the first case the
singular part of the surfactant measure increases.

As an application of the previous result, one may study the asymptotic behavior,
as ε→ 0, of the following constrained optimization problem:

mε :=
{
E(1)
ε (u), ε#I0(u) = αε, ε

2#I1(u) = βε

}
(3.10)

where
I1(u) = {a ∈ Ωε : u(a) = 1},

13



Figure 2: The graphic of the surface tension density ϕ(z, ν) as a function of the
density z of surfactant at the phase interface.

|ν1| ∧ |ν2| |ν1| ∨ |ν2|

ϕ(z, ν)

z

limε αε = α > 0 and limε βε = β > 0. Since we are not interested in boundary
layer effects, we consider the case when Ω is a torus, that we may identify with
the semi-open cube Q := [0, 1)2, ε = 1

k , k ∈ N, and the admissible functions u
in (3.10) are Q-periodic. The solution to this problem is a particular case of the
result stated in Corollary 4.12 (see Remark 4.13).

4 More general models

In this section we consider a class of energies that generalizes those involved in the
BEG model and in which long range interactions and different types of surfactant
are taken into account.

Let Ω ⊂ Rn be a bounded open set with Lipschitz boundary. We consider
the family of functionals Fε : Aε(Ω;K)→ [0,+∞) defined by

Fε(u) =
∑

a,b∈Ωε, |a−b|≤Rε

εn−1f

(
b− a
ε

, u(a), u(b)

)
(4.11)

where R > 0, K = {m1, m2, s1, s2, . . . , sM} ⊂ R, M ∈ N, and f : Zn × K2 →
[0,+∞) satisfies the following hypotheses:

f−1(0) = Zn × {(m1,m1), (m2,m2)}, (4.12)

f(Riξ, u, v) = f(ξ, u, v) ∀i ∈ {1, 2, . . . , n}, (4.13)
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where Ri(ξ1, ξ2, . . . , ξi, . . . , ξn) = (ξ1, ξ2, . . . ,−ξi, . . . , ξn) is the reflection with re-
spect to the i-th coordinate axis. We also define a localized energy for every A ⊂ Ω
as

Fε(u,A) =
∑

a,b∈A∩εZn
, |a−b|≤Rε

εn−1f

(
b− a
ε

, u(a), u(b)

)
(4.14)

Remark 4.1 We remark that (4.12) implies that the pure phases u ≡ mi, i =
1, 2, are the ground states of the energy Fε. Hypothesis (4.13) is a sort of dis-
crete isotropy condition of the energy density and it is in particular satisfied if
f(ξ, u, v) = f(|ξ|, u, v).

Remark 4.2 We observe that the functional E
(1)
ε defined in (3.5) is of the type

(4.11) with

f(ξ, u, v) :=

{
−uv − k(1− uv)2 if ξ = ±ei, i ∈ {1, 2}
0 otherwise,

(4.15)

which satisfies assumptions (4.12) and (4.13) with K = {±1, 0}, being m1 = −1
and m2 = 1.

We now introduce the sets of points in Ωε occupied by the different types of
surfactant and suitable measures associated to them. For l ∈ {1, 2, . . . ,M} we set,
for all A ⊂ Ω,

Il(u,A) = {a ∈ A ∩ Ωε : u(a) = sl},

I(u,A) =

M⋃
l=1

Il(u,A)

and, for the sake of simplicity, we set Il(u,Ω) = Il(u) and I(u,Ω) = I(u). Moreover
we define

µl(u) :=
∑

a∈Il(u)

εn−1δa

µ(u) := {µ1(u), µ2(u), . . . , µM (u)}. (4.16)

With the identification given in Remark 2.1, and a slight abuse of notation, we
can extend Fε to a functional Fε : L1(Ω)× (M+(Ω))M → [0,+∞] as

Fε(u, µ) :=

{
Fε(u) if u ∈ Aε(Ω;K), µ = µ(u)

+∞ otherwise.

We endow the space L1(Ω)×(M+(Ω))M with the topology τ1×τ2 where τ1 denotes
the strong topology in L1(Ω) and τ2 denotes the weak∗-topology in (M+(Ω))M .
The choice of this topology is suggested by the following compactness result.
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Proposition 4.3 Let εk → 0 and let (uk, µk) be such that

sup
k
Fεk(uk, µk) < +∞.

Then there exist a subsequence (not relabeled) such that (uk, µk) → (u, µ) w.r.t.
the τ1 × τ2-topology, for some (u, µ) ∈ BV (Ω; {m1,m2})× (M+(Ω))M .

Proof. First note that

Hn−1(S(uk)) + µk(Ω) ≤ CFεk(uk, µk). (4.17)

By Theorem 2.2 and observing that

|{x ∈ Ω : uk(x) 6∈ {m1,m2}}| ≤ Cεkµk(Ω)→ 0,

one easily get the conclusion.

4.1 The main result

In this section we state and prove an integral representation result for the Γ-limit
of the family Fε. To this end we introduce, for any ε > 0 and ν ∈ Sn−1, the class
of discrete functions

Bε(TQν ;K) := {u ∈ Aε(TQν ;K) : u(a) = m1 ∀a ∈ ∂+
ε (TQν), u(a) = m2 ∀a ∈ ∂−ε (TQν)}.

Theorem 4.4 The family (Fε) Γ-converges with respect to the τ1× τ2-topology to
the functional F : L1(Ω)× (M+(Ω))M → [0,+∞] defined by

F (u, µ) =


∫

S(u)

fhom

(
dµ

dHn−1bS(u) , ν(u)
)
dHn−1 +

∫
Ω
ghom(µs) if u ∈ BV (Ω; {m1,m2})

+∞ otherwise,
(4.18)

where, for µ ∈ (M+(Ω))M , we have set µs := µ − dµ
dHn−1bS(u)H

n−1bS(u). Here,

fhom : (R+)M × Sn−1 → [0, ,+∞) is defined as

fhom(z, ν) := lim
δ→0+

lim
T→+∞

1

Tn−1
inf

{
F1(u, TQν) : u ∈ B1(TQν ;K), (4.19)

max
l∈{1,...,M}

∣∣∣∣#Il(u, TQν)

Tn−1
− zl

∣∣∣∣ < δ

}
,

while ghom : (R+)M → [0,+∞) is 1-homogeneous and, for any ζ ∈ (R+)M such
that ‖ζ‖1 = 1, is defined as

ghom(ζ) := lim
δ→0+

lim inf
T→+∞

inf

{
F1(u, TQ)

#I(u, TQ)
: u ∈ A1(TQ;K), (4.20)

F1(u, TQ \ (T −R)Q)

#I(u, TQ)
< δ, max

l∈{1,...,M}

∣∣∣∣#Il(u, TQ)

#I(u, TQ)
− ζl

∣∣∣∣ < δ

}
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Remark 4.5 We observe that, while the formula for fhom can be proved by using
standard arguments in homogenization theory, the same does not hold for ghom.
In particular, as it will be clear in the proof of Theorem 4.4, optimizing sequences
for fhom(z, ν) can be constructed, as it is usual in this framework, by ”periodically
gluing” a solution of the minimum problem on TQν given in (4.19). In such a
construction, the energy due to the interactions which cross the boundary of the
periodicity cell is asymptotically negligible thanks to the Dirichlet type condition
we are allowed to impose by using a De Giorgi’s cut-off construction (see Lemma
4.9). The same arguments do not apply to ghom. In fact, for this term, we cannot
be sure that, imposing the same type of boundary conditions, we do not modify
too much the energy of minimal configurations in (4.20) since the distribution
of the phases m1 and m2 for such configurations is not known. This fact rules
out the standard ”periodic gluing” construction. Instead, we first make use of
an abstract argument from measure theory which allows us to prove that the
minimal configurations do not concentrate energy at the boundary of the periodic
cell and then, by exploiting hypothesis (4.13), we construct optimizing sequences
for ghom(ζ) by a reflection argument (see the proof of Proposition 4.10).

Before proving Theorem 4.4 we show some properties enjoyed by fhom and ghom.
In the next Proposition we prove that the homogenization formula defining fhom
is well defined.

Proposition 4.6 For any z ∈ RM , ν ∈ Sn−1 and δ > 0 there exists the limit

lim
T→+∞

1

Tn−1
inf

{
F1(u, TQν) : u ∈ B1(TQν ;K), max

l∈{1,...,M}

∣∣∣∣#Il(u, TQν)

Tn−1
− zl

∣∣∣∣ < δ

}
.

Proof. For simplicity of notation we develop the proof in the case ν = en but
the argument obviously applies to the general case. We recall that we have set
Q := Qen = (− 1

2 ,
1
2 )n. Let us define

IT (z, δ) := inf

{
F1(u, TQ) : u ∈ B1(TQ;K), max

l∈{1,...,M}

∣∣∣∣#Il(u, TQ)

Tn−1
− zl

∣∣∣∣ < δ

}
,

(4.21)

and, given η > 0, let uT ∈ B1(TQ;K) be such that max
l∈{1,...,M}

∣∣∣#Il(u,TQ)
Tn−1 − zl

∣∣∣ < δ

and

F1(uT , TQ) ≤ IT (z, δ) + η.

Let uT be extended on the stripe
(
(−T2 ,

T
2 )n−1 ×R

)
∩ Zn by setting

uT (a) = m1 if an ≥
T

2
, uT (a) = m2 if an ≤

T

2
.

Let us set T̂ := 2
[
T
2

]
and, for S > T , let vS ∈ B1(SQ;K) be defined as

vS(a) = uT (a) if a ∈
{
−T̂
2 , . . . , T̂2

}n−1

× Z,
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and then extended by periodicity in the e1, . . . , en−1 directions as

vS(a+ jT̂ ei) = vS(a) for all j ∈ Z, i ∈ {1, . . . , n− 1}.

Note that, for S large enough, we have∣∣∣∣#Il(vS , SQ)

Sn−1
− zl

∣∣∣∣ < δ.

Hence, splitting the energy into two terms, the first one accounting for the inter-

actions inside each periodic cell of the type
[
− T̂2 ,

T̂
2

]n
+ jT̂ ei, and the second one

accounting for the interactions which cross the boundary of the same cells, we get

1

Sn−1
IS(z, δ) ≤ 1

Sn−1
F1(vS , SQ) ≤ 1

Sn−1

[
S

T̂

]n−1

(F1(uT , TQ) + CT̂n−2)

≤ Tn−1

Sn−1

[
S

T̂

]n−1
(

1

Tn−1
IT (z, δ) +

CT̂n−2 + η

Tn−1

)
.

By letting first S and then T go to +∞, by the arbitrariness of η we finally get

lim sup
S→+∞

1

Sn−1
IS(z, δ) ≤ lim inf

T→+∞

1

Tn−1
IT (z, δ).

In the next Proposition we prove growth and convexity properties of the functions
fhom and ghom. We remark that, in the proof the Γ-convergence result, we only use
the continuity of fhom and ghom and that their convexity would be a consequence
of the lower semicontinuity of the Γ-limit. However the proof of the continuity
would rely on the same argument we exploit here without providing any significant
simplification.

Proposition 4.7 Let fhom and ghom be defined as in (4.19) and (4.20). There
holds

(i) the 1-homogeneous extension of fhom in (R+)M ×Rn is convex. Moreover
there exists C > 0 such that

fhom(z, ν) ≤ C(|z|+ 1), for all (z, ν) ∈ (R+)M × Sn−1. (4.22)

(ii) ghom is convex.

Proof. Proof of (i)
By the 1-homogeneity of fhom the proof of its convexity reduces to prove that, given
ν, ν(1), ν(2) ∈ Sn−1 and z, z(1), z(2) ∈ (R+)M such that (z, ν) = l1(z(1), ν(1)) +
l2(z(2), ν(2)), for l1, l2 ∈ R, there holds

fhom(z, ν) ≤ l1fhom(z(1), ν(1)) + l2fhom(z(2), ν(2)). (4.23)
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Without loss of generality, for simplicity of notation we prove (4.23) under the
assumption that l1, l2 > 0, ν = en, ν(1), ν(2) ∈ {x ∈ Rn : x1 = · · · = xn−2 = 0} =:
Π, (ν(1), ν(2)) ≥ 0 and the ordered base {ν(1), ν(2)} has the same orientation as
{en, en−1}. Given η > 0, let δ > 0, T > 1

η , u1 ∈ B1(TQν(1) ;K), u2 ∈ B1(TQν(2) ;K)

such that, for i ∈ {1, 2} it holds

1

Tn−1
F1(ui, TQν(i)) ≤ fhom(z(i), ν(i)) + η

max
l∈{1,...,M}

∣∣∣∣#Il(ui, TQν(i))

Tn−1
− z(i)

l

∣∣∣∣ < δ.

Let us set, for i ∈ {1, 2}, ri := rν(i) , so that Qν(i) = [− ri2 ,
ri
2 ]2, and let us consider

ui identified with its piecewise-constant interpolation and extended to Rn−2 ×
T [− ri2 ,

ri
2 ]2 by periodicity in the {e1, . . . , en−2} directions. Moreover we set Li :=

H1({x ∈ Π : x = t(ν(i))⊥, t ∈ R}∩Qν(i)) and (ν(i))⊥ = (0, . . . , 0, ν
(i)
n ,−ν(i)

n−1). We

can then further extend ui by periodicity in the direction (ν(i))⊥ without renaming
it, that is

ui(x+ Li(ν
(i))⊥) = ui(x), x ∈ Rn−2 ×

⋃
j∈Z

(
T [−ri

2
,
ri
2

]2 + jLi(ν
(i))⊥

)
.

We now use a zig-zag construction to define a good test function uS ∈ B1(SQ;K),
for S >> T , in the minimum problem occurring in the definition of fhom(z, ν) (see
Figure 3). Let us set V := {x ∈ Rn : 0 ≤ xn−1 ≤ 1}, Π±ν := {x ∈ Rn : ±(x, ν) ≥
0}, ν ∈ Sn−1, and let w : V → {m1,m2} be defined as

w(x) =

{
m1 if x ∈ Π+

ν(1) ∪ (Π+
ν(2) + l1(ν(1))⊥)

m2 otherwise.

Let c1, c2 > 0 be such that c1
TL1

l1
= c2

TL2

l2
=: r. Let u : Rn → R be the ren−1-

periodic function defined in rV as

u(x) =


u1(x) if 0 ≤ xn−1 ≤ [c1]TL1(ν(1), en)

u2(x− ren−1) if r − [c2]TL2(ν(2), en) ≤ xn−1 ≤ r
w(xr ) otherwise in rV.

and periodically extended in the direction en−1. Let S >> T , we define uS ∈
B1(SQν ;K) such that

uS(a) =

{
u(a) if a ∈ (S −R)Qν ∩ Zn

uν(a) otherwise in SQν ∩ Zn.
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Figure 3: The zig-zag construction leading to uS in the proof of Proposition 4.7.
On the right a zoom of one of the triangles on the left.
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We can now estimate the energy of uS :

1

Sn−1
F1(uS , SQν) ≤ 1

Sn−1

2∑
i=1

[
S

r

]
[ci]

[
S

Tri

]n−2 (
F1(ui, TQν(i)) + CTn−2

)
+

1

Sn−1
CSn−2, (4.24)

where the term of the type CTn−2 is the energetic contribution due to the interac-
tions near each set of the type ∂(TQν(i))∩Πν(i) , while the term of the type CSn−2

is due to the interactions near ∂(SQν) ∩ Πν . By construction we have that, for
l ∈ {1, . . . ,M},

#Il(uS , SQν)

Sn−1
=

1

Sn−1

2∑
i=1

[
S

r

]
[ci]

[
S

Tri

]n−2

#Il(ui, TQν(i)) + o(1). (4.25)

Taking into account the definition of ci and the fact that by construction rn−2
i Li =

1 we have that, for T and S large enough,

1

Sn−1

[
S

r

]
[ci]

[
S

Tri

]n−2

≤ l1 + Cη

Tn−1
(4.26)

Then, by (4.25), for T and S large enough uS is a good test function in the
minimum problem defining fhom(z, ν) and, by (4.24) we get

fhom(z, ν) ≤ l1fhom(z(1), ν(1)) + l2fhom(z(2), ν(2)) + Cη
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which eventually gives (4.23) by the arbitrariness of η.

To obtain the estimate (4.22) we observe that we can rewrite the energy
F1(u, TQν) as

F1(u, TQν) =
∑

(a,b)∈D(u)

f(b− a, u(a), u(b)) + F sur1 (u, TQν) (4.27)

where

D(u) := {(a, b) ∈ (Zn ∩ TQν)2 : 0 < |b− a| ≤ R, u(a) 6= u(b), {u(a), u(b)} = {m1m2}}.

Here F sur1 is the energy accounting only for the contribution due to the interac-
tions of surfactant type particles. Note that, since f is bounded, the first term
in the right hand side of (4.27) is proportional to #D(u) and, since each particle
has only an equi-bounded number of interactions, F sur1 (u, TQν) is proportional
to #I(u, TQν). Then the estimate (4.22) is achieved by choosing, in the problem
defining fhom(z, ν) any test function u such that #D(u) ' CTn−1.

Proof of (ii). In order to prove (ii), by the 1-homogeneity of ghom, it is
enough to show that, given ζ(1), ζ(2) ∈ (R+)M with ‖ζ(1)‖1 = ‖ζ(2)‖1 = 1 and
t ∈ (0, 1) it holds that

ghom(tζ(1) + (1− t)ζ(2)) ≤ tghom(ζ(1)) + (1− t)ghom(ζ(2)). (4.28)

For any δ > 0 and ζ ∈ (R+)M with ‖ζ‖1 = 1, we set

g(δ, ζ) := lim inf
T→+∞

inf

{
F1(u, TQ)

#I(u, TQ)
: u ∈ A1(TQ;K), (4.29)

F1(u, TQ \ (T −R)Q)

#I(u, TQ)
< δ, max

l∈{1,...,M}

∣∣∣∣#Il(u, TQ)

#I(u, TQ)
− ζl

∣∣∣∣ < δ

}
Given δ > 0, for i ∈ {1, 2} let ui ∈ A(TQ;K) such that

F1(ui, TQ)

#I(ui, TQ)
< g(δ, ζ(i)) + δ,

F1(ui, TQ \ (T −R)Q)

#I(ui, TQ)
< δ

max
l∈{1,...,M}

∣∣∣∣#Il(ui, TQ)

#I(ui, TQ)
− ζ(i)

l

∣∣∣∣ < δ. (4.30)

Set ζ̃ = tζ(1)+(1−t)ζ(2), we now construct a suitable test function in the minimum
problem defining g(δ, ζ̃). Let S = kT with 1 << k ∈ N. Let h ∈ N, h < k be such
that, for k large enough, set

λ(h) :=
h#I(u1, TQ)

h#I(u1, TQ) + (k − h)#I(u2, TQ)
,
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there holds

|t− λ(h)| < δ. (4.31)

Without loss of generality we choose T to be an even number. We extend ui by
reflection with respect to the coordinate axes. More precisely we set ui,0 = ui and,
for all j ∈ {1, . . . , n}, we define ui,j recursively as follows: ui,j is the extension of

ui,j−1 on Rj ×
[
−T2 ,

T
2

]n−j
satisfying the following property

ui,j(a) = ui,j(a+ (T − 2aj)ej), ∀a ∈ Rj−1 ×
[
−T

2
,
T

2

]n−(j−1)

+mTej , m ∈ Z.

We have then obtained that the function ui,n extends ui on all Zn. Let us observe
that, by the symmetry hypotheses in (4.12), we have that

F1(ui,n, TQ+m) = F1(ui, TQ) ∀m ∈ Zn. (4.32)

Let u : Zn ∩ SQ→ K be defined as

u(a) =

{
u1,n(a) if − S

2 ≤ an ≤ −
S
2 + h

u2,n(a) otherwise.

By (4.30) and (4.31) we have that∣∣∣∣#Il(u, SQ)

#I(u, SQ)
− ζ̃l

∣∣∣∣ =

∣∣∣∣kn−1h#Il(u1, TQ) + kn−1(k − h)#Il(u2, TQ)

kn−1h#I(u1, TQ) + kn−1(k − h)#I(u2, TQ)
− ζ̃l

∣∣∣∣
≤ λ(h)

∣∣∣∣#Il(u1, TQ)

#I(u1, TQ)
− ζ(1)

l

∣∣∣∣+ (1− λ(h))

∣∣∣∣#Il(u2, TQ)

#I(u2, TQ)
− ζ(2)

l

∣∣∣∣
+(‖ζ(1)‖1 ∨ ‖ζ(2)‖1)δ

≤ (1 + ‖ζ(1)‖1 ∨ ‖ζ(2)‖1)δ.

We now estimate the energy F1(u,SQ)
#I(u,SQ) :

F1(u, SQ)

#I(u, SQ)
≤ kn−1hF1(u1, TQ) + kn−1(k − h)F1(u2, TQ)

#I(u, SQ)
+R1 +R2. (4.33)

Here the first term in the right hand side is obtained by taking into account
(4.32). Moreover R1 is the energy due to the interactions which cross the set
SQ∩ {xn = −S2 + h}, where in the construction of u we pass from u1 to u2, while
R2 accounts for all the other interactions which cross the boundary of the cubes
of type TQ+m with m ∈ Z. An easy computation shows that

R1 ≤ C
kn−1T

#I(u, SQ)
≤ CT

k
.
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In addition, thanks to (4.30) we get

R2 ≤ kn−1hF1(u1, TQ \ (T −R)Q) + kn−1(k − h)F1(u2, TQ \ (T −R)Q)

#I(u, SQ)

=
kn−1hF1(u1, TQ \ (T −R)Q) + kn−1(k − h)F1(u2, TQ \ (T −R)Q)

kn−1h#I(u1, TQ) + kn−1(k − h)#I(u2, TQ)

≤ λ(h)
F1(u1, TQ \ (T −R)Q)

#I(u1, TQ)
+ (1− λ(h))

F1(u2, TQ \ (T −R)Q)

#I(u2, TQ)
≤ δ.

Hence, using the same argument to estimate the first term in the right hand side
of (4.33), by (4.30), (4.31) and the estimates of R1 and R2, we have

F1(u, SQ)

#I(u, SQ)
= λ(h)

F1(u1, TQ)

#I(u1, TQ)
+ (1− λ(h))

F1(u2, TQ)

#I(u2, TQ)
+R1 +R2

≤ tg(δ, ζ(1)) + (1− t)g(δ, ζ(2)) + C(δ +
T

k
).

Letting k go to +∞ we get

g(Cδ, ζ) ≤ tg(δ, ζ(1)) + (1− t)g(δ, ζ(2)) + Cδ

which eventually gives the conclusion letting δ go to 0.

The proof of Theorem 4.4 will follow by Propositions 4.8 and 4.10 in which we
prove the Γ-lim inf and the Γ-lim sup inequality, respectively.

Proposition 4.8 (Γ-lim inf inequality) We have

Γ− lim inf
ε→0

Fε(u, µ) ≥ F (u, µ) (4.34)

Proof. Let εk → 0. Up to subsequences, it suffices to consider (uk, µk)→ (u, µ)
w.r.t. the τ1 × τ2-topology such that

lim inf
k

Fεk(uk, µk) = lim
k
Fεk(uk, µk) < +∞. (4.35)

By Proposition 4.3 we have that u ∈ BV (Ω; {m1,m2}). We now consider the
family of measures (λk)k ⊂M+(Ω) defined as

λk :=
∑
a∈Ωεk

∑
b∈Ωεk : |a−b|≤Rεk

εn−1
k f

(
b− a
εk

, u(a), u(b)

)
δa. (4.36)

Note that λk(Ω) = Fεk(uk, µk). Then, by (4.35), we may suppose that, up to
extracting a subsequence (not relabeled), there exist λ ∈ M+(Ω) such that λk ⇀
λ. We now use a blow-up argument. By the Radon-Nikodym Theorem we may
decompose µ into two mutually singular measures in (M+(Ω))M

µ = zHn−1bS(u) + µs = zHn−1bS(u) + ζ‖µs‖1
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and λ into three mutually singular non-negative measures

λ = ξHn−1bS(u) + η‖µs‖1 + λs,

where ‖µs‖1 :=
M∑
l=1

µsl . Hence we complete the proof if we show that

ξ(x0) ≥ fhom(z(x0), νu(x0)), for Hn−1- a.e. x0 ∈ S(u), (4.37)

and that

η(x0) ≥ ghom(ζ(x0)), for |µs|- a.e. x0 ∈ Ω. (4.38)

The proof of (4.37) and (4.38) will be performed in two steps.
Step 1. Proof of (4.37).
By the properties of BV functions (see [9]) we have that, for Hn−1-a.e. x0 ∈ S(u)
it holds

(i) lim
ρ→0+

1

ρn

∫
x0+ρQ±

νu(x0)

|u(x)− u±(x0)| dx = 0,

(ii) lim
ρ→0+

1

ρn−1
Hn−1(S(u) ∩ {x0 + ρQνu(x0)}) = 1

(iii) ξ(x0) = lim
ρ→0+

1

ρn−1
λ({x0 + ρQνu(x0)})

(iv) z(x0) = lim
ρ→0+

1

ρn−1
µ({x0 + ρQνu(x0)})

Fix such a x0 ∈ S(u) and let (ρm) be a sequence of positive numbers converging
to zero such that

λ(∂{x0 + ρmQνu(x0)}) = 0, |µ|(∂{x0 + ρmQνu(x0)}) = 0

By (ii) and (iii) we get

ξ(x0) = lim
m

1

ρn−1
m

λ({x0 + ρmQνu(x0)})

≥ lim
m

lim
k

1

ρn−1
m

Fεk(uk, {x0 + ρmQνu(x0)}),

and by (iv) we have

lim
m

lim
k

1

ρn−1
m

µ(uk)({x0 + ρmQνu(x0)}) = z(x0) (4.39)

Observe that, for every m and k we can find ρm,k with limk ρm,k = ρm and
xk0 ∈ εkZ

n with limk x
k
0 = x0, such that

εkZ
n ∩ ({xk0 + ρm,kQνu(x0)}) = εkZ

n ∩ {x0 + ρmQνu(x0)}
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which in turn implies

Fεk(uk, {x0 + ρmQνu(x0)}) = Fεk(uk, {xk0 + ρm,kQνu(x0)}).

Then

ξ(x0) ≥ lim
m

lim
k

1

ρn−1
m,k

Fεk(uk, {xk0 + ρm,kQνu(x0)}) (4.40)

Let us set

um,k(a) = uk(xk0 + ρm,ka), a ∈ εk
ρm,k

Zn ∩Qνu(x0)

and

u0(x) =

{
u+(x0) if (x, νu(x0)) > 0

u−(x0) if (x, νu(x0)) ≤ 0.

Since uk → u in L1(Ω), by (i) we get

lim
m

lim
k

∫
Qνu(x0)

|um,k(x)− u0(x)| dx = 0 (4.41)

Moreover, observe that, by (4.39), we get

lim
m

lim
k
µ(um,k)(Qνu(x0)) = z(x0) (4.42)

and that inequality (4.40) can be written as

ξ(x0) ≥ lim
m

lim
k
F εk
ρm,k

(um,k, Qνu(x0)) (4.43)

Let us show now that the mass of µ(um,k) does not concentrate near ∂Qνu(x0) for
m and k large enough.

Given δ > 0, by (iv) there exists ρ(δ) such that ∀ρ < ρ(δ) and ∀l ∈ {1, . . . ,M}
it holds

ρn−1(zl(x0)− δ

4
) < µl(x0 + ρQνu(x0)) < ρn−1(zl(x0) +

δ

4
).

Let m(δ) be such that ρm < ρ(δ) ∀m > m(δ). Then, for every t ∈ (0, 1] there
holds:

(tρm)n−1(zl(x0)− δ

4
) < µl(x0 + tρmQνu(x0)) < (tρm)n−1(zl(x0) +

δ

4
). (4.44)

Thus, for all t such that |µ|(x0 + ∂(tρmQνu(x0))) = 0, by (4.44) we get

µl(x0 + (ρmQνu(x0) \ tρmQνu(x0))) = µl(x0 + ρmQνu(x0))− µl(x0 + tρmQνu(x0))
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< ρn−1
m

(
zl(x0)(1− tn−1) +

δ

2

)
(4.45)

Let t(δ) < 1 be such that for every l ∈ {1, . . . ,M} there holds zl(0)(1−(t(δ))n−1) <
δ
2 . Then, by (4.45), for every t ∈ (t(δ), 1)) we get

µl(x0 + (ρmQνu(x0) \ tρmQνu(x0))) < δρn−1
m (4.46)

Set t(δ) := 1+t(δ)
2 and let tm ∈

(
t(δ), t(δ)

)
be such that |µ|(x0+∂(tmρmQνu(x0))) =

0. Thus

lim
k
µ(uk)(x0 + (ρmQνu(x0) \ tmρmQνu(x0))) = µ(x0 + (ρmQνu(x0) \ tmρmQνu(x0)))

and, by (4.46), we may conclude that for any m > m(δ) there exists k(m) such
that for every l ∈ {1, . . . ,M} and k > k(m) there holds

µl(uk)(x0 + (ρmQνu(x0) \ t(δ)ρmQνu(x0))) < δρn−1
m (4.47)

Hence, by (4.47) we infer that for m and k large enough

µl(um,k)(Qνu(x0) \ t(δ)Qνu(x0)) < δ. (4.48)

Taking into account (4.41), (4.42), (4.43) and (4.48), by a standard diagonalization
procedure we can then find a sequence of positive numbers sj → 0 and a sequence
wj ∈ Asj (Qνu(x0);K) such that wj → u0 in L1(Qνu(x0)) and there holds

lim
j
µ(wj)(Qνu(x0)) = z(x0), (4.49)

µl(wj)(Qνu(x0) \ t(δ)Qνu(x0)) < δ ∀ l ∈ {1, . . . ,M}, (4.50)

ξ(x0) ≥ lim
j
Fsj (wj , Qνu(x0)).

Then, by virtue of Lemma 4.9, we can find a sequence (vj) ⊂ Bsj (Qνu(x0);K)
such that (4.62) holds and

ξ(x0) ≥ lim
j
Fsj (vj , Qνu(x0)). (4.51)

Moreover, by (4.49), (4.50) and (4.62) we have that for j large enough

|µl(vj)(Qνu(x0))− zl(x0)| < δ ∀ l ∈ {1, . . . ,M}. (4.52)

Set Tj :=
[

1
sj

]
and let v̂j ∈ B1(TjQνu(x0);K) defined by

v̂j(a) := v(sja) a ∈ Zn ∩ TjQνu(x0).
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Then (4.52) implies that for j large enough∣∣∣∣∣#Il(v̂j)Tn−1
j

− zl

∣∣∣∣∣ < δ ∀ ∈ {1, . . . ,M}

and (4.51) reads

ξ(x0) ≥ lim
j

1

Tj
n−1F1(v̂j , TjQνu(x0)).

Hence (4.37) immediately follows by the definition of fhom and by Proposition 4.6.
Step 2. Proof of (4.38).
For |µs|-a.e x0 ∈ Ω we have

(v) η(x0) = lim
ρ→0

λ(x0 + ρQ)

‖µ‖1(x0 + ρQ)
;

(vi) ζ(x0) = lim
ρ→0

µ(x0 + ρQ)

‖µ‖1(x0 + ρQ)

Fix such a x0 ∈ Ω and let (ρm) be a sequence of positive numbers converging to
zero such that

λ(∂{x0 + ρmQνu(x0)}) = 0, |µ|(∂{x0 + ρmQνu(x0)}) = 0

By (v) and (vi) we get

η(x0) = lim
m

lim
k

λk(x0 + ρmQ)

‖µ(uk)‖1(x0 + ρmQ)
, (4.53)

ζ(x0) = lim
m

lim
k

µ(uk)(x0 + ρmQ)

‖µ(uk)‖1(x0 + ρmQ)
. (4.54)

We now show that for a suitable sequence km ∈ N the mass of λkm does not
concentrate near ∂(x0 + ρmQ).

By the inner regularity of λ, given δ > 0, for any ρ > 0 with λ(∂(x0+ρQ)) = 0
there exists t(ρ) such that for all t ∈ [t(ρ), 1] there holds

0 < λ(x0 + ρQ)− λ(x0 + tρQ) < δ‖µ‖1(x0 + ρQ).

Let tm ∈ [t(ρm), 1] be such that λ(∂(x0 + tmρmQ)) = 0. Then

λ(x0 + (ρmQ \ tmρmQ)) = λ(x0 + ρmQ)− λ(x0 + tmρmQ) < δ‖µ‖1(x0 + ρmQ)

In particular, since limk λk(x0 + (ρmQ \ tmρmQ)) = λ(x0 + (ρmQ \ tmρmQ)) and
limk ‖µ(uk)‖1(x0 + ρmQ) = ‖µ‖1(x0 + ρmQ), we have that for k large enough

λk(x0 + (ρmQ \ tmρmQ)) < δ‖µ(uk)‖1(x0 + ρmQ).
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Hence, by the previous inequality and by (4.53) and (4.54), we can find a sequence
km such that εkm � ρm and

η(x0) = lim
m

λkm(x0 + ρmQ)

‖µ(ukm)‖1(x0 + ρmQ)
≥ lim

m

Fεkm (ukm , x0 + ρmQ)

‖µ(ukm)‖1(x0 + ρmQ)
, (4.55)

ζ(x0) = lim
m

µ(ukm)(x0 + ρmQ)

‖µ(ukm)‖1(x0 + ρmQ)
, (4.56)

λkm(x0 + (ρmQ \ tmρmQ)) < δ‖µ(ukm)‖1(x0 + ρmQ),

Rεkm < ρm(1− tm).

Note that the two last inequalities imply that

Fεkm (ukm , x0 + (ρmQ \ (ρm −Rεkm)Q)) < δ‖µ(ukm)‖1(x0 + ρmQ) (4.57)

Observe that, for every m we can find ρ̃m with limm
ρ̃m
ρm

= 1 and xm0 ∈ εkmZn

with limm x
m
0 = x0, such that

εkmZn ∩ (xm0 + ρ̃mQ) = εkmZn ∩ (x0 + ρmQ)

which in turn implies

Fεkm (ukm , x0 + ρmQ) = Fεkm (ukm , x
m
0 + ρ̃mQ).

µ(ukm)(x0 + ρmQ) = µ(ukm)(xm0 + ρ̃mQ).

Set Tm := ρ̃m
εkm

and let ûm ∈ A1(TmQ;K) be defined by

ûm(a) = ukm(xm0 + εkma) a ∈ Zn ∩ TmQ

Note that, by definition, ‖µ(ûm)‖1(A) = #I(ûm, A) for any A ⊂ Rn. Then (4.55)
and (4.56) read

η(x0) ≥ lim
m

F1(ûm, TmQ)

#I(ûm, TmQ)
. (4.58)

ζ(x0) = lim
m

µ(ũm)(Q)

#I(ûm, TmQ)
. (4.59)

Moreover, by (4.57), we get

F1(ûm, TmQ \ (Tm −R)Q) < δ#I(ûm, TmQ). (4.60)

Hence, (4.38) immediately follows by the definition of ghom, taking into ac-
count (4.58), (4.59) and (4.60).
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Set, for ν ∈ Sn−1,

uν =

{
m1 if (x, ν) > 0

m2 if (x, ν) ≤ 0.
(4.61)

Moreover we recall that we have set Qν = (−rν , rν)n.

Lemma 4.9 Let sj → 0+, ν ∈ Sn−1 and let wj ∈ Asj (Qν ;K) be such that
wj → uν in L1(Qν). Then there exist vj ∈ Bsj (Qν ;K) such that

vj ≡ uν on Qν \Qj , (4.62)

where Qj := (−rj , rj)n ⊂ Qν , for some rj > 0 such that limj rj = rν , and

lim inf
j

Fsj (wj , Qν) ≥ lim inf
j

Fsj (vj , Qν). (4.63)

Proof. Set

δj :=

∫
Qν

|wj − uν | dx

Let kj ∈ N be such that

δj
sj
<< kj <<

1

sj
(4.64)

and set, for i ∈ {0, . . . , kj},

rij :=

[
rν
sj

]
+ (i− kj)M

Qij := (−rijsj , rijsj).

Then we get

δj ≥
∫
Qν\Q0

j

|wj − uν | dx ≥
kj−1∑
i=0

∫
Qi+1
j \Qij

|wj − uν | dx.

Hence, there exists ij ∈ {0, . . . , kj − 1} such that, set Sj := Q
ij+1
j \Qijj , we have

δj ≥ kj
∫
Sj

|wj − uν | dx ≥ Ckjsnj #{a ∈ sjZn ∩ Sj : wj(a) 6= uν(a)},

which in turn, by (4.64), implies that

sn−1
j #{a ∈ λjZn ∩ Sj : wj(a) 6= uν(a)} → 0. (4.65)
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Let, then, vj ∈ Bsj (Qν ;K) defined by

vj(a) :=

{
wj(a) if a ∈ sjZn ∩Q

ij
j

uν(a) otherwise.

Thus, by (4.65), we get

Fsj (vj , Qν) ≤ Fsj (wj , Q
ij
j ) + Fsj (uν , Qν \Q

ij
j )

+Csn−1
j #{a ∈ sjZn ∩ Sj : wj(a) 6= uν(a)} ≤ Fj(wj , Q) + o(1),

from which we get the conclusion

Proposition 4.10 (Γ-lim sup inequality) We have

Γ- lim sup
ε→0

Fε(u, µ) ≤ F (u, µ). (4.66)

Proof. We will use the notation F ′′ := Γ-lim sup
ε→0

Fε.We split the proof in several

steps.
Step 1. Claim: (4.66) holds for every (u, µ) ∈ BV (Ω; {m1,m2})×(M+(Ω))M such

that S(u) is a polyhedral set and µ is of the form µ = ϕHn−1bS(u) +
∑N
j=1 wjδxj ,

where ϕ : Ω → RM is a piecewise-constant function, N ∈ N and, for all j ∈
{1, 2, . . . , N}, wj ∈ (R+)M and xj ∈ Ω.

Since the construction we provide is local, without loss of generality, we prove
the claim in the particular case u = uν , and µ = zHn−1

bS(u) + wδ0 with ν ∈ Sn−1,

z, w ∈ (R+)M . Here, without loss of generality, we also suppose 0 ∈ Ω. Note that

F (u, µ) = fhom(z, ν)Hn−1(S(u)) + ghom(ζ)‖w‖1,

where ζ = w
‖w‖1 . By the lower semicontinuity of F ′′, in order to show (4.66), it

suffices to prove that there exists (µj)j ⊂ (M+(Ω))M weakly converging to µ
as j → +∞ such that, for every j ∈ N, there exists uε ∈ Aε(Ω;K) such that
(uε, µ(uε))→ (u, µj) with respect to the τ1 × τ2-convergence and

lim sup
ε

Fε(uε) ≤ F (u, µ) +
C

j
. (4.67)

For simplicity of notation we provide the construction of such uε in the case ν = en,
the same argument applying to the general case. Such a uε will be obtained by
scaling the periodic extension of an optimal function for the problem defining fhom
in a neighborhood of S(u) and a proper extension of an optimal function for the
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problem defining ghom in a suitable neighborhood of 0.
Let 0 < δj <

1
j , Tj > 0, uj ∈ B1(TjQ;K) and vj ∈ A1(TjQ;K) be such that

max
l∈{1,...,M}

∣∣∣∣∣#Il(uj , TjQ)

Tn−1
j

− zl

∣∣∣∣∣ ≤ δj , max
l∈{1,...,M}

∣∣∣∣#Il(vj , TjQ)

#I(vj , TjQ)
− ζl

∣∣∣∣ ≤ δj
1

Tn−1
j

F1(uj , TjQ) ≤ fhom(z, en) +
1

j
,

F1(vj , TjQ)

#I(vj , TjQ)
≤ ghom(ζ) +

1

j
,

F1(vj , TjQ \ (Tj −R)Q)

#I(vj , TjQ)
≤ δj .

Without loss of generality we choose Tj to be an even number. With a little abuse
of notation we consider uj to be extended by periodicity to Zn. Moreover we
extend vj by reflection with respect to the coordinate axes. More precisely we set
vj,0 = vj and, for all k ∈ {1, . . . , n}, we define vj,k recursively as follows: vj,k is

the extension of vj,k−1 on Rk ×
[
−Tj2 ,

Tj
2

]n−k
satisfying the following property

vj,k(a) = vj,k(a+ (Tj − 2ak)ek), ∀a ∈ Rk−1 ×
[
−Tj

2
,
Tj
2

]n−(k−1)

+ hTjek, h ∈ Z.

We have then obtained that the function vj,n extends vj on all Zn. Let us observe
that, by the symmetry hypotheses in (4.12), we have that

F1(vj,n, TjQ+ h) = F1(vj , TjQ) ∀h ∈ Zn. (4.68)

Let ũε : εZn → K be defined as

ũε(a) =


m1 if an ≥ εT2
uj
(
a
ε

)
if |an| ≤ εT2

m2 if an ≤ −εT2
and set

kε =

[(
‖w‖1

εn−1#I(vj , TjQ)

) 1
n

]
. (4.69)

Note that ũε → uν in L1(Ω) and that εkε → 0. We now define uε : εZn → K as

uε(a) =

{
vj,n

(
a
ε

)
if a ∈ εkεTjQ

ũε(a) otherwise.

Then uε still converges to uν in L1(Ω). Moreover, by construction, we have that
µ(uε)→ µj ∈ (M+(Ω))M where, for l ∈ {1, 2, . . . ,M},

µjl =
#Il(uj , TjQ)

Tn−1
j

Hn−1bS(u) +
#Il(vj , TjQ)

#I(vj , TjQ)
‖w‖1δ0.
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We can now estimate the energy of uε. Taking into account the invariance of the
energy under integer translations and (4.68), we get

Fε(uε) ≤
[
Hn−1(S(u))

(Tjε)n−1

]
εn−1F1(uj , TjQ)

+ knε ε
n−1F1(vj , TjQ) + Cknε ε

n−1F1(vj , TjQ \ (Tj −R)Q) + o(1),

where the third term in the right-hand-side is obtained by estimating the energy
due to the interactions that cross the boundary of each cube of size εTj contained
in εKεTjQ. By (4.68) we eventually have

Fε(uε) ≤
[
Hn−1(S(u))

(Tjε)n−1

]
εn−1Tn−1

j

(
fhom(z, en) +

1

j

)
+ knε ε

n−1#I(vj , TjQ)

(
ghom(ζ) + Cδj +

1

j

)
+ o(1)

The conclusion follows passing to the limsup as ε tends to 0, taking into account
(4.69).
Step 2. Claim: (4.66) holds for every (u, µ) as in Step 1 but with ϕ ∈ C(Ω; RM ).

Let ϕk be a sequence of piecewise constant functions such that ϕk → ϕ with respect
to the L1(S(u);Hn−1) and let µk = ϕkHn−1bS(u) +

∑N
j=1 wjδxj . Then µk ⇀ µ,

and by the convexity and growth properties of fhom(·, ν) stated in Proposition 4.7,
F (u, µk) → F (u, µ). Eventually, by the lower semicontinuity of F ′′(u, µ) and by
Step 1, we have

F ′′(u, µ) ≤ lim inf
k

F ′′(u, µk) ≤ lim inf
k

F (u, µk) = F (u, µ).

Step 3. Claim: (4.66) holds for every (u, µ) ∈ BV (Ω; {m1,m2}) × (M+(Ω))M

such that µ = ϕHn−1bS(u) +
∑N
j=1 wjδxj with ϕ ∈ C(Ω; RM ).

Let uk ∈ BV (Ω; {m1,m2}) be such that uk → u in L1(Ω; {m1,m2}), S(uk) is
a polyhedral set and Hn−1(S(uk)) → Hn−1(S(u)). Let µk = ϕHn−1bS(uk) +∑N
j=1 wjδxj . Then we have that µk ⇀ µ and |ϕ|Hn−1bS(uk)(Ω)→ |ϕ|Hn−1bS(u)(Ω).

Then, by the convexity of fhom stated in Proposition 4.7 and by Reshetnyak’s the-
orem we have that F (uk, µk)→ F (u, µ). Hence we conclude as in Step 2.

Step 4. Claim: (4.66) holds for every (u, µ) ∈ BV (Ω; {m1,m2})× (M+(Ω))M .

Let ϕk ∈ C(Ω; RM ) be such that ϕk → ϕ in L1(S(u);Hn−1)) and let µsk =∑N
j=1 wjδxj be such that µsk ⇀ µs and |µsk|(Ω) = |µs|(Ω). Let then µk = ϕkHn−1bS(u)+

µsk. We have that µk ⇀ µ and, by the convexity and growth properties of fhom(·, ν)
and the convexity of ghom stated in Proposition 4.7, applying Reshetnyak’s theo-
rem we get that F (uk, µk)→ F (u, µ). Hence we conclude as in Step 2.
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4.2 Prescribed volume-fractions

In this Section we study a generalization of the constrained minimum problems
introduce at the end of Section 3.2 in the case of the BEG model.
In what follows we set Q = [0, 1)n, εk = 1

k , k ∈ N (for simplicity of notation we
will drop the k and write ε instead of εk),

A#
ε (Q;K) := {u : εZn → K : u is Q-periodic}

and define F#
ε : A#

ε (Q;K)→ R as

F#
ε (u) =

∑
|ξ|≤R

∑
a∈Qε

εn−1f(ξ, u(a), u(a+ εξ)).

Given α = (α1, α2, . . . , αM ) ∈ RM and β ∈ R, let αε = (α1,ε, α2,ε, . . . , αM,ε)→ α
and βε → β as ε→ 0. We define the set of admissible functions Aαε,βεε (Q;K) as

Aαε,βεε (Q;K) :=
{
u ∈ A#

ε (Q;K) : εn−1#Il(u,Q) = αl,ε ∀l ∈ {1, . . . ,M},
εn#Im1(u,Q) = βε

}
,

where we have set Im1(u,Q) := {a ∈ Qε : u(a) = m1}, and consider the family of
minimum problems

mαε,βε
ε := min{F#

ε (u) : u ∈ Aα,βε (Q;K)}.

Note that if u ∈ Aαε,βεε (Q;K) then µ(uε)(Q) = αε. We are interested in studying
the limit, as ε → 0, of mα,β

ε . To this end, we introduce the family of functionals

Fαε,βεε : L1
loc(R

n;K)× (M#
+(Rn))M → [0,+∞] defined as

Fαε,βεε (u, µ) =

{
F#
ε (u) if u ∈ Aαε,βεε (Q;K), µ = µ(u),

+∞ otherwise,

where u ∈ Aαε,βεε (Q;K) is identified with its piecewise-constant interpolation on
the cells of the lattice εZn, µ(u) is the surfactant measure defined in (4.16) and

M#
+(Rn) is the space of Q-periodic non negative Radon measures. We endow

the space L1
loc(R

n;K) × (M#
+(Rn))M with the convergence τ1 × τ2 where τ1 de-

notes the strong convergence in L1
loc(R

n) and τ2 denotes the weak∗-convergence
in (M+(Rn))M . Then the following Theorem holds true.

Theorem 4.11 The family (Fαε,βεε ) Γ-converges with respect to the τ1 × τ2 con-

vergence to the functional Fα,β : L1
loc(R

n)× (M#
+(Rn))M → [0,+∞] defined by

Fα,β(u, µ) =


F (u, µ) if u ∈ BV #(Rn; {m1,m2}), |{x ∈ Q : u(x) = m1}| = β,

and µ(Q̄) = α,

+∞ otherwise,
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where

F (u, µ) =

∫
S(u)∩Q̄

fhom

(
dµ

dHn−1bS(u)
, ν(u)

)
dHn−1 +

∫
Q̄
ghom(µs),

µs = µ − dµ
dHn−1bS(u)H

n−1bS(u), and the densities fhom and ghom are defined in

(4.19) and in (4.20).

Proof. It is easy to show that if uε ∈ Aαε,βεε (Q;K) and (uε, µ(uε)) → (u, µ)
with respect to the τ1 × τ2 convergence, then (u, µ) ∈ BV #(Rn; {m1,m2}) ×
(M#

+(Rn))M , |{x ∈ Q : u(x) = m1}| = β and µ(Q̄) = α. The Γ-lim inf inequality
follows by Theorem 4.4.
The proof of the opposite inequality can be obtained by following the lines of the
proof of the Γ-lim sup inequality of Theorem 4.4, with some extra care to show
that the recovery sequence uε for (u, µ) ∈ BV #(Rn; {m1,m2}) × (M#

+(Rn))M

such that µ(Q̄) = α and |{x ∈ Q : u(x) = m1}| = β can be slightly modified so
that uε ∈ Aαε,βεε (Q;K).

As a consequence of the previous Theorem, by the standard properties of
Γ-convergence (we refer the reader to [13] and [20]), we derive the following result
about the convergence of the family of minimum problems defined above.

Corollary 4.12 There holds

lim
ε
mαε,βε
ε = min{F (u, µ), |{x ∈ Q : u(x) = m1}| = β, µ(Q̄) = α}.

Moreover if (uε) ⊂ Aαε,βεε (Q;K) is such that

lim
ε
Fαε,βεε (uε) = lim

ε
mαε,βε
ε ,

then any cluster point (u, µ) of (uε, µ(uε)) with respect to the τ1 × τ2 convergence
is a minimizer for min{F (u, µ), |{x ∈ Q : u(x) = m1}| = β, µ(Q̄) = α}.

Remark 4.13 The previous Corollary applies to the case of the BEG model,
f(ξ, u, v) being defined in (4.15) and the limit energy densities fhom and ghom
being given by

fhom(z, ν) = ϕ(z, ν), ghom(1) = 2(1− k),

with ϕ defined in (3.9).

5 The Blume-Emery-Griffiths model: proof of The-
orem 3.3

By Remark 4.2, the functionals E
(1)
ε satisfy all the hypotheses of Proposition

4.3 and Theorem 4.4. Hence the compactness result asserted in (i) follows by
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Proposition 4.3. Moreover the integral representation result stated in Theorem 4.4

holds true for the Γ-limit of E
(1)
ε . Thus, in order to conclude, it is only left to

prove that, for all (z, ν) ∈ R+ × S1,

fhom(z, ν) = ϕ(z, ν),
ghom(1) = 2(1− k). (5.70)

Without loss of generality we prove (5.70) for ν1, ν2 > 0.
Step 1 (lower bounds). In this Step we prove the following two inequalities:

fhom(z, ν) ≥ ϕ(z, ν),
ghom(1) ≥ 2(1− k). (5.71)

Let us first prove the lower bound for fhom. Without loss of generality we consider
T to be an even number. Let J1,T , J2,T be the following sets of integers:

J1,T =
{
−
[Tν2

2

]
,−
[Tν2

2

]
+ 1, . . . ,

[Tν2

2

]
− 1,

[Tν2

2

]}
J2,T =

{
−
[Tν1

2

]
,−
[Tν1

2

]
+ 1, . . . ,

[Tν1

2

]
− 1,

[Tν1

2

]}
.

Let u be an admissible test function in the problem defining fhom(z, ν) in (4.19);
that is u ∈ Bε(TQν ; {±1, 0}) and∣∣∣∣#I0(u, TQν)

T
− z
∣∣∣∣ < δ. (5.72)

We define

J0
1,T (u) = {i ∈ J1,T : ∃ j ∈ Z such that (i, j) ∈ I0(u)}

and
J0

2,T (u) = {j ∈ J2,T : ∃ i ∈ Z such that (i, j) ∈ I0(u)}.
Note that, by (5.72), for i ∈ {1, 2}

#J0
i,T (u) ≤ #I0(u, TQν) ≤ (z + δ)T.

The proof will be the result of the following three estimates.

Estimate (i). By a slicing argument, splitting the energy into the contribution
of the horizontal and the vertical interactions, we get

E
(1)
1 (u) ≥ 2(1− k)#J0

1,T (u) + 2
(
#J1,T −#J0

1,T (u)
)

+2(1− k)#J0
2,T (u) + 2

(
#J2,T −#J0

2,T (u)
)

= −2k#J0
1,T (u)− 2k#J0

2,T (u) + 2
(
#J1,T + #J2,T

)
≥ −4k(z + δ)T + 2

(
2

[
Tν2

2

]
+ 2

[
Tν1

2

])
.
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There follows that:

fhom(z, ν) ≥ lim
δ→0

lim
T→+∞

1

T

(
−4k(z + δ)T + 2

(
2

[
Tν2

2

]
+ 2

[
Tν1

2

]))
= −4kz + 2(ν1 + ν2).

Estimate (ii). We observe that we may split the energy of the surfactants into
two terms. The first term accounts for 2 vertical and 1 horizontal interaction for
each column, while the second term accounts for the remaining interaction in each
row. By counting the energy due to the non-surfactant particles as in estimate (i),
we get

E
(1)
1 (u) ≥ 3(1− k)#J0

1,T (u) + 2(#J1,T −#J0
1,T (u))

+(1− k)#J0
2,T (u) + 2(#J2,T −#J0

2,T (u))

≥ (1− 3k)#J0
1,T (u) + 2#J1,T

+(1− k)#J0
2,T (u) + (1− k)(#J2,T −#J0

2,T (u))

≥ (1− 3k)(z + δ)T + 2#J1,T + (1− k)#J2,T (u)

≥ (1− 3k)(z + δ)T + 4

[
Tν2

2

]
+ 2(1− k)

[
Tν1

2

]
By exchanging the role of J0

1,T (u) with that of J0
2,T (u) in the previous estimate we

have

E
(1)
1 (u) ≥ (1− 3k)(z + δ)T + 4

[
T (ν1 ∨ ν2)

2

]
+ 2(1− k)

[
T (ν1 ∧ ν2)

2

]
Therefore we get

fhom(z, ν) ≥ lim
δ→0

lim
T→+∞

1

T
(1− 3k)(z + δ)T + 4

[
T (ν1 ∨ ν2)

2

]
+ 2(1− k)

[
T (ν1 ∧ ν2)

2

]
≥ (1− 3k)z + 2(ν1 ∨ ν2) + (1− k)(ν1 ∧ ν2).

Estimate (iii). We observe that the we may split the energy of the surfactant into
three terms. The first term takes into account two interactions for each surfactant
particle. The other two terms take into account in each row and column containing
a surfactant at least one interaction between a surfactant and a non-surfactant
particle. Counting as in the previous estimates the remaining interactions, we
have

E
(1)
1 (u) ≥ 2(1− k)#I0(u, TQν) + 2(#J1,T −#J0

1,T ) + (1− k)#J0
1,T

+2(#J2,T −#J0
2,T ) + (1− k)#J0

2,T

≥ 2(1− k)(z − δ)T + (1− k)(#J1,T + #J2,T )

≥ 2(1− k)(z − δ)T + (1− k)

(
2

[
Tν1

2

]
+ 2

[
Tν2

2

])
.
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Hence we have

fhom(z, ν) ≥ lim
δ→0

lim
T→+∞

1

T

(
2(1− k)(z − δ)T + (1− k)

(
2

[
Tν1

2

]
+ 2

[
Tν2

2

]))
≥ 2(1− k)z + (1− k)(ν1 + ν2).

The lower bound in (5.71) for ghom is straightforward. In fact, let us observe that,
except for a negligible error due to the interactions at the boundary of TQ, the
energy accounts for at least two interactions of each surfactant particle. Hence, for
any test function u in the minimum problem defining ghom(1) we have

E
(1)
1 (u, TQ) ≥ 2(1− k)#I0(u, TQ) + o(1)

Then

ghom(1) ≥ lim
δ

lim inf
T

E
(1)
1 (u, TQ)

#I0(u, TQ)
≥ 2(1− k).

Step 2 (upper bounds). In this Step we conclude the proof by showing that the
inequalities

fhom(z, ν) ≤ ϕ(z, ν),
ghom(1) ≤ 2(1− k). (5.73)

hold true. With a slight abuse of notation, for ν ∈ S1 we denote by uν : R2 → {±1}
the function defined in (4.61), with −1 and 1 in place of m1 and m2, that is

uν(x) :=

{
−1 if (x, ν) > 0

+1 if (x, ν) ≤ 0,
(5.74)

and, for z ∈ R+, we set

µz,ν := zH1bS(uν).

In order to prove the first inequality in (5.73), by Theorem 4.4 it is enough to
construct uε ∈ Aε(Ω; {0,±1}) such that (uε, µ(uε))→ (uν , µz,ν) w.r.t. the τ1× τ2-
convergence and

lim sup
ε

E(1)
ε (uε) ≤ ϕ(z, ν)H1(S(uν) ∩ Ω).

To this end we find it useful to rewrite ϕ as

ϕ(z, ν) =


ϕ1(z, ν) if 0 ≤ z < |ν1| ∧ |ν2|
ϕ2(z, ν) if |ν1| ∧ |ν2| ≤ z ≤ |ν1| ∨ |ν2|
ϕ3(z, ν) if z > |ν1| ∨ |ν2|.
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Figure 4: uz,ν in the periodicity cell {1, 2, . . . , q} × {1, 2, . . . , p} with q = 5, p = 9
and z′ = 3.

The construction of uε differs in the three cases 0 < z < |ν1|∧|ν2|, |ν1|∧|ν2| ≤ z ≤
|ν1| ∨ |ν2| or z > |ν1| ∨ |ν2|. Without loss of generality, for simplicity of exposition,
we may suppose that −ν1 ≥ ν2 > 0. Moreover, by the continuity of fhom(z, ·) and
ϕ(z, ·), by a density argument we may assume that −ν1ν2 ∈ Q. Let p, q ∈ N be such

that −ν1ν2 = p
q . By the continuity of fhom(·, ν) and ϕ(·, ν) we may further assume

that z′ := z
√
p2 + q2 ∈ Q. Hence, by possibly replacing (p, q) by (mp,mq) for

some m ∈ N, we may reduce to the case z′ ∈ N.
Let us set ν = e1+e2√

2
and let u0 : {1, 2, . . . , q} × Z→ {±1, 0} be defined as

u0(a) =

{
0 if a1 = a2 ≤ q or a1 = q, q < a2 ≤ p
uν(a) otherwise.

where a = (a1, a2).
Case 1: 0 < z < |ν1| ∧ |ν2|. By the assumptions on ν1, ν2 this case corresponds to
z′ < q. Let uz,ν : Z2 → {±1, 0} be such that

uz,ν(a+ (p, q)) = uz,ν(a), ∀a ∈ Z2

and, on {1, 2, . . . , q} × Z→ {±1, 0} is defined as (see Figure 4)

uz,ν(a) =

{
u0(a) if 0 < a1 ≤ z′

uν otherwise.

Let then uε : εZ2 → {±1, 0} be such that uε(a) = uz,ν(aε ). It holds that
(uε, µ(uε)) → (uν , µz,ν) w.r.t. the τ1 × τ2-convergence. In order to estimate the
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Figure 5: uz,ν in the periodicity cell {1, 2, . . . , q} × {1, 2, . . . , p} with q = 5, p = 9
and z′ = 7.

energy of uε we observe that it concentrates on each rectangle of the type Rε,j :=
(0, εq]× (0, εp] + εj(p, q), j ∈ Z where, by periodicity, it takes the constant value

E(1)
ε (uε, Rε,j) = ε (4(1− k)z′ + 2(p− z′) + 2(q − z′)) = ε (−4kz′ + 2(p+ q)) .

Then

E(1)
ε (uε) ≤ E(1)

ε (uε, Rε,0)(#{j ∈ Z : Rε,j ⊂ Ω}+ 2)

≤ ε (−4kz′ + 2(p+ q))

([
H1(S(uν) ∩ Ω)

ε
√
p2 + q2

]
+ 2

)

Eventually, letting ε tend to 0 we obtain

lim sup
ε

E(1)
ε (uε) ≤ ϕ1(z, ν)H1(S(uν) ∩ Ω).

Case 2: |ν1| ∧ |ν2| ≤ z ≤ |ν1| ∨ |ν2|. This case corresponds to q ≤ z′ ≤ p. Let
vz,ν : Z2 → {±1, 0} be such that

vz,ν(a+ (p, q)) = vz,ν(a), ∀a ∈ Z2

and, on {1, 2, . . . , q} × Z→ {±1, 0} is defined as (see Figure 5)

vz,ν(a) =

{
−1 if a1 = q and a2 > z′

u0 otherwise.
(5.75)
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Let then vε : εZ2 → {±1, 0} be such that vε(a) = vz,ν(aε ). It holds that
(vε, µ(vε)) → (uν , µz,ν) w.r.t. the τ1 × τ2-convergence. By arguing as in Case 1,
taking into account that

E(1)
ε (vε, Rε,j) = ε (4(1− k)q + 3(1− k)(z′ − q) + 2(p− z′))

= ε ((1− 3k)z′ + (1− k)q + 2p) ,

we get

E(1)
ε (uε) ≤ ε ((1− 3k)z′ + (1− k)q + 2p)

([
H1(S(uν) ∩ Ω)

ε
√
p2 + q2

]
+ 2

)
.

Eventually, letting ε tend to 0 we obtain

lim sup
ε

E(1)
ε (vε) ≤ ϕ2(z, ν)H1(S(uν) ∩ Ω).

Case 3: z > |ν1|∨|ν2|. This case corresponds to z′ > p. Let us extend the function
u0 to Z2 in such a way that

u0(a+ (p, q)) = u0(a), ∀a ∈ Z2.

We now construct wz,ν : Z2 → {±1, 0} by modifying the function u0 suitably
increasing the numbers of its zeros in order to match the density constraint on the
surfactant phase. More precisely we set z′′ := z′ − [ z

′

p ]p and

Ĩ0 :=

[z′/p]⋃
m=0

(I0(u0) +me1) ∩
⋃
j∈Z

{a ∈ Z2 : jp+ 1 ≤ a2 ≤ jp+ z′′}

Î0 :=

[z′/p]−1⋃
m=0

(I0(u0) +me1) ∩
⋃
j∈Z

{a ∈ Z2 : jp+ z′′ + 1 ≤ a2 ≤ (j + 1)p}

we define (see Figure 6)

wz,ν(a) =

{
0 if a ∈ Ĩ0 ∪ Î0
u0 otherwise.

Let then wε : εZ2 → {±1, 0} be such that wε(a) = wz,ν(aε ). It holds that
(wε, µ(wε))→ (uν , µz,ν) w.r.t. the τ1×τ2-convergence. An easy computation shows
that, the energy of each stripe Sε,j := R× (jp, (j + 1)p], j ∈ Z, is

E(1)
ε (wε, Sε,j) = ε ((1− 3k)p+ (1− k)q + 2p+ 2(1− k)(z′ − p))

= ε ((1− k)(p+ q) + (1− k)z′) .
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Figure 6: uz,ν in the periodicity cell {1, 2, . . . , q} × {1, 2, . . . , p} with q = 5, p = 9
and z′ = 20.

Then

E(1)
ε (wε) ≤ E(1)

ε (wε, Sε,0)(#{j ∈ Z : Sε,j ⊂ Ω}+ 2)

≤ ε ((1− k)(p+ q) + (1− k)z′)

([
H1(S(uν) ∩ Ω)

ε
√
p2 + q2

]
+ 2

)
Eventually, letting ε tend to 0 we obtain

lim sup
ε

E(1)
ε (wε) ≤ ϕ3(z, ν)H1(S(uν) ∩ Ω).

We now prove the second inequality in (5.73). To this end, by Theorem 4.4, given
x0 ∈ Ω, it is enough to construct a sequence of functions uε ∈ Aε(Ω; {0,±1}) such
that (uε, µ(uε))→ (1, δx0) w.r.t. the τ1 × τ2-convergence and that

lim sup
ε

E(1)
ε (uε) ≤ 2(1− k).

We set

uε(a) =

0 if a ∈
(
x0 +

(
−
√
ε

2 ,
√
ε

2

)2
)
∩ εZ2

1 otherwise.

Let us observe that ε#I0(uε) = 1 + o(1) and that, each surfactant particle whose

interactions do not cross the boundary of x0 +
(
−
√
ε

2 ,
√
ε

2

)2

gives a contribution to

the energy which is equal to 2(1−k). Moreover, since the number of the remaining
surfactants scales as 1√

ε
, we have

E(1)
ε (uε) = ε 2(1− k)#I0(uε) + o(1) = 2(1− k) + o(1).
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Letting ε tend to 0 we get the conclusion.
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