Well-posedness for a mean field
model of Ginzburg-Landau vortices
with opposite degrees
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Abstract. In this paper we analyze the hydrodynamic equations for
Ginzburg-Landau vortices as derived by W. E in [E2]. In particular, we
are interested in the mean-field model describing the evolution of two
patches of vortices with equal and opposite degrees. Many results are
already available for the case of a single density of vortices with uniform
degree. This model does not take into account the vortex annihilation,
hence it can also be seen as a particular instance of the signed measures
system obtained in [AMS], and related to the Chapman-Rubinstein-
Schatzman [CRS] formulation. We establish global existence of L? solu-
tions, exploiting some optimal transport techniques introduced in this
context in [AS]. We prove uniqueness for L* solutions, as expected by
analogy with the incompressible Euler equations in fluidodynamics. We
also consider the corresponding Dirichlet problem in a bounded domain.
Moreover, we show some simple examples of 1-dimensional dynamic.
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1. Introduction

Let Q C R? be a smooth open domain. Let xq denote its indicator function.
We are going to study the following model for Ginzburg-Landau vortices
motion, derived by E in [E2]:

d .

ﬁ,ul(t) —div(xaVhue) pi(t) =0

d .

ﬁ,ug(t) + div(xQVh ) u2(t)) =0 in (0,+00) x R? (1.1)

pu(t) = pa (t) — pa(t),



with the initial data u1(0) = uf and p2(0) = 9. Here Q represents the
section of the superconducting sample, while pq (resp. po) represents the
density of vortices with positive (resp. negative) topological degree. We are
dealing with a coupled system of evolution equations, having the form of
continuity equations. The corresponding velocity vector fields are equal and
opposite, and written in terms of a function k), which is solution, for any
t, to

{ —Ahy ) = plt) in Q 1.2)

h,u(t) =0 on 0f.

In order to address the possible non conservation of mass in the domain,
we deal with measure solutions and admit concentration on the boundary.
We also allow for the case 2 = R?, with the same elliptic equation in (1.2)
satisfied by h,, omitting the boundary condition: in such case, we are con-
sidering the solution given by convolution with the logarithmic Green kernel
corresponding to the Laplace operator in the whole plane. For o > 0, let
us denote by M2 () the set of positive measures over (2 with finite second
moment and total mass equal to «. The basic problem could be formulated
as follows: given an initial datum

(13, 19) € M2(Q) x M3(Q), xa(u]—pd) € H'(Q), o,8>0, (1.3)

find a couple of measures (1 (t), u2(t)) in the same space which is solution to
(1.1)-(1.2). Here the H~! condition is the natural one coming from the elliptic
problem. Actually, in this paper we are going to consider initial data with LP
regularity in the interior of the domain, and to show that such regularity is
conserved in the dynamic. Our aim is to establish a satisfying well-posedness
picture for system (1.1)-(1.2). We will prove a global existence result, as well
as a uniqueness result (global if Q = R?). We will construct solutions as
gradient flows of the energy functional

1
(p1, p2) = @(p) = 5/ hy dp,
Q

where = py — po (the energy depends only on the difference of p1 and ps).
Let us state the main theorems.

Theorem 1.1. Let p > 4. Let (uf,p3) € MZ(Q) x M3(Q) be such that
(xau, xaus) belongs to LP(Q)2.7There exists a weakly continuous map t €
[0, +00) = (p1 (1), p2(t)) € MZ(Q) x MZ(Q) such that

Ixerm @)y + Ixan®)ll, < Kp

where K, is a constant depending only on the initial data, p1(0) = u,
p2(0) = 3 and there hold

d . )

&Ml(t) —div (xoVhy@ pa(t)) =0 in D'((0, +o00) x R?),

d . ‘
a/}g(t) + div (xo Vi) p2(t)) =0 in D'((0, +00) x R?).
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Here pu(t) = p1(t) — p2(t) and hyqy is defined through (1.2). Moreover, the
maps t — p1(t)(Q), t = u2(t)(Q) are nonincreasing, ®(u§ — p3) < +oo and
one has the energy dissipation equality

B(0) + [ [ 190 P dpa(4) + o)) dr = B(u(s)), £ 520 (1)

Before passing to the uniqueness result we remark the fact that, having
measures which are LP in the interior of the domain and not only H~!,
we avoid complications in the definition of the solution. Indeed, as we will
specify later in Section 4, in our case by elliptic regularity Vh,, is a continuous
function, so that the products Vh, 1, Vh,us are well defined and we can
work with the standard weak formulation of Theorem 1.1. In this paper we
do not deal with the the general H~! case, for which one should introduce a
generalized formulation as done in [AS].

Theorem 1.2. Let p = +oo. Let (ud, u3) belong to L>°(2)? and be supported
in Q. Then there exists T > 0 such that supp ui(t) C Q, supp ua(t) C Q for
any t < T and the solution given by Theorem 1.1 is the unique solution to
(1.1), starting from (9, 13), such that (p1(t), pa(t)) € L*°((0,T); L°°(2)?).
If Q = R?, we may let T = +o0.

Plan of the paper

In Section 2 we discuss the physical framework in which (1.1)-(1.2) is derived
and some results for related models. In Section 3 we give some explicit solu-
tions and analyze the behavior of (1.1)-(1.2) in one space dimension. Sections
4 and 5 are devoted respectively to prove Theorem 1.1 and 1.2.

2. The model

The Chapman-Rubinstein-Schatzman model. The equations we are deal-
ing with come from the vortex motion analysis in superconductors. It is
well known that, at low temperatures, a (type-1I) superconductor subject
to an external magnetic field presents different behaviors. In the so called
mixed phase, the superconducting region in the sample is confined outside
the vortices. Each vortex corresponds to a zero of the order-parameter com-
plex function appearing in the Ginzburg-Landau energy, and carries a signed
topological degree. See also [SS] and the references therein. In the mixed
state, it is observed that the vortex reticular structure can melt and form a
liquid state. Then, it is interesting to study the motion of such a vortex lig-
uid. In [CRS], Chapman, Rubinstein and Schatzman introduce the following
mean field model, similar to (1.1)-(1.2), for the evolution of superconducting
vortices (see also [C]):

d . .
%u(t) — div(Vh,@) [u(t)]) =0 in Q, (2.1)
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the coupling being

—Ah,+h,=p in Q
{ e (2.2)

h,=1 on 0f).

This can be considered as the reference physical model. Here, h represents the
intensity of the magnetic field induced in the superconducting sample, whose
section is €2, whereas u is the (macroscopic) vortex density. Since the vortices
may possess degrees of different sign, the density p is signed. In particular,
it is suitable to assume that the vortices have degree 1 or —1, since vortices
with different degrees are not stable (see [C] or [E2]).

Previous studies of the model. Different studies have been devoted to this
model, both from the analytical and the numerical point of view, mostly in
the case of positive density p. We refer for instance to [ES, ScS, LZ, DZ, MZ].
In particular, the interpretation as gradient flow in the space of probability
measures has been introduced in [AS]. It consists in viewing the solution
as a curve of maximal slope for a suitable energy functional (related to the
Ginzburg-Landau functional). The curve can be constructed by a discrete
scheme (known as the minimizing movement scheme) in the probability space,
endowed with the optimal transport structure. In Section 4 we will very briefly
recall the main elements of the theory. In [AMS, M], as well as in this paper,
we continue the analysis in this framework.

For positive solutions in the whole plane, the model reduces to a single
equation of (1.1) (this happens when the vortex degree is uniform, say equal
to 1, and also one recovers the model of E in this case). The difference lies
in the elliptic equation, but it is not a substantial difference. Hence, even for
equation (2.1), we could consider the basic coupling given by —Ah, = 4, as
done in [MZ] and in [AMS, §6]. In this case we are left with the evolution
model

() = div((VA™ (1)) pa (t) = 0, (2.3)

where 1 is the positive density of vortices. Equation (2.3) has been studied in
the already mentioned papers: existence results have been obtained through
different approximation schemes. In general we have existence of (positive)
solutions (both measures and L? solutions), and uniqueness for L solutions.

Presence of the boundary. We draw the attention to some more features of
the physical model. In general it is interesting to study the case of a bounded
domain €2, describing the material sample, and to take into account the pos-
sibility that some mass enters or exits the domain. We can describe the
phenomenon letting the measure p concentrate on the boundary. Instead of
the natural Neumann condition, in these cases we have Dirichlet conditions
on 0f) for the elliptic problem. The presence of the boundary makes well-
posedness results more difficult. In [AS], the authors pointed out that the
right formulation in this case should have a zero velocity field on the bound-
ary. This explains the appearance of the factor yq also in (1.1). Concerning
positive solutions in presence of boundary, [AS] contains an existence result
4



of measures and L? solutions and a short time uniqueness result for L™ so-
lutions. Even if the possible concentration of mass on the boundary seems to
prevent the corresponding global uniqueness in time, this problem can also
be tackled by introducing a more precise condition. Indeed, it is shown in
[M] that, at least for a convex domain €2, there is existence and uniqueness
of solutions with L°° interior part and such that

(Vhyuw(@),y —z) >0 for all (z,y) € supp(xoou(t)) x Q@ (2.4)

for any ¢ > 0. This means that the (limit of the) velocity field on the boundary,
whenever some mass is there, is directed outside the domain.

The general signed case and open problems. The most relevant fact, for what
concerns our analysis, is the charged nature of vortices. Indeed, we stress that
the full model (2.1) is concerned with a signed density p. Many problems are
open in the signed case. An existence and uniqueness result for Sobolev or C'*
solutions has been established in [MZ]. In [AMS] an attempt of generalizing
the full results of [AS] is made, and it turns out that there exist LP solutions
(possibly with a boundary part in addition) to the system

d

—rm(t) = div (xaVhymm (1) = =o,(1),

L uo(1) + v (xa Vha (1)) = ~0, (1) (25)

pu(t) = pa(t) — pa(t).

where 0, is a positive measure representing a mass sink. The presence of
such a term is quite natural, since we expect that vortices with opposite
degrees attract each other, and may cancel during the evolution. Actually,
here p; and po are not the positive and negative parts of u(t), but simply
two positive measures which may overlap, and whose difference is u(t). The
problem of finding solutions to (2.1) is then equivalent to find orthogonality-
preserving solutions for system (2.5) (1 and po are orthogonal measures if
their minimum g3 A pe = 0). This problem seems to be very difficult, also
because in the derivation of [AMS] the term o, is highly undetermined.

The E Model. In this paper we will analyze the related model (1.1)-(1.2),
which has been introduced by E in [E2]. We will show that the strongest ex-
istence and uniqueness results available for the positive case (equation (2.3)
above) extend to this signed density problem. The model is derived consid-
ering the hydrodynamic limit of Ginzburg-Landau equations (in the case of
the whole plane). In the formulation of [E2] the associated elliptic equation
is —=Ah, + h, = u. Here we are considering the simplified, basic model ob-
tained therein in the case of absence of magnetic fields, the elliptic coupling
being reduced to —Ah, = p as in (1.2) (see also [E1]). In this case h, is sim-
ply a potential generated by the vortices (not the induced magnetic field).
We stress again that this way we keep all the mathematical features of the
problem.
5



Notice that (1.1) is also a particular instance of (2.5). In (1.1) we have no
mass annihilation terms. In general, we could not expect the orthogonality
of initial data to be preserved in this case, as we will also see in Section
3. But the interaction between the two parts is similar, because the two
measures tend to stop when they overlap (due to the coupled nature of the
velocity vector fields), even if they are not cancelling each other. Considering
separately the evolution of the positive and negative parts, we are left with
an half-way model between the one for the positive case and the one in (2.5).
Of course, if we start with distant initial data p9 and 3, since the velocity of
evolution is finite (if the data are regular enough, as remarked later in Section
5), we keep orthogonality for some time. Hence, in this case our results give
also short time existence and L uniqueness for (2.1). However, the general
existence of LP solutions to (2.1) (and the correspondence with (2.5)) is still
a major open problem.

Analogy with fluid dynamics. We end this section pointing out the relation
between the E model and the standard incompressible Euler equations for
fluid dynamics in vorticity formulation. The analogy is discussed in [E2],
where the incompressible Euler equations are deduced as the hydrodynamic
limit of a nonlinear Schrédinger equation (more precisely the Gross-Pitaevskii
equation). In this case it turns out that the velocity vector field is V: A=y,
whereas in (2.3) it is VA~™!y. This rotation makes the equation (2.3) dis-
sipative. The same velocity field V-A~!y governs the motion of vortices
in superfluids, for instance subject to an external momentum, instead of a
magnetic field (see [S]).

For the Euler equations in the plane, the standard result of Yudovich
entails existence and uniqueness of L solutions (see [Y]). Loeper (see [L])
proves the same uniqueness result in the optimal transport setting. We will
adopt the same techniques, which are suitable for the coupled system with
two densities, in Section 5.

3. Examples and heuristics

In this section we collect some examples of explicit solutions for the one
dimensional case. To begin with, we consider a single, non coupled equation
from system (1.1), that is we consider the problem

Owp — div (Vh,p) =0,
—Ah, = p, (3.1)
p(0, ) = p°(x).

We are thinking to positive solutions: in this framework, well-posedness re-

sults for the single equation are already available, as observed in the previous

section. We refer in particular to [DZ, ScS] for some studies about one di-

mensional models. Notice that in a smooth framework this equation could

be written as 9;p — Vh, - Vp+ p? = 0. Hence we have an advection-reaction
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equation, where the solution decays, due to the sign of the reaction term.
Since we consider the one dimensional case, the problem takes the form

atp - (h:)Py = 07
p(0,z) = p°(x),

where the prime denotes spatial derivative. Here hz = —p is the equation for
the velocity vector field: let

== [ oy (33)

(3.2)

Now let us consider the initial datum p°(z) = xj_1,1j(z). It is not difficult to
check that a bounded solution to (3.2)-(3.3) is

p(t,z) = T X-1- t144 ().

In fact, it is readily seen that A’ »» which is continuous, is given by

x
X(—o0,—1—t) (z) — 1+1 Tt X[—1—t 1+t]( z) — X(1+t,+oo)(x)7
so that
0 forx < —1—1t,
T
— for -1 —1¢ 1+1¢
hy(tx)p(t, ) = (1+1)2 or <E<ith

0 for x > 1+¢.

The discontinuity set for the solution is {z = (1 +t)}, and it is immediate
to verify that the standard Rankine-Hugoniot condition (see for instance
[Ev]) is satisfied. The behavior of the computed solution is clear: the initial
mass supported in the set [—1, 1] spreads over the real line. This is of course
expected for positive solutions of our equations. Mind that this is also a
solution for the mean field model (2.1)-(1.2), since we are in the positive case.
See also the numerical results described in [ES]. Moreover, such solution is
also the unique bounded solution, as a byproduct of the analysis of [AMS, AS],
and, of course, as a particular case of the result in the last section of this
paper.

If the sign in the Poisson problem —Ah, = p is changed, the sign of the
term p? also changes, so that it is no more an extinction term. In this case the
Rankine-Hugoniot condition shows that the slope of the discontinuity lines
in the x-t plane is

el _ /(=) _
(/] 1/(1—=1)
where [-] denotes the jump. The discontinuity set is then {x = £(1 —¢)} and
the explicit solution is given by

1
p(t,z) = T Xit-1.1-4] (), t<l1.



Hence we have divergence in finite time for a bounded initial datum. Since in
(1.1) the velocity vector fields are changing sign, one could expect that such
behavior is possible also for that coupled problem. We will however show in
Section 4 that global bounded solutions always exist.

Let us now directly investigate system (1.1). We let py, p2 be the vari-
ables. First of all, if p9 = 0 (resp. p§ = 0), then the unique solution of the
first (resp. the second) equation therein is the null one. In this case we can
see that we reduce to study a single, extinction equation of the form (3.1).
Another trivial case is p§ = pJ, the system admitting the solution p;(t) = pY,
1 = 1,2. In general we don’t expect to easily obtain explicit solutions as be-
fore, but we can argue some qualitative behaviors for a couple of meaningful
examples.

Let us fix the initial datum p{(z) = 2p9(z) = 2x(0,1)(2). In this case,
the initial value of h/, (as usual we let p := py — pa) is

0 for z < 0,
—x for0 <z <1,
-1 for x > 1,
so that, looking at the signs in the equations of (1.1), we see that p; tends to
get spread while ps is gathering around the origin. But these behaviors are

no more preserved for any time, since we have to consider the effect of the
coupling. A partially explicit solution can be written as

0 for x < 0,

V2 1

— for0 <o < ——,
G(t) V2G(t)

pl(trx) = 1
¢, for ——— <z <1+t

f(t,x) T 2G(0) x
0 for x > 1+1¢,

V2G(t)  for0<z< fl :

0 otherwise,

where G(t) = tanh(v/2(t + C)) and C = ?tanhfl(g). Accordingly, we
have

<\/§G(t)C\v'/(§)> x for0 <z < ﬁ%(i&)’
hyy = —L—/x ft,y)dy  for -==— < <14t
Gt)  JiywEewy) vIeE =TT
0 otherwise.




Hence the solution is explicit for = < 1/(v/2G(t)), before the shock line for po:
here p; and p satisfy (1.1) because there holds G = v/2(1—G?). On the other
hand, f(¢,x) will be solution to the equation appearing in (3.2) in the region
1/(v/2G(t)) < & < 1+, since in this region there is p» = 0. The corresponding
initial values are v/2/G(t), given on the curve z(t) = 1/(v/2G(t)). In this
region p1(t,z) = f(t,x) decays with time. In particular there will be a linear
decay along the characteristics curves z(t), defined by 4 (t) = —hy,, (t,z(1)),
since along such curves there holds

Sor(ta(6) =~ (1 2(0).

We also notice that the conservation of mass implies, for any ¢,

1+t 1
/1/(\/§G(t)) G2(t)

Still concerning p;, we see that in correspondence of x = 1 + ¢ there holds

[*h;m]
[Pl]

so that the shock line has slope equal to 1 and the Rankine-Hugoniot condi-
tion is satisfied. Therefore, we have the following picture. p; and ps tend to
the value /2 for = € [0,1/(v/2G(t))], since lim;_, 4 o, G(t) = 1: the common
part of mass tends to the equilibrium value v/2, whereas the exceeding part
of mass in p; spreads over R* as expected.

Considering the situation p§(z) = x(—1,0(%), p§(x) = x[0,1(2), with

=1,

m(t.0) = [ (oa(t.w)  palti)
~1
the solution for the model (2.1)-(1.2), as noticed in [DZ], is p1 — p2, where

1
pi(t,x) Xi-1,0(2), pa(t,x) = T3¢ o (). (3.4)

T 1+t

In this case p; and py are the positive and negative parts of a signed measure,
and this behavior is not surprising since it is expected for the two parts to
interact and cancel themselves. This can be seen looking at the formulation
(2.5), introduced in [AMS] (see Theorem 6.6 therein). Indeed, from (2.5) it
is seen that the total mass of p; and p; might decrease for effect of o,.
Concerning problem (1.1)-(1.2), we have to expect a different behavior, since
the two masses are conserved. But we have to expect the same asymptotic
situation, since we have the equilibrium points with p; = p2, hence p =
p1 — p2 = 0. We search for a solution of the form

pl (ta Jj) = g(t7 x)X[—l,s(t)] (‘T’)a pZ(ta ‘T) = g(t7 _x)X[—s(t),l] (13), (35)

with —1 < s(¢) < 1, since the two masses has to keep the symmetry with
respect to x = 0, and the direction of the velocity vector fields keeps the
9



dynamic confined in the interval (—1,1). In particular it is given by

/ g(t,y) dy for —1< 2 < —s(t),
-1

—s(t) T
T R e B e LT R CEE R}

7S(t) x
/ 9(t,y) dy—/ g(t,—y) dy for s(t) <z < 1.
s(t)

The solution may be easily explicitly written in the intervals (—1, —s(t)) and
(s(t),1), since in these intervals the two parts are not influencing each other
yet. Hence

g@@):I%? for @ € (=1, —s(£)) U (s(£), 1)

The symmetry gives

(1) s() (1) -
/ olty)dy + / (9lt, ) — gt —y)) dy = / olt,y)dy = 2518
-1 —s(t) -1 1+t

and we deduce
1 —s(1)
z=s(t) ] +t '
s(t) is the shock line, with s(0) = 0, and the Rankine-Hugoniot condition is
then

—hy|

'] 1 s()
[pt] 14t
entailing s(t) = ¢/(1 4 t). Inserting this information in (3.5), it is seen that
both p' and p? tend to occupy the whole interval (—1,1) for large time, and
there is indeed a superposition between them. Asymptotically, one expects
an equilibrium solution such that p; = py (null velocity field), so that g(¢,-)

tends to an even function.

s'(t) =

)

4. Existence via Wasserstein variational approach

In this section we are going to construct a solution to (1.1) as a steepest de-
scent curve of a suitable energy functional, with respect to the 2-Wasserstein
metric. This is the approach introduced by F. Otto in the nineties, for the
study of the heat equation and the porous medium equation as a gradient
flow (see [JKO, O]). Later, it has been exploited for the study of many other
models, including superconductivity (see [AS]).

We recall some definitions about the Wasserstein structure (see for in-
stance [AGS, V1, V2]). For u,v € M2(Q), let I'(u1,v) denote the set of trans-
port plans between them, i.e. measures in M, (€2 x Q) whose first and second

10



marginals are respectively p and v. The Wasserstein distance is defined by

1/2
Wo(p,v) := ( inf /7 e =yl d’y(m,y)) . (4.1)
YEL(:v) JaxQ
Here the infimum can be shown to be a minimum, and we let T'g(u, ) be the
class of optimal plans, where this minimum is attained. A transport plan is a
generalization of a transport map from p to v, that is, a Borel map t such that
typ = v (ie. u(t71(A4)) = v(A), for A Borel). We also recall the classical
Brenier result about optimal transport plans (see [B]): if v € T'(u,v) and
1 < L2, then there exists a unique optimal transport map t : R? — R? such
that v = (I, t) . Moreover, in this case t is the gradient of a convex function
on R2. Finally we recall that, given v € M2(Q), the map u — Wa(v, u) is
Ls.c. in the narrow (or weak) topology of measures, defined by duality with
continuous and bounded functions.

Let us now introduce the reference functional. Let u belong to M(Q),
the set of real, finite measures over Q. We define

D(u) = %/Qh# du. (4.2)

Let us discuss some properties of this functional. We first consider the case
of a bounded domain Q. If you € H~'(), h, is defined through problem
(1.2) (indeed it depends only on xqpu, so hy, = hy,,). Notice that ® itself
depends only on the interior part of the measure. From now on, we will make
use of the following notation: xou =: i and xgau =: i for p € M(Q).
So we have ®(p) = ®(f). We may think to ® as extended with value +oo
if xou ¢ H (). Now let xou € H~1(Q): an integration by parts using
the elliptic equation —Ah, = u and the zero boundary condition yields the
alternative formula

d(p) = %/Qwhmdx. (4.3)

Since h,, depends linearly on p, from (4.3) it is clear that ® is strictly convex
with respect to i and nonnegative. If v € M(Q) is another measure with
interior part in H~*(Q), the HJ () regularity of h,, and h, also yields

/hu dz/:/ hy, d(—Ahy) :/<th,Vhy>d:r :/ hy, d(—Ah,,) :/ h, dp.
Q Q Q Q Q

- (4.4)
Let us consider the case Q = Q = R2. In this situation we let h, be defined
through the fundamental solution of the Laplace equation in two dimensions:

1
h,=—— 1 —y|d
o= =gr [ Joxle vl du(o).

therefore the reference functional (4.2) can be written as

1

D) = ——
(Iu) 47 R2 xR2

log |z — y| du(z) dp(y). (4.5)
11



Let now pu € M(R?) be such that ®(u) < +oc. Notice that h, does not
decay to 0 for |z| — oo, unless u(R?) = 0. If k = u(R?) # 0, let yo denote an
auxiliary measure, with smooth and compactly supported density and such
that u(R?) = k, and let hg = —A~1pg. It is known that hg is smooth and
enjoys logarithmic behavior at infinity, and now the difference p — 119 belongs
to Mo(IR?), so that h,, — ho decays at infinity and one may integrate by parts
and write

[ t=ho) =) = [ (b= ho)=A o)) = [ |19 —ho)l? .

Hence, we obtain

2¢(u)=/ﬂ§2hudu=/w(hu—ho)d(u—uo)+/RQ(hM—ho)duo+/ﬂ§2hodu

:/ |V(hu—h0)|2dx+/ (hﬂ—ho)duo—k/ ho dp.
R2 R2 R2

Using this representation it is not difficult to see that ® is again strictly
convex. Homogeneity of degree 2 and convexity also yield nonnegativity of
®; moreover, such properties yield finiteness of fRz h,, dv and fR2 hy, du, as
soon as ®(v) is finite as well. These two quantities are equal, as readily seen
from (4.5), and this is true even for a bounded domain {2, as shown in (4.4).
Therefore, in both cases © bounded and ) = R? we may deduce the useful
formula for variations of the functional

<I>(u)—<1>(u):%/Qhudu—%/ﬂhuduz%/Q(hu—i—h,j)d(u—u). (4.6)

Let us also introduce a particular class of functions, that we will need
to prove regularity results. Following [AS], we say that ¢ : [0,400) = R is
an entropy function if it is nondecreasing, C? and z¢'(x) = p(x) in [0,1].
Moreover, we ask ¢ to enjoy the McCann [Mc] displacement convexity in-
equality

22%¢"(2) 2 ¢ (2) — (). (4.7)
An example of a p-growing entropy is
T for0<z <1,
PE) =0 pp—1) <1 +(p-1)z— %p(l +x2)> for z > 1.
(4.8)

A possible way to describe steepest descent curves in metric spaces is
the minimizing movements scheme. Given puf € MZ(Q), u§ € M3(Q) such

that ®(u§ — p) < +oc and a time step 7 > 0, find recursively (u1)¥, (u2)"
among solutions of
. 1 _ _
min O =)+ o= [Wa v, ()E )+ WE (ve, () )]
v EM2 (Q), e M3 (D) 27
(4.9)

Here we are considering the 2-Wasserstein distance in the product space,
while the term ®, here depending only on the difference v; — v, accounts for
12



the coupling in (1.1). Very similar minimization problems have been widely
studied in [AS, AMS]. We can adapt the properties obtained therein. We
synthesize them in the following theorem. We skip some details in the proof,
since we can mostly refer to the results of these papers. In particular, we
address to [AMS, § 6] for an analysis in the whole plane. Notice that in this
last case it is important to work in spaces of measures with finite second
moment. This guarantees the right narrow compactness for the existence of
minimizers for problem (4.9) and ensures that the suitable integrals over R?
are finite.

Theorem 4.1. Let o, 3 > 0. Let (i1, ju2) € M2(Q) XM%(Q) be a starting point
for a single step of the minimization problem (4.9), such that uy € LP(R),
pg € LP(Q2), p > 4 (hence p1 and pg have no boundary part). Let p := pg—pa.
Then ®(u) < +oo and there exists a minimizer ((f11)r, (12)r) such that

1)~ llp + 1 (H2)7llp < K, (4.10)

where K,, depends only on w1 and po. Moreover, letting fir = (p1)r — (ti2)+,
such minimizer satisfies

Ve (i)r = 27 (@)@~ )G wy) 0 D(R?),

Vi (B2)e = = 7% (xa@)(@ — 9)(7) (w.9))  in D'(R),

(4.11)

for suitable (v'); € To((p1)r, 1) and (v*); € To((p2)7, p2)-

Proof. Finiteness of the functional is clear for the case of a bounded domain,
since h,, € H}(2). For = R? we have by Hélder inequality, since y € L4
for any 1 < ¢ < p (here and in the sequel, p will denote both the measure
and its density),

47T<I>(u)=—/|“_l |<110g\9: —yldu(z) du(y) — /| ) ‘>110g\x —yldu(z) du(y)

1
SIIMII%/ 10g|7“|cl7"+/| N |z =yl [pu(@)] |u(y)| dz dy.
—1 x—y|>1

Notice that the last term is bounded thanks to the finiteness of the second
moments of y; and pe. We may also deduce boundedness of Vh,,. Indeed,
denoting by B; the unit ball in R? centered in the origin, we have

X — Xr — xr —
/ y2 dﬂ(y)’ g/ lu(z —y)| dy+/ lu(z —y)l dy
r2 |7 — Yl By lyl R2\B; lyl

<([ =) (] m(ac—y)r*dy)1 # [ e =l

< (3m)¥ 4| pulla + a + B.

4W‘th(x)| =

N

(4.12)
13



Let us analyze the one step minimization: it is useful to introduce a
regularized problem, in order to get LP regularity of minimizers:

. 1
‘min _ P — )+ — [WE (1, ) + Wi (v2, 12)]
M EMZ (@), meMZ (@) 27

+5/ |1/1|4+5/ o).
Q Q

Existence of a solution ((111)J, (12)3) € M2(Q) x M3(€) is ensured by tight-
ness and lower semicontinuity, and the penalization term gives the L*(Q)
regularity of its interior part. It is not difficult to show, using the semiconti-
nuity of Wa(-, pt), that, as 6 — 0, there exists a limit point ((u1),, (u2)-) of
((11)2, (12)?), in the narrow topology of measures, which minimizes (4.9).

Let us consider a variation starting from the minimizer ((1;)?, (112)2)
of (4.13). For simplicity of notation, we denote it by (v1,v2). We let & €
C*(Q;R?) and vy, . = (I+e€)x01 + v. Hence we are perturbing the interior
part of one of the two components. Notice that, if g R? v . needs not
be supported in . Nevertheless, one can always minimize among measures
over the whole plane and than construct a minimizer supported in € simply
projecting on the boundary along the shortest line segment: such minimizer
will satisfy the same Euler Lagrange equations (4.11), since only its interior
part plays a role therein (for the details on this argument, we refer to [AMS,
Corollary 3.3]). In particular we are always thinking to 7;,7s as extended
with value 0 outside €.

Since 7, € L*(R), 71 . also belongs to L*(2) and there holds

(4.13)

~ /V\l —1
V,e = m © ([(14‘65)] |(I+s£)(ﬂa)) )

where Q. :={z € Q: x + c€(x) € Q}. Hence,

~ 4
[ o= = [ (g © (10401 lnseran) =71

so that U1, . — 77 in L*(£2). This is one of the key points: as a consequence
we have (by elliptic regularity, one may refer to the standard texts like [Ev]
or [GT]) the strong W2 *(€2) convergence of hy, __y, t0 hy,—,, (on compact
sets for the case 1 = R?) and, by Sobolev embedding, the strong C1(9Q)
convergence.

Now let v := 11 — vy and v, := vy . — vo. Making use of (4.6) we see
that 2®(v.) — 2®(v) may be written as

/ (o + ) (D) = / (oo (T + £€) + hyo(I + £€)) iy — / (hy, +hy)) dPy
Q

Q. Q

:/(hVEO(I 4 e€) — o, + hyo(I+e€) — ) din
Q

—/ (hyo(X+ &) + hyo(I+ c&))dv.
Q\Q.
14



But the C*(Q) regularity of h, and the fact that h, = 0 on 9Q imply that
the last term is o() as ¢ — 0. We find (even for Q = R?, since ¢ is compactly
supported)

O(v.) —d(v) = s/ﬂ(Vhl,,@ dvi + o(e). (4.14)

For the regularizing term, we make use of the change of variables,
4
L e
Q Q Q. det? (I—|—6D€) Q
< —3(56/ DAV € +o(e).
Q

Next consider a plan 4! € To(vy, 1) and the plan (I+ €€, I)4(xqxa7") +
Xoaxal' € T(vi e, p1). Clearly we have

(4.15)

W3, .o ) = W3 (i, ) < 2€ A ﬁE(fﬂ)(fr—y) dy'(z,y) +ole). (4.16)

Combining (4.14), (4.15) and (4.16), dividing by ¢, thanks to the mini-
mality of (v1,12) we get

1
—3(5/ v £—|—/ Vh, - &dv + . /75 -d [7@ (Xg(ac)(ac — y)vl)] >0,
Q Q
Changing € in —& we get equality, that is

~ ~ 1
—36V(0Y) — Vh, Dy = ;W#(ngﬁ (x —y)vh). (4.17)

One makes the same kind of variation on vs, with v fixed, and obtains

1
—30V(03}) + Vhy,vp = W#(XQXE (x —y)v?), (4.18)

where 72 € T'o(v2, 12). We see that these are the perturbed versions of the
equations (4.11).

We need to pass to the limit and obtain (4.11). Let us reason on (4.17).
Since 7y < L2, we know by Brenier’s theorem [B] that xq.57' is a plan
induced by an optimal transport map r;. Similarly a map ry corresponds to
xﬂxﬁfy?, and these maps are the gradients of two convex Lipschitz functions
(defined on R?). We may also assume that ry,re are bounded: this is always
true if pq, po are compactly supported, otherwise we would need an approxi-
mation argument for which we refer to [AMS, Lemma 6.4]. Therefore we have
r1, T2 € BVjoo(R?) N L (R?) and

Ty (xo(@)(@ —y)') = XA—r)71,  7p (xe@) (@ —y)y?) = (I - r2)0s.
This way (4.17) becomes
1
—36V(0Y) = Vh, 0y = =(I—r1)D;  in D'(R?). (4.19)
T

Since ri,ry € L*®(R?), the right hand side is in L*(R?). But since Vh,

is continuous and bounded (recalling (4.12) if Q = R?), we have Vh,7; €

L*(R?), so that by comparison in (4.19) we find 7 € W14(R?), and by
15



Sobolev embedding 7; is continuous on RZ. Mind that 7; is also vanishing
outside 2. Analogously Vs is continuous. Let now ¢ be an entropy function.
The basic inequality following from displacement convexity is found in [AGS,
Lemma 10.4.4] and in this case it reads

(4;““#%V—ﬂ%JZ— ¥ (o) tr(V(r — 1)),

R2
where v is the even convex function on R defined by ¢'(x) := z¢'(z) — ¢(x)
for > 0. Since p; € L*(2) (it has no boundary part), we have ry 40y < L
and rl#z’)l < 1, so that by the previous formula we deduce

/RQ o) — (1) = — [ @'(@) r(V(ry = TI)).

R2
But r; is the gradient of a convex function, so that we have tr(V(r; —I)) <
div (r; — I) (the divergence has to be understood in the distributional sense,
and it is a measures since ry is BV'). But this can be computed using (4.19),
hence

/ o) —p(vr) > —7 | ' (Dy)div [35% + Vhl,] . (4.20)
R2 R2 V1

Starting from (4.18), the same arguments provide the corresponding inequal-
ity for v, that is

/ o(pe) — p(n) > —1 | ' (Dp)div [35V(/\324) - Vhl,] . (4.21)
R2 R2 V2

But —Ah, = v, and since 1’ is nondecreasing we have
' (01)div (Vh,)— | 4 (Dp)div (th):/ (' (1) — ' (D)) (D2 — 1) < 0.
R2 R2 R2

On the other hand, the convexity of ¢ and an integration by parts yield
1/}/(’\ : (V(]’)ﬁ))_ 1 S2050) — / " \S2 =~ 12
v)div( ——— |=—4] Vy'(n) (v Vin)= V" (0)vy [ Vi |7 <0.
R2 1%} R2 R2
Here the control on the boundary term comes from the vanishing of 7; outside
. In the case Q = R?, it comes from the W14(R?) regularity of 7;!, yielding
vanishing at infinity of 77 by standard Sobolev imbedding results: since v’
vanishes in a whole interval containing the origin, 1'(7) is still compactly
supported. Similarly the analogous integral involving Vs is nonpositive. Sum-
ming (4.20) and (4.21) and taking advantage of these last inequalities we
get

Aw@ﬁ+w@ﬂ*w@0*ﬂ%)20 (4.22)

If ¢ is chosen to be a p-growing entropy like (4.8), this shows that 7, = (fi;)?

and U, = (fiz)? are uniformly bounded (in 7 and §) in LP(Q) (the bounds

depending only on u; and ps). We know that there exists a vanishing sequence

8, such that (y;)% and (u2)’ converge weakly in measure respectively to

(1) and (p2)r, a couple which minimizes (4.9). But we just learned that

(the interior parts of) these sequences are bounded in LP(£2), hence the weak
16



lower semicontinuity of the map i — [, ¢(fi) allows to deduce (4.10) for
4 < p < 400. The L*° case is obtained with a simple approximation argument
(see [AMS, Corollary 4.3 and Corollary 6.5]). Since a LP minimizer has been
found for (4.9), such minimizer is regular enough to apply the same variational
arguments of the first part of this proof to problem (4.9) itself and find the
unperturbed Euler-Lagrange equations (4.11). O

Consider now an initial datum (uf, u3) € M2(Q) x M3(Q), such that
®(ud — p) < +o00. Starting from these measures, we apply the minimizing
movements scheme. Since we want to work in the framework of Theorem
4.1, at each step we start from the interior part of the previous minimizer
(of course this distinction is unnecessary if Q = R?). That is, we search
recursively for ((v1)¥, (15)*) among solutions of

nin d — _ 1 w. ~ N
MG, ( )1 eEM3 (Q) (Vl V2) Z [ 22(1/1’ (Ml)i 1) W22(1/27 (/~L2)7]i 1)] 3
vy 2, (Q), v 2 +

(4.23)
where o, = (11)71(Q) < a and B, = (1i2)~1(Q) < B. In particular, for
any k we consider a solution satisfying the properties of Theorem 4.1 (whose
existence is ensured by the same theorem). Notice also that the step by step
entropy control therein, which is (4.22), ensures that the bound (4.10) holds
for a constant K, which does not depend on k, but only on the initial datum
(19, 19). We then let

() = (0)F+ (RO (p2)f = ()7 + ()7

This way, in the scheme there can be mass transported to the boundary, but
the mass on the boundary can not enter in the domain in the subsequent
steps (this dynamic is the same of [AS, AMS}) Notice also that the choice of
((v1)k, (12)F) implies that even ((u1)k, (1u2)%), for any k, satisfies (4.10) with
the same constant K, independent of k. Now we have two sequences

((p)5) € MA(Q),  ((12)F) € ME(Q). (4.24)

We construct piecewise constant interpolations:

(i)~ (t) == (M1)£t/ﬂ and  (fiy),(t) := (’u?)ﬁ/ﬂ,
where [-] denotes the (superior) integer part. We then pass to the limit as 7

goes to 0. We have the following

Proposition 4.1. As 7 — 0, there exists two weakly continuous families of
measures t — pu1(t) € MZ(Q) and t — ps(t) € M3(Q) such that, weakly in
the sense of measures, on a suitable subsequence,

(1) () = pa(t),  (A2)r(t) = p2(t), VE>0.

Proof. The minimality of ((v1)%, (15)%), starting from ((zi1)%1, (1ia)*
ily entails

k=1 eas-

n

D WS (w0)k, (@)E ) +WE((n)k, () H)] < 279 (uf — p3), Ym,neN,
k=m+1
17



and since the 2-Wasserstein distance does not increase adding the same mea-
sure to the source and to the target, we get the basic estimate
DS ()%, ()E1) + W5 ()5, (12)5™ )] < 27®(p — pif). (4.25)
k=m+1

By the triangle inequality we get
W3 ()7 ()7) < 27(n = m)®(u} — py),
W3 ((2)7 7, (n2)7) < 27(n — m)®(u} — p).
Consider the first of these inequalities: we may connect the various points m, n

with continuous curves (for the details we refer to [AGS, Theorem 11.1.6])
and obtain a family ¢ € [0, T] — (ji1),(t) € M2(Q) such that, for any ¢ > s,

Wal(7)+ (2), (i) ()) < /20 (u — )t — ).

Hence this family (parametrized by 7) of functions is equicontinuous with re-
spect to the narrow topology of measures. An application of the Ascoli-Arzeld
theorem yields the pointwise weak convergence (on a suitable subsequence)
to some 1 (t) € M2(Q). In order to conclude, notice that by (4.25) we also
have

WQ((Hl)T(t)’ (/jl)r(t)) < \/ 27—‘1)(”(1) - :U’g) + WQ((/ULI)T(t)’Ml(t))v

so that (1) (t) also converge to uq(t). Similarly one shows the convergence
of (fiz)-(t) to p2(t). O

Remark 4.1. If i, /i) belong to LP(Q), p > 4, thanks to the LP estimates
obtained in Theorem 4.1 (and recalling that ((u1)%, (u2)%) satisfy (4.10) with
the constant K, independent of k) we infer that [ (), [i2(¢) are uniformly
bounded in LP(2).

We let u(t) be the weak limit of the difference (i, )~ (t) — (fiy)-(¢). Then,
for each t we have pq(t) — po(t) = p(t). In general py and pg are not the
positive and negative parts of u, the overlapping being possible also in the
weak limit. Now we can quickly deduce the continuity equations satisfied by
w1 (t), pa(t), therefore proving the main existence result.

Proof of Theorem 1.1

Let (p9,p19) € M2(Q) x MZ(Q) and fif, iy € LP(Q), p > 4. We are going
to show that the families of measures 1 (t), p2(t), constructed in Proposition
4.1 and starting from uf, 49, are a distributional solution to (1.1)-(1.2). In
particular, the regularity estimates above (see Remark 4.1) give

[ @y + 2O, < Kp Ve >0,

where K, is a suitable positive constant depending only on the initial data.

Moreover, by the discrete construction the parts of mass from p; and po

which get cumulated on the boundary at each step do not play any role in
18



the subsequent time steps: in the dynamic we are describing, we see that
t— u1(t)() and t — f12(t)(Q) are therefore nonincreasing maps.

In order to work with a simpler notation, we limit ourselves to prove
the case ) = R2. The case of a domain can be treated in the same way, and
with a simple adaptation of the arguments contained in Proposition 5.4 and
Theorem 5.6 of [AMS]. In the same spirit of [JKO], we have in the sense of
distributions, for ¢ € CZ(R?),

d _ +o00 )
i Lopamre =3 ([ et = [ edut) s @29

Now we change variables and we make use of the first equation in (4.11),
written for the discrete minimizer ((p1) T, (u2)%*1) starting from the previ-
ous minimizer ((u11)}, (42)}), so that in this case it reads —Vh w1 (u1) ™ =

%w#((x —y)(y")EF1); this way from (4.26) we obtain
/ ()= /;P d(p)7 :/sz pdmy(v'); ™ - /R pdm ()7
[, (ola) = ) s e )
R2 xRR2
[ (Tl d ) ) (RS
R2 xR2
= [ AV Tl d ) (RS

where (Y1) € To((p1)kF?, (u1)®) and (Rq)*+! is the remainder of the
Taylor expansion:

R =3 [ [0 0 - - a6 .
(4.27)
Hence, (4.26) becomes
d = e+l k41
i om0 0= 3 (7 [ (6 T di £ R o)
(4.28)
Reasoning similarly for (fiy)-(t), we get
d = R+l k41
i Lo 0=3 (7 [ (0. Thye00 )t R st
(4.29)

From Theorem 4.1 and Proposition 4.1, we know that on a suitable sub-

sequence, that we do not relabel, (7i;)-(t) and (f@,),(t) converge weakly in

LP(R?) to p1(t) and pao(t) respectively, for any t. Still by (4.11) and with
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Holder inequality we find

400
A

2 00 2

dt:ZT

k=0

/ 2<w, Vs, ) () (1)
k=0
1 2

S (swivel) [ evldat ey

k:OT R2 R2 xRR2

2 +o0
1
<o (sup Vel ) X Rk ()t
k=0

/<V30’thk“> (Nl)k-H
R2 "

2

Pz [ Vel =i d ) )

| /\

The last term here is uniformly bounded in 7, thanks to the basic esti-
mate (4.25) of the discrete scheme. Therefore, we have obtained the weak
L?(0,+00) compactness of the sequence

[ 5600t ) dl) - o) (1.30)

Such sequence is also pointwise converging (for any t), to

/]R2 (Vo, th(t)> dpq (1), (4.31)

due to the weak convergence in LP(R?) of (fi;)-(t) to u1(t) and the strong
convergence in L} (R?) of Vhg 1) to Vhy, (), coming from elliptic regularity.
Then, as 7 — 0 (and possibly passing to a further subsequence) the sequence
in (4.30) converges to (4.31) in the weak L?(0,+00) topology as well. From
this fact we deduce the convergence in the sense of distributions (in time)

+oo

> r0urt) [ (T Vi) du)s™ = [ (T, Vi) din ). (132)
k=0 2 2

since for any ¥ € C?(0, +00) there holds

+o0 oo
ARr (Z 0irlt) [ (V. Thyp) <u1>k+l>

k=0
400

= [ wtrlt/m) [ (V0. Vi ) dm)a (e d.
0 R2

The same for the analogous term involving (u2)**!. About the remainder
term, it is readily seen from (4.27) that

(RS < 5 (sup 2] ) W2 () ()7,

so that by (4.25) we have 32 So(R1)¥H = 0(1) as 7 — 0, and the same holds
for (Ry)%. These estimates on the remainders, (4.32) and its analogous for
20



w2 allow to pass to the limit in (4.28) and (4.29) as 7 — 0: we get, in the
sense of distributions,

d

G [Ledmn®) == [ (Fola). Ty din o),

d (4.33)
ﬁ/wwd“r"(t) = /R2<V90(~””)7th(t>>dﬂz(t),

for any ¢ € C2(R?). Hence, the couple (1 (t), p2(t)), with u(t) = pa (t)—pa(t),
is a distributional solution to (1.1).

Let us conclude with the proof of the energy dissipation formula. Inte-
grating the relations in (4.33) from s to ¢, and subtracting them, one obtains

/RQgpd/,L(t)—/R wdu(s / . (Vhu@y, Vo) d(pi(r) + pa(r)) dr.

Let us sum the corresponding equalities with ¢ = h ;) and ¢ = h (). These
functions are not compactly supported but still the computation makes sense:
indeed, in this case the integrals above are finite, since ® stays bounded along
the flow and we have uniform L* bounds on ju(t) and, from (4.12), uniform
L bounds on Vh,, ). Thanks to (4.6) we obtain

B = B0(6)) = =5 [ [ (T Tl + Ty (1) + (o) .

This relation, holding for any 0 < s < ¢, yields absolute continuity for ¢ —
®(u(t)) and the desired dissipation equality (1.4). O

5. Uniqueness via Lagrangian approach

To prove uniqueness, let T" > 0 be small enough and let us consider two
solutions

(1, 12) € (M2(E) x M3() N L¥((0,T); L¥(2)),
(v1,v2) € (MZ(@) x M3(@) 1 L((0,7); L ()?)

=(

o (1.1)-(1.2), starting from the L°>°(Q)? initial data (u9, u9) and (9, 19) re-
spectively, where u9, u3, 19, 1§ are compactly supported in 2. These solutions
do not give mass to the boundary. As usual, we will let p(t) = p1(t) — pa(t)
and v(t) = v1(t) — v2(t). The following is the proof of the main uniqueness
result. It is global in time in the case = R2. Otherwise we have a short
time result (that is T is such that no mass goes on the boundary for ¢ < T').

Remark 5.1. The global uniqueness in time of L* solutions in presence of
boundary (and such that no mass reenters in the interior) has been proven in
[M] for the single equation of (1.1). Here we present a Lagrangian approach
which makes use of a H~!-Wasserstein estimate as (5.7) below (see also [L],
where the same technique is exploited for the study of the Vlasov-Poisson
equation). Notice that (5.7) fails as soon as some mass reaches the boundary.
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Proof of Theorem 1.2
Let w1 (t), ua(t), v1(t), v2(t) be as above. Existence of such L solutions comes
from Theorem 1.1 and from the following fact: if the initial data are compactly
supported, there exists T' > 0 such that no mass reaches the boundary before
t = T. Indeed, we have a finite speed of propagation property for the masses
involved, since the velocity vector field £Vh, ) is uniformly bounded, as
remarked in the previous section, as soon as we have uniform LP bounds
(p > 4) on wu(t). Therefore, we have solutions which really stay in L>(Q) for
t € (0,T), without leaking of mass to the boundary.

We are going to show that, if u§ = v and p9 = 19, then ui(t) = v1(t)
and pa(t) = va(t) for all t € (0,7). Let U := puf = 1 and U9 := u§ = 18§.
With the lagrangian point of view, we consider the flows associated to the
velocity vector fields of the two equations of (1.1), in correspondence of p

and v. They are defined by
X, = -Vhu(t,X,), X,=-Vh,(tX,), 51)
Y, = Vhu(t,Y,), Y, = Vh,(1,Y,). '

We recall a log-Lipschitz property, satisfied by Vh, when p € L>(2) N
M?2,(Q) (see for instance [MB]). For any ¢ € [0,7') and for small enough |z —1y|
there holds

[Vh,(t,x) — Vh,(t,y)| < Clz —y| [log|z — yl], (5.2)

where C'is a constant depending on ||p||z(q). The log-Lipschitz regularity
ensures the continuity (in both variables) of the flows defined in (5.1). See
[MB].

Then we write the solutions 1, v, e, Vs as

u1 = (XM)#U{), vy = (XV)#U?’
pa = (V)4 U3, vy = (Y,)%U3.
Let us define

Ux (1) ::/Q|Xu(t7x)—X,,(t,x)|2U10(x)dx,

Uy (1) = / Y, (b 2) — Yo (1, 2) PUS () da.
Q
Making use of (5.3) we have

W3 (g (t), (1)) < / & — yI? d[(X,u(t, ), Xo (2, )£ U] (2, )
QxQ

- / X, (b 2) — X, (6, 2)[2 dUD () = W (1),

and analogously for W (ua(t), v2(t)), so that

W3 (pa(t), v () + W3 (u2(t), va(t)) < Ux (t) + Uy (1), (5.4)
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Now we estimate the derivative of ¥ x. Consider that

d

%‘I’X(t)
= Z/QUf(x)<(X”(t,x)—Xl,(t,m)), (=Vhu(t, X,u(t,x)+Vh(t, X, (t,2))))
<2 / UL (@) | X, (t,2) = X (8 2)] [Vhiu(t, X (t, 7)) = Vhy (1, X, (¢, 2))]

< 2/9U?(ac) X (b ) — X (6,2)] (Vi (s Xa(ts2)) — Vo (1 X (2 2))|
+ Q/QU?(JJ) | X, (t,x) — X, (t, )| [Vhy (8, X, (8, 2)) — VR (t, X, (8, 2))] .

By means of the Cauchy-Schwarz inequality we have

%\le(t)
1/2
< 2(Wx ()2 ( | 02 90,3, 0,2 - e X, 1 ) dx)

1/2
+2(Wy(t)? (/Q U () |Vh (t, X u(t, ) — Vh,(t, X, (t,2))|° dx)

(5.5)
We introduce the further notation
o(t) ::/QU?(:C) [V h,(t, X, (t, ) — Vhy (8, X, (8 2)| de,
AH) = /Q U0 (@) [V (1, Xu(t, 2)) — Vo (1, X, (8, 2)) 2 da
Concerning © we have
Ot) = [ [Vhyt.2) = Vhu(t.)” X, (8., U] (0)
- /Q g1 (t,2) [Vhu(t, @) — Vhy(t,2) do (5.6)

< i () zoe @ VAt ) = Vho (t ) 720y

Next we make use of the equivalence of the norms ||Vh,|12q) and
llpllzr-1(q)- Moreover, we take advantage of the inequality

1/2 1/2
lor = pallr-1(0y < max{lpall 2 gy o212 @)} Walpr, p2),  (5.7)

holding for any couple of L* probability densities on 2, as shown in [L,
Proposition 2.8]. Such result naturally extends to densities of positive mea-
sures with same total mass.
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Thus from (5.6) we get
Ot) < [l Lo @ [Vhy = Vi [ 72(q)
< KUY (| o @l (e (8, -) = pa(t,-)) = (vt ) = va(ts )| F-1 )
< 2K U ey (ia (8 ) = va (8 ) oo+l (t ) = vt )1 )
2K UP (170 () (W3 (a (), w1 (8)) 4+ W3 (p2(t), va(t)))
< 2K UT |7 0y (T x (8) + Ty (1)),

where the last inequality follows from (5.4).

In order to find an estimate for A, we take advantage of the log-Lipschitz
inequality (5.2), satisfied by Vh, and Vh,. Choosing T small enough such
that the quantity

[ X5 () = X () e o,y x9)
is small (this is possible since X,,, X, are uniformly continuous), we have,
fort < T,

A < 02/ U0 @) Xt ) — X, (1 2)|? 10g? | X (1 ) — X (8, )] d
Q

2

P

- 4

C? 9
< T‘I’X(t) log” Wx(t),

U ()| Xu(t, 2) — X, (t,2)[* log? | X,u(t, 2) — X, (8, 2)|? da
Q

where we made use of the Jensen inequality.
Inserting the estimates for © and A in (5.5) we obtain

G ws(t) < VR0 ) W () + W ()W (1) + O (1) log W (1)

The estimate for the derivative of Wy is the very same, so that

%\I/y(t) < VRIS 0y U (8) + Wy (W x (1) + Oy (1) Log Wy (1)

Moreover we can find a positive constant M such that
d
@WX(t) S M [\Px(t) + \I’y(t) + \Ifx(t)‘ log\IlX(t)H .

Since the map z — x|log x| is increasing for small z, and since ¥x, ¥y are
small for small T (they are continuous in t), we can also infer, omitting for
simplicity the dependence on ¢,

Uy <M[Ux + Uy + (Ux + Uy)|log(Ux + Uy)]].

Symmetrically for ¥y, there exist a positive constant M’ such that, for small
enough 7',

\i/y <M [\I/y +Ux + (Py + Ux)|log(Ty + \le)” .
Summing the last two inequalities we get

\i/X +\i/y < max{M,M'} [\I/X + Uy + (\I/X +\I/y)|10g(\l/x +\I/y)|].
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Since fog T I‘i“éml = oo for any € > 0, the standard Osgood condition is satisfied
and the differential inequality admits only the zero solution: we conclude that

Ux(t) = Uy (t) = 0. Then we have from (5.4)
W3 (1 (), v1(1) + W3 (p2(t), 12 (t)) <0,
so that pq (t) = v1(¢) and pa(t) = va(t). O
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