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Introduction

A fundamental problem of geometric analysis, and also of geometric mea-
sure theory, is the investigation of the interplay between a surface of a given
manifold and its normal. Typically this investigation consists in the study of
suitable PDEs once a coordinates’ system for the surface has been fixed. In
the spirit of this strategy in this thesis we will study the relationships between
weak solutions of nonlinear first order PDEs and H-regular intrinsic graphs.
H-regular intrinsic graphs are a class of intrinsic regular hypersurfaces in
the setting of the Heisenberg group Hn = Cn × R ' R2n+1, endowed with
a left-invariant not euclidean metric d∞. Here hypersurface simply means a
topological codimension 1 surface and by the words ”intrinsic” and ”regular”
we will mean of notions involving respectively the group structure of Hn and
its differential structure as Carnot-Carathéodory manifold in a sense we will
define below. In particular we will investigate the problem of the regularity
of the parametrization of a hypersurface through well-known results of the
theory of weak solutions of conservation laws, a special class of non linear
first order PDEs, with which we can describe the normal of the hypersurface.

Given an intrinsic graph S = G1
H,φ(ω) = Φ(ω) ⊂ Hn (see Definition 3.1.12

and (8)) where φ : ω ⊂ R2n → R we will study the relationships between
S and φ so that S is an H-regular surface (see Definition 3.1.1) and φ is a
suitable solution of the nonlinear first order PDEs’ system

∇φφ = w in ω , (1)

being ∇φ the family of first order differential operators defined in (9),
w ∈ C0(ω; R2n−1) prescribed. In the first Heisenberg group H1 (1) reads as
the classical Burgers’ equation whereas in highest Heisenberg groups, i.e. Hn

with n ≥ 2, it is a real nonlinear system. In [4] W φφ has been recognized
as intrinsic gradient of φ in a suitable differential structure projected on R2n

from the CC differential structure of Hn through the graph parameterization
Φ : ω → S as we will define below.

The notion of regular surface in Carnot groups, of whichHn is the simplest
example, and in a more general metric space has been investigated in order to

iii



iv Introduction

study the classical problem of geometric measure theory of defining regular
surfaces, different measures on them and minimal surfaces. This study has
been carried out by many authors during the last thirty years and a general
account of the many facets and contributions is far beyond the aim of this
introduction. Here we limit ourselves to recommend the reader to the general
monographs [46, 63, 65, 66, 81, 80, 76, 25], to the articles [83, 47, 48, 68, 24,
64, 60, 26, 1, 55, 82, 56, 57, 73, 44, 85, 78, 29, 30, 58, 77, 3, 32] and references
therein.

The notion of intrinsic graph has been introduced in [58] in the setting
of a Carnot group and deeply studied in the setting of Hn in [4], although it
was already implicitly used in [55].

Intrinsic graphs in Carnot groups had two main applications so far. The
first application has been in the theory of rectifiability in Carnot groups.
Indeed in [57] classical De Giorgi’s rectifiability and divergence theorems for
sets of finite perimeter was fully extended to a Carnot group of step 2. Let us
point out that recently an interesting application of this rectifiability result
provided in [27] a counterexample in the framework of theoretical computer
science. The second one has been in the framework of the Bernstein problem
in Hn. Namely in [11] it has been proved that an entire perimeter minimizing
regular intrinsic graph in the first Heisenberg groupH1 has to be a an intrinsic
plane (see also [43] and [45] for an extension to a wider class of surfaces in
H1). Let us recall that the classical notion of Euclidean graph in Hn ' R2n+1

does not apply in the two previous topics as proved respectively in [1] for
the problem of rectifiability in Hn (see also [69]) and in [29, 61, 89] for the
Bernstein problem in H1.

The Heisenberg group Hn = Cn × R ' R2n+1 is the simplest example
of Carnot group, endowed with a left- invariant metric d∞ equivalent to
its Carnot-Carathéodory (CC) metric, but not equivalent to the euclidean
metric. We shall denote the points of Hn by P = (z, t) = (x + iy, t),
z ∈ Cn, x, y ∈ Rn, t ∈ R, and also by P = (x1, . . . , xn, y1, . . . , yn, t) =
(x1, . . . , xn, xn+1, . . . , x2n, t). If P = (z, t), Q = (ζ, τ) ∈ Hn and r > 0,
following the notations of [92], where the reader can find an exhaustive in-
troduction to the Heisenberg group, we define the group operation

P ·Q :=

(
z + ζ, t + τ − 1

2
=m(z · ζ̄)

)
(2)

and the family of non isotropic dilations

δr(P ) := (rz, r2t), for r > 0. (3)

We denote as P−1 := (−z,−t) the inverse of P and as e the origin of R2n+1.
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Moreover Hn can be endowed with the homogeneous norm

‖P‖∞ := max{|z|, |t|1/2} (4)

and the distance d∞ we shall deal with is defined as

d∞(P,Q) := ‖P−1 ·Q‖∞. (5)

(Hn, d∞) provides the simplest example of a metric space that is not
Euclidean, even locally, but is still endowed with a sufficiently rich compat-
ible underlying structure, due to the existence of intrinsic families of left
translations and dilations respectively induced from the group law (2.1) and
dilations (2.2). Indeed, the geometry of Hn is noneuclidean at every scale,
since it was proved in [91] that there are no bi-Lipschitz maps from Hn to
any Euclidean space. It is well-known that Hn is a Lie group of topological
dimension 2n+1, whereas the Hausdorff dimension of (Hn, d∞) is Q := 2n+2
(see Proposition 2.1.13).
Hn is a Carnot group of step 2. Indeed its Lie algebra hn is (linearly)

generated by

Xj =
∂

∂xj

− yj

2

∂

∂t
, Yj =

∂

∂yj

+
xj

2

∂

∂t
, for j = 1, . . . , n; T =

∂

∂t
,

(6)
and the only non-trivial commutator relations are

[Xj, Yj] = T, for j = 1, . . . , n.

We shall identify vector fields and associated first order differential opera-
tors; thus the vector fields X1, . . . , Xn, Y1, . . . , Yn generate a vector bundle
on Hn, the so called horizontal vector bundle HHn according to the notation
of Gromov (see [64]), that is a vector subbundle of THn, the tangent vector
bundle of Hn.

To introduce our results, let us start by recalling some related notions
already existing in the literature. The two key points we want to stress now
are the notions of intrinsic regular hypersurface and graph in Hn. A general
and more complete discussion of these topics in Carnot groups can be found
in [58].

Let us recall that in the Euclidean setting Rn, a C1-hypersurface can be
equivalently viewed as the (local) set of zeros of a function f : Rn → R
with non-vanishing gradient. Such a notion was easily transposed in [55]
to the Heisenberg group, since an intrinsic notion of C1

H-functions has been
introduced by Folland and Stein (see [53]): we can state that a continuous real
function f on Hn belongs to C1

H(Hn) if its horizontal gradient ∇Hf , defined
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by ∇Hf := (X1f, . . . , Xnf, Y1f, . . . , Ynf) in the sense of distributions, is a
continuous vector-valued function. We shall say that S ⊂ Hn is an H -regular
hypersurface if it is locally defined as the set of points P ∈ Hn such that
f(P ) = 0, provided that ∇Hf 6= 0 on S (see Definition 3.1.1). Since it is
not restrictive we will deal in the following with H-regular surfaces S which
are locally zero level sets of function f ∈ C1

H with X1f 6= 0. We can also
define the horizontal normal to S at a point P ∈ S νS(P ), as the unit vector

νS(P ) := − ∇Hf(P )

|∇Hf(P )|P ∈ HHn
P .

First of all, we point out that the class of H -regular surfaces is deeply
different from the class of Euclidean regular surfaces, in the sense that there
are H -regular surfaces in H1 ' R3 that are (Euclidean) fractal sets (see
[69]), and conversely there are continuously differentiable 2-submanifolds in
R3 that are not H-regular hypersurfaces (see [55], Remark 6.2). We notice
that Euclidean continuously differentiable 2n-manifolds are H -regular sur-
faces provided they do not contain characteristic points, i.e. points P such
that the Euclidean tangent space at P coincides with the horizontal fiber
HHn

P at P . According to Frobenius’ Theorem, for a general smooth mani-
fold, the set of characteristic points has empty interior; in fact there are few
characteristic points ([9], [77]).

The important point supporting the choice of the notion is the fact that
this definition yields an Implicit Function Theorem, proved in [55] for the
Heisenberg group and in [56] for a general Carnot group (see also [32] for an
extension to a CC metric space), so that a H-regular surface locally is a X1-
graph, namely (see Definition 3.1.12) there is a continuous parameterization
of S

Φ : ω ⊂ (V1, | · |) → (S, d∞) (7)

Φ(A) := A · (φ(A)e1) (8)

where φ : ω → R is continuous, V1 := {(x, y, t) ∈ Hn : x1 = 0}, ω ⊂ V1,
{ej : j = 1, . . . , 2n + 1} denotes the standard basis in R2n+1 ' Hn and
we consider | · | the Euclidean distance on V1 ' R2n, (see Theorem 3.1.13).
In general, such a parameterization is not continuously differentiable or even
Lipschitz continuous. Indeed it has been proved in [69] that generally its best
Hölder continuous regularity turns out to be of order 1/2 with respect to the
distances given in (7). A natural question arising is the characterization
of the functions φ : ω → R such that S = G1

H,φ(ω) = Φ(ω) is H regular.
A characterization has been proposed in [4, 94], see [32] too. Through a
natural identification between V1 and R2n = Rη ×R2n−2×Rτ , they consider
the parametrization φ as a suitable solution of the nonlinear first order PDEs’
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system (1) ∇φφ = w in ω , being ∇φ the family of first order differential
operators defined as

∇φ
j :=





∂

∂vj

− vj+n

2

∂

∂τ
if 2 ≤ j ≤ n

∂

∂η
+ φ

∂

∂τ
if j = n + 1

∂

∂vj

+
vj−n

2

∂

∂τ
if n + 2 ≤ j ≤ 2n,

(9)

when n ≥ 2 while when n = 1 as ∇φ = ∇φ
2 :=

∂

∂η
+ φ

∂

∂τ
.

In particular let us notice the (nonlinear) differential operator

C1(ω) 3 φ → Bφ := ∇φ
n+1φ (10)

is a Burgers’ type operator which can be also represented in distributional
form as

Bφ =
∂φ

∂η
+

1

2

∂φ2

∂τ

In [4] it has been proved that each H-regular graph G1
H,φ(ω) admits an

intrinsic gradient ∇φφ ∈ C0(ω;R2n), in the sense of distributions, which
shares a lot of properties with the Euclidean gradient.

Let us recall that the problem of characterizing intrinsic regular graphs
was studied also in [32] in the general setting of a CC space. Moreover also
a notion of intrinsic Lipschitz graph in Hn has been introduced in [54] and a
study similar to the one in [4] has been recently carried out in [7] in the case
of H-regular intrinsic graphs in Hn with codimension bigger than 1.

In [4] ∇φφ has been characterized as intrinsic gradient of φ in a suitable
differential structure projected on R2n from the CC differential structure of
Hn through the graph parameterization Φ : ω → S. The main results of [4]
(Theorems 1.2 and 1.3) prove that if φ : ω → R is a continuous function, then
S = Φ(ω) = G1

H,φ(ω) is an H-regular surface if and only if the distribution

∇φφ is represented by a function w = (w2, ..., w2n) ∈ C0(ω;R2n−1) and there
exists a family (φε)ε>0 ⊂ C1(ω) such that, for any open set ω′ b ω, we have

φε → φ and ∇φεφε → w uniformly in ω′. (11)

Moreover, for every P ∈ S, the horizontal normal to S νS can be repre-
sented by

νS(P ) =

(
− 1√

1 + |∇φφ|2 ,
∇φφ√

1 + |∇φφ|2

)
(Φ−1(P )). (12)
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This characterization motives the methods and techniques used in our
work. Indeed they draw mainly from the theory of nonlinear first order PDEs
and from the study of Burgers’ equation. In particular it is fundamental the
study of two classes of weak solutions of PDEs: the distributional solutions
of the equation φη + φφτ = w (see definition 1.1.2) and the broad* solutions
of the system (1), i.e. (see definition 3.3.1) a continuous function φ : ω ⊆
R2n → R such that for every A ∈ ω, ∀ j = 2, ..., 2n there exists an exponential
map,

γB
j (s) = exp(s∇φ

j )(B) : [−δ2, δ2]× Iδ2(A) → Iδ1(A) b ω

where 0 < δ2 < δ1, s ∈ [−δ2, δ2] such that ∀B ∈ Iδ2(A)

(E.1) γB
j ∈ C1([−δ2, δ2])

(E.2)

{
γ̇B

j = ∇φ
j ◦ γB

j

γB
j (0) = B

(E.3) φ
(
γB

j (s)
)− φ

(
γB

j (0)
)

=

∫ s

0

wj

(
γB

j (r)
)

dr ∀ s ∈ [−δ2, δ2]

In fact, as we will explain below, some of our main results are the fol-
lowing characterizations: if φ ∈ C0(ω) and w ∈ C0(ω,R2n−1) the following
conditions are equivalent:

i S = G1
H,φ(ω) is an H-regular hypersurfaces in Hn and ∀P ∈ S

νS(P ) =

(
− 1√

1 + |w|2 ,
w√

1 + |w|2

)
(Φ−1(P )).

ii φ is a broad* solution of the system ∇φφ = w.

iii φ is a distributional solution of the system ∇φφ = w.

The continuity of the broad* and distributional solutions plays a central
rule in the discussion: indeed when the function φ is continuous, the concepts
of distributional and broad* solution are the same.

The structure of the thesis is the following. In chapter 1 we provide
a complete exposition of preliminary and classical results about the theory
of conservation laws. As we said before, the fundamental concept of weak
solution is investigated. Following [21, 51, 70] we study the broad solution
u : ω = (0, T )× (−r0, r0) ⊆ R2

t,x → R for the quasilinear conservation law

ut + uux = g(t, x)
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and distributional solution for the general equation
{

ut + f(u)x = g(t, x) in ω
u(0, x) = u0(x) on {0} × [−r0, r0]

(13)

In general, a distributional solution of problem (13) could be not unique,
see example 1.1.4. In particular distributional solutions are not smooth, but
could be discontinuous. Kružhkov define in [70] a special class of distribu-
tional solutions, the entropy solutions, which are physically admissible and
prove an important uniqueness Theorem for this kind of solutions, see [13].

In section 1.5 we give a short introduction to the study of the Hamilton-
Jacobi equation

ut + H(ux) = G(t, x), (14)

see [37, 38, 39, 51, 74]. In particular we study the notion of viscosity solution
of (14) and the link between the viscosity solution of (14) and the entropy so-

lution of the conservation law ut+H(u)x = g(t, x), where g(t, x) =
∂

∂x
G(t, x).

Chapter 2 is devoted to a complete description of the Heisenberg group
Hn, that we introduced in the first part of this introduction. After the
recalling of the most important and well-know definitions and preliminary
results, we give an exhaustive exposition of multilinear algebra in Hn, follow-
ing [8, 52, 58, 59]. In section 2.4 we revisit the theory of the Rumin complex
[90], a complex of intrinsic differential forms that fits the structure of Hn in
the same way as De Rham complex does in Euclidean space. We prove an
interesting generalization of some results of [59] in Hn. We define the opera-
tor curlH through the Rumin theory and we write explicitly its components.
Then we establish the explicit compatibility’s conditions for the existence of
a primitive of F = (F1, ..., F2n) with Fj ∈ D′(Ω), where Ω ⊂ Hn is open and
simply connected: similarly to the classical Poincarè Lemma in Euclidean
setting, there exists f ∈ D′(Ω) such that ∇Hf = F if and only if curlHF = 0,
where the equalities have to be understood in distributional sense.

Chapter 3 is dedicated to the study of intrinsic H-regular hypersurfaces in
Hn. As we said, a subset S ⊂ Hn is an H-regular hypersurfaces if it is locally
defined as zero’s level set of a non critical function f ∈ C1

H(Hn), i.e. ∇Hf 6= 0
on S. In this chapter we recall the most important Theorem about H-regular
hypersurfaces, following [4, 32, 54, 55, 56, 57, 58, 69, 64, 76, 81, 94]. In
particular we study the Implicit Function Theorem and the intrinsic gradient
∇φφ, about which we discussed in the first part of this introduction. The
most important original result of this chapter is Theorem 3.3.12, an Hölder
continuous regularity result for broad* solutions which extends a previous
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one given in [4] for C1 regular solution φ of the system ∇φφ = w (see [4],
Theorem 5.8). This technical Theorem will be the central point of the proofs
of the characterization of the parametrization φ of H-regular hypersurfaces
(Theorem 0.0.2) and of their euclidean regularity results (Theorems 0.0.4 and
0.0.5).

In section 3.4 we consider some regularity problems about the parame-
trization Φ of S H-regular hypersurface, that are written in collaboration with
D.Vittone [20]. Namely we are able to give a negative answer to the question
of extending an interesting result of Lipschitz regularity, done by D. R. Cole
and S. Pauls in [34] for C1 surface S in H1, to general H-regular surfaces.
Φ : (R2, %) → (H1, d∞) cannot be bi-Lipschitz where %

(
(x, z), (x′, z′)

)
:= |x−

x′|+|z−z′|1/2, see Theorem 3.4.2. The idea for constructing a counterexample
lies in the possibility of finding H-regular surfaces which are connected by
curves with finite length, and to notice that the parabolic plane (R2, %) does
not share this property. This first result was obtained by D. Vittone in [94]
with the help of G. Citti and Z. Balogh.

An other question risen in [69] was to understand whether the map Φ
belongs to some Sobolev class W 1,p

m ((ω, d), (Hn, dc)) of maps between metric
spaces. We are able to answer in the negative also to this second question:

Theorem 0.0.1. The parametrization Φ : ω → S of an H-regular surface
S does not belong to W 1,p

m ((ω, d), (Hn, d∞)) for any 1 ≤ p ≤ +∞ when d is
the Euclidean distance on ω. The same result holds when d is the distance
d∞|ω on ω ⊂ V1 ' R2n provided Φ is not the inclusion map ω ↪→ Hn (i.e. if
φ 6≡ 0).

In chapter 4 we explain the original results obtained in collaboration
with professor Serra Cassano and exposed in [18, 19]. As we said in our
context the notion of broad* solution can be understood as a notion of C1-
differentiability with respect to the vector fields ∇φ. Indeed we prove that
the notions of H-regular hypersurface and the one of broad* solution of the
system (1) are equivalent.

Theorem 0.0.2. Let ω ⊂ R2n be an open set and let φ : ω → R and
w = (w2, ..., w2n) : ω → R2n−1 be continuous functions. Then the following
conditions are equivalent:

i
φ is a broad* solution of the system ∇φφ = w in ω ; (15)

ii S = G1
H,φ(ω) is H-regular and ν

(1)
S (P ) < 0 for all P ∈ S, where we denote

with νS(P ) =
(
ν

(1)
S (P ), ..., ν

(2n)
S (P )

)
the horizontal normal to S at a
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point P ∈ S. Moreover

νS(P ) =

(
− 1√

1 + |∇φφ|2 ,
∇φφ√

1 + |∇φφ|2

)
(
Φ−1(P )

)

∀P ∈ S where ∇φφ denotes the intrinsic gradient of φ.

Let us explicitly point out that Theorem 0.0.2 extends the characte-
rization of H-regular intrinsic graphs contained in [4] (see Theorems 3.2.12
and 3.3.9). Indeed the results contained in [4] yield the thesis of Theorem
0.0.2 provided the additional assumption that φ is little Hölder continuous
of order 1/2 (see Lemma 4.1.2) is made. Here the key step to the proof of
Theorem 0.0.2 will be to gain 1/2-little Hölder continuity when φ is supposed
to be only a (continuous) broad* solution of the system (1) (see Theorem
3.3.12).

Theorem 0.0.2 also yields that each Lipschitz continuous solution φ of
the system (1) with w continuous induces a H-regular graph (see Corollary
4.1.4). Moreover a broad* solution of (1) turns out to be also a distributional
solution (see Corollary 4.1.5).

In section 4.2 we prove a second new characterization of the parametriza-
tion of H-regular hypersurfaces. By the link between continuous broad* solu-
tions and continuous distributional solutions of Burgers’ equation, obtained
by a result of [42] (see Theorem 1.4.17), we can show the following:

Theorem 0.0.3. Let ω ⊂ R2n be an open set and let φ : ω → R be a
continuous function. The following conditions are equivalent:

i S := Φ(ω) is an H-regular hypersurface.

ii There exists w = (w2, . . . , w2n) ∈ C0(ω;R2n−1) such that φ is a distribu-
tional solution of the system (1).

The characterization given in Theorem 0.0.3 is the exact counterpart of
the distributional one in the Euclidean setting. Namely a function φ ∈ C1(ω)
can be understood as a continuous distributional solution of ∇φ = w in ω,
provided w ∈ C0(ω;Rm) and ω ⊂ Rm open set. Let us observe that the
strong approximation assumption (11) is not required in the statement ii of
Theorem 0.0.3. Its equivalence to the statement of Theorems 1.2 and 1.3 of
[4] is not immediate. Our strategy will be to prove the equivalence between
the statement ii of Theorem 0.0.3 and the statement i of Theorem 0.0.2.

On the other hand we do not know whether the approximation (11) can
be directly obtained by recoursing to technical devices like mollification or
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approximation by vanishing viscosity of the continuous distributional solu-
tions of the system (1). A very deep study of vanishing viscosity solutions
with bounded variation of nonlinear hyperbolic systems has been carried out
in [15] (see also the remark in [15], section 1.3). This study does not seem to
apply to our context where the solution is supposed to be only continuous.

In the section 4.3 a local uniqueness result for broad* solutions of (1)
uniformly bounded in ω is also given provided initial conditions (see Theorem
4.3.1). As far as the existence of broad* solutions for (4.1) is concerned we
will prove that there will always be broad* solutions for any assigned initial
conditions but for suitable data w (see Theorem 4.3.4). In the case n ≥ 2
compatibility’s conditions among the components of w are needed for the
existence of broad* solutions as pointed out in Theorem 4.3.5 and Remark
4.3.6.

In the section 4.4 we will study the Euclidean regularity of an H-regular
graph S = G1

H,φ(ω) through the regularity of its intrinsic gradient ∇φφ.

Theorem 0.0.4. Let ω ⊂ R2n be an open set, let G1
H,φ(ω) be H-regular in Hn

and let us assume the component of its intrinsic gradient ∇φ
n+1φ ∈ Liploc(ω).

Then φ ∈ Liploc(ω).

Let us point out that Theorem 0.0.4 is sharp. Indeed in [11], Example
2.8 it has been proved that if φ : ω := (−1, 1)×R→ R, φ(η, τ) := τ

η+ τ
|τ |

then

φ ∈ Liploc(ω) \ C1(ω), G1
H,φ(ω) is H-regular in H1 and its intrinsic gradient

∇φφ ≡ 0 in ω.
Weakening the assumption ∇φ

n+1φ ∈ Lip(ω) with ∇φ
n+1φ ∈ C0,α(ω) the

thesis of Theorem 0.0.4 can fail. For instance, if n = 1 by [4] Corollary 5.11
(see also [94]) we can construct for each α ∈ (

1
2
, 1

)
a function φ ∈ C0,α(ω)

such that G1
H,φ(ω) is H-regular and ∇φφ ∈ C0,2α−1(ω).

Moreover a regularizing effect is stressed when n ≥ 2 by an higher regu-
larity result which fails if n = 1 (see also Theorem 4.4.5, Corollary 4.4.6 and
Remark 4.4.7).

Theorem 0.0.5. Let n ≥ 2, ω ⊆ R2n be an open set and let φ ∈ Lip(ω)
and w = (w2, . . . ., w2n) ∈ Lip(ω;R2n−1) such that ∇φφ = w a.e. in ω. Then
φ ∈ C1(ω).

As a consequence of this study we will get a (local) uniqueness result for
H-regular graphs of a prescribed horizontal normal (see Corollary 4.3.3).

Eventually let us point out that this regularity technique could help in the
approach to the difficult problem of the regularity for the minimizers of sets of
finite H-perimeter in Hn (see Definition 2.2.25). Indeed, by analogy with the
Euclidean setting, a key tool was to get regularity for a set of finite perimeter
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by means of the regularity of its generalized normal (see, for instance, [62],
Theorem 4.11). Some problems related to this topic have been studied in
[86, 29, 28, 87, 30, 89, 31] for sets whose boundary is an Euclidean graph and
in [4, 22, 23] for sets whose boundary is an intrinsic graph, assuming at least
Lipschitz regularity. On the other hand Theorem 0.0.4 could be applied to
H-perimeter minimizing intrinsic graphs which, a priori, could be less regular
than Lipschitz.
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Ck(Ω) continuously k-differentiable real functions in Ω
Ck

c (Ω) functions in Ck(Ω) with compact support in Ω
γ̇ time derivative of a curve γ
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||P ||M norma of P ∈ (M,dM)
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m (M, µ,N) metrical Sobolev space of u : M → N with respect to a measure µ
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div H horizontal divergence
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C1
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Chapter 1

Non linear first-order PDEs

A scalar conservation law in one dimensional space is a first-order partial
differential equation of the type

ut + f(u)x = 0 (1.1)

with the initial condition
u(0, x) = u0(x) (1.2)

where x ∈ [−r0, r0] ⊂ R, t ∈ [0, T ]. This equation is called conservation
law because u represents a conserved quantity: the quantity u is neither cre-
ated or destroyed: the total amount of u contained inside any given interval
[−r0, r0] can change only due to the flow of u across the two endpoints. In
fact, integrating (1.1) over [−r0, r0] we obtain

d

dt

∫ r0

−r0

u(t, x) dx =

∫ r0

−r0

ut(t, x) dx = −
∫ r0

−r0

f(u(t, x))x dx = f(u(t,−r0))−f(u(t, r0)).

Example 1.0.6. Let us recall some physical example of conservation laws:
the Euler’s equations for compressible gas flow in one dimension. Let ρ be the
mass, v the velocity, E the energy density per unit mass and p the pressure

ρt + (ρv)x = 0 conservation of mass
(ρv)t + (ρv2 + p)x = 0 conservation of momentum
(ρE)t + (ρEv + pv)x = 0 conservation of energy

By a classical solution of (1.1) we main a continuously differentiable
function u = u(t, x) which satisfies (1.1) at every point of the domain. In
this case the initial condition (1.2) must be regular: u0 ∈ C1([−r0, r0]).
When the initial condition is only locally integrable, we have to give an
other interpretation to our ”solution”, that becomes a weak solution. We
will speak about different definitions of solution u, that can be discontinuous
too:

1
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distributional solution : ∀ϕ ∈ C1
c ([0, T ]× [−r0, r0]) we have

∫ T

0

∫ r0

−r0

[uϕt + f(u)ϕx] dtdx = 0;

entropy solution : a distributional solutions of (1.1) which is physically
admissible in a suitable sense;

broad solution : the function u depends by particular integral curves, the
characteristics.

We will study distributional solutions for the general equation in section
1.1, entropy solutions for the general equation in sections 1.2 and 1.3 and
broad solutions for the semilinear and quasilinear equation in section 1.4.
In section 1.5 we give a short introduction to the study of Hamilton Jacobi
equation ut + H(ux) = G(t, x), see [37, 38, 39, 51, 74]. In particular we
study the notion of viscosity solution of this equation and its equivalence
with the entropy solution of the conservation law ut +H(u)x = g(t, x), where

g(t, x) =
∂

∂x
G(t, x).

1.1 Distributional Solutions of Conservation

Laws

In this section we will study the general conservation law ut + f(u)x = g. Its
solution is not smooth in general, but it can be discontinuous, see examples
1.1.5, 1.2.1 and 1.4.14). We will so study the notion of distributional solution,
see [6, 14, 21, 35, 41, 50, 51, 70, 72]. In the following let us indicate I =
(−r0, r0), T > 0, ω = (0, T )× (−r0, r0).

Definition 1.1.1. A locally measurable function u : ω → R is a distributional
solution of the PDE

ut(t, x) + f(u(t, x))x = g(t, x) (1.3)

where f ∈ Liploc(R) and g : ω → R if
∫

ω

[uϕt + f(u)ϕx + gϕ] dx dt = 0 ∀ϕ ∈ C1
c (ω) (1.4)

Let us now consider the Cauchy problem
{

ut(t, x) + f(u(t, x))x = g(t, x) in ω
u(0, x) = u0(x) in {0} × I

(1.5)
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Definition 1.1.2. We say that u ∈ C0([0, T ], L1
loc(I)) is a distributional

solution of the Cauchy problem (1.5) with u0 ∈ L1
loc(I) if ∀ϕ ∈ C1

c (ω)

∫

ω

[uϕt + f(u)ϕx + gϕ] dx dt +

∫ r0

−r0

u0(x)ϕ(0, x)dx = 0, (1.6)

and lim
t→0+

‖ u(t, ·)− u0 ‖L1
loc(I)= 0.

As we said distributional solution can be discontinuous. Let us study a
condition that a distributional solution u must satisfy on his lines of discon-
tinuity.
Let us consider an open region V ⊆ ω and a function u : V → R with jumps
on a finite number of curves: for example let us suppose in the open region
V that u is smooth on either side of a smooth curve C, that we can represent
parametrically as

C = {(t, x) ∈ V : x = s(t)} for some smooth function s : (0, T ) → R.

Let V− be the part of V on the left of the curve and V+ the part on the right.
Let us denote with u− the left limit of u to C and u+ the right limit, i.e.
∀ t ∈ (0, T )

u−(t) := lim
x→s(t)−

u(t, x) u+(t) := lim
x→s(t)+

u(t, x).

We give a jump condition, the Rankine-Hugoniot condition, that ensures that
u is a distributional solution of (1.3), see [21, 35, 51].

Theorem 1.1.3. Let us assume in V− and V+ that u is a distributional
solution of (1.3) and that its first derivatives are uniformly continuous. If u
is a distributional solution of (1.3) in V then

f(u+)− f(u−) = ṡ(u+ − u−). (1.7)

Proof. Let us choose in (1.4) ϕ ∈ C1
c (V−). Since ϕ vanishes near the bound-

ary of V−, integrating by part we obtain

0 =

∫

ω

[uϕt + f(u)ϕx + gϕ] dx dt = −
∫

ω

[ut + f(u)x − g] ϕdx dt (1.8)

(1.8) holds ∀ϕ ∈ C1
c (V−), and so we have

ut + f(u)x − g = 0 in V− (1.9)
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In the same way we obtain

ut + f(u)x − g = 0 in V+ (1.10)

Let us select now ϕ ∈ C1
c (V ), which does not necessarily vanish along C.

Again employing (1.4) we deduce

0 =

∫

ω

[uϕt + f(u)ϕx + gϕ] dx dt =

=

∫

V−
[uϕt + f(u)ϕx + gϕ] dx dt +

∫

V+

[uϕt + f(u)ϕx + gϕ] dx dt. (1.11)

Since ϕ has compact support within V , we obtain by (1.9)
∫

V−
[uϕt + f(u)ϕx + gϕ] dx dt = −

∫

V−
[ut + f(u)x − g] ϕdx dt+ (1.12)

+

∫

C

(
u−ν1 + f(u−)ν2

)
ϕdl =

∫

C

(
u−ν1 + f(u−)ν2

)
ϕdl

where ν = (ν1, ν2) is the unit normal to the curve C, pointing from V− into
V+. Similarly, we obtain by (1.10)

∫

V+

[uϕt + f(u)ϕx + gϕ] dx dt =

∫

C

(
u+ν1 + f(u+)ν2

)
ϕdl. (1.13)

Adding (1.12) and (1.13) and recalling (1.11), we have (1.12) and (1.13) and
recalling (1.11), we have

∫

C

[
(u+ − u−)ν1 + (f(u+)− f(u−))ν2

]
ϕdl = 0 ∀ϕ ∈ C1

c (V )

and then

(u+ − u−)ν1 + (f(u+)− f(u−))ν2 = 0 along C (1.14)

Let us take ν = (ν1, ν2) = (1 + ṡ2)−
1
2 (−ṡ, 1). (1.14) implies

f(u+)− f(u−) = ṡ(u+ − u−)

in V , along the curve C. We obtain so the thesis.

The Rankine-Hugoniot relation expresses the fact that the component of
the vector field (u, f) in the direction normal to the line of discontinuity is
continuous across the line of discontinuity. There are some generalizations
of this condition, let us recall the following in the case g ≡ 0.
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Theorem 1.1.4. Let u : ω → R be a measurable, bounded and Lipschitz func-
tion with a line of discontinuity C = {(t, s(t))}. Then u is a distributional
solution of (1.3) if and only if the equation holds at almost every point of
ω and across the line of discontinuity the Rankine-Hugoniot condition (1.7)
holds for almost every t ∈ (0, T ).

Proof. See [21], chapter 4.

Example 1.1.5. Let us consider the Cauchy problem




ut +

(
u2

2

)

x

= 0 in (0, T )× R

u(0, x) = −2

3

√
3x in R

(1.15)

It is easy to verify that

u(t, x) =

{
−2

3

(
t +

√
3x + t2

)
if 3x + t2 > 0

0 if 3x + t2 ≤ 0
(1.16)

is a classical solution in the regions {3x + t2 > 0} and {3x + t2 ≤ 0}, but it
is not a distributional solution of (1.15) on (0, T ) × R. Indeed let us notice
that the Rankine-Hugoniot condition (1.7) does not hold: along the line of

discontinuity x = −1

3
t2 we have

u+(t) = −2

3
t, u−(t) = 0, ṡ(t) = −2

3
t

f (u+(t)) =
2t2

9
, f (u−(t)) = 0.

Then condition (1.7) becomes

2t2

9
=

4t2

9

that’s false for t > 0. Let us observe that a distributional solution of (1.15)
on (0, T )× R is

u(t, x) =

{
−2

3

(
t +

√
3x + t2

)
if 4x + t2 > 0

0 if 4x + t2 ≤ 0
(1.17)

Indeed the Rankine-Hugoniot condition (1.7) holds: along the line of discon-
tinuity x = −1

4
t2 we have

u+(t) = −t, u−(t) = 0, ṡ(t) = − t

2
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f (u+(t)) =
t2

2
, f (u−(t)) = 0.

and the condition (1.7) becomes

t2

2
=

(
− t

2

)
· (−t) .

¤

1.2 Entropy Solutions of Conservation Laws

Definition 1.1.2 of distributional solution to the problem (1.5) is not stringent
enough to single out a unique solution.

Example 1.2.1. Let us consider the Burgers’ equation

ut +

(
u2

2

)

x

= 0

with initial data

u0(x) =

{
1 if x ≥ 0
0 if x < 0

For every α ∈ (0, 1) let us define the piecewise constant function uα : [0, T ]×
R→ R as

uα(t, x) :=





0 if x < αt
2

α if αt
2
≤ x ≤ (α+1)t

2

1 if x ≥ (α+1)t
2

Then each uα is a solution to the Cauchy problem, because it satisfies the
equation a.e. and the Rankine-Hugoniot condition (1.7) holds along the two

lines of discontinuity γ1(t) = αt
2

and γ2(t) = (α+1)t
2

. ¤

In order to achieve the uniqueness and continuous dependence of the ini-
tial data, the notion of distributional solution must be supplemented with
further admissibility conditions, possibly motivated by physical considera-
tions, see [21]. This conditions are usually called entropy conditions because
they are motivated by the second law of thermodynamics for gas dynamics.

Definition 1.2.2. Let f ∈ Liploc(R). Two smooth functions e, d : R → R
comprise an entropy/entropy-flux for the conservation law ut+f(u)x = g(t, x)
provided

i e is convex
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ii e′ · f ′ = d′

Remark 1.2.3. Any convex function e : R→ R provides an entropy. Indeed
the condition ii of definition 1.2.2 reduces to the ODE d′(u) = e′(u)f ′(u). As
entropy flux one can take

d(u) =

∫ u

c

e′(v)f ′(v) dv.

The lower limit of the integral is an arbitrary constant.

Definition 1.2.4. Let f ∈ Liploc(R), g ∈ L1(ω), u0 ∈ L∞(I). We call
u ∈ C0([0, T ]; L1(I)) ∩ L∞(ω) an entropy solution of

{
ut + f(u)x = g(t, x) in ω
u = u0 on {0} × I

(1.18)

provided that u satisfies

i ∀ϕ ∈ C∞
c (ω) with ϕ ≥ 0

∫

ω

[e(u)ϕt + d(u)ϕx + e′(u)gϕ] dt dx ≥ 0,

for each smooth entropy/entropy flux pairs e, d : R→ R of the conser-
vation law ut + f(u)x = g(t, x)

ii limt→0+ ‖ u(t, ·)− u0 ‖L1(I)= 0.

Remark 1.2.5. Suppose that u is a smooth solution of ut + f(u)x − g = 0.
Then, multiplying the equation by e′(u)

0 = ut + f(u)x − g = e′(u)ut + e′(u)f ′(u)ux − e′(u)g = e(u)t + d(u)x − e′(u)g
(1.19)

In general distributional solution of (1.1) will not be smooth enough,
owing to shocks and other irregularities, to justify the foregoing computation.
The idea is instead to replace (1.19) with an inequality

e(u)t + d(u)x − e′(u)g ≤ 0 in ω. (1.20)

In the case g ≡ 0, equation (1.19) says that the quantity e(u) satisfies a
scalar conservation law. In applications e(u) will sometimes be the negative
of physical entropy and d(u) the entropy flux. The inequality (1.20) therefore
asserts entropy evolves according to its flux, but may also undergo sharp
increases, for instance along shocks.
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Remark 1.2.6. Condition i of definition 1.2.4 imposes a restriction only on
lines of discontinuity. Indeed, let u be a Lipschitz function with a line of
discontinuity C parametrizated by s(t). Then u is an entropy solution if and
only if

ṡ [e(u+)− e(u−)] ≥ d(u+)− d(u−). (1.21)

The statement is right for a function u ∈ BV (ω), for the proof in case g ≡ 0
see [21] chapter 4, the generalization to case g 6= 0 is given in [41], Theorem
1.8.2 and section 4.3.

Volpert [95] introduce an equivalent definition of entropy solution for
scalar conservation laws, as we say in the following lemma:

Lemma 1.2.7. Let f ∈ Liploc(R), g ∈ L1(ω), u0 ∈ L∞(I). u ∈ C0([0, T ]; L1(I))∩
L∞(ω) is an entropy solution of (1.18) if and only if

|u−k|t+ ∂

∂x
[sign(u−k)(f(u)+f(k))] ≤ g sign(u−k) ∀ k ∈ R in D′(ω)

(1.22)
and limt→0+ ‖ u(t, ·)− u0 ‖L1(I)= 0.

Remark 1.2.8. Notice that for each k ∈ R

e(u) = |u− k|, d(u) = sgn(u− k)(f(u)− f(k))

are Lipschitz entropy/entropy flux pairs for the conservation law (1.18).

We will see in Theorem 1.5.9 that a continuous distributional solution of
(1.18) is an entropy solution too. At the moment let us recall that a well-
known method to construct an entropy solution u of the problem (1.18) is
the approximation of u by suitable regular solutions, (see for instance [21]
section 4.4 and [51] section 11.4.2, Theorem 2). For our purpose the following
result will be crucial.

Proposition 1.2.9. Let (uε)ε ⊂ Lip([0, T ] × [−r0, r0]), (gε)ε ⊂ L1([0, T ] ×
[−r0, r0]), f ∈ Liploc(R) such that

uε
t + f ′(uε)uε

x = gε L2 − a.e. in (0, T )× (−r0, r0) (1.23)

Let us assume that

uε → u uniformly in [0, T ]× [−r0, r0] (1.24)

gε → g in L1([0, T ]× [−r0, r0]) (1.25)

Then u is an entropy solution of (1.18) with u0(x) = u(0, x).
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Proof. Let e, d : R→ R be two smooth function comprising an entropy/entropy
flux for the conservation law ut + f(u)x = g(t, x). Then by (1.23)

∂

∂t
(e(uε)) +

∂

∂x
(d(uε)) = e′(uε)gε L2 − a.e. in ω. (1.26)

Therefore multiplying both sides of (1.26) for a given v ∈ C1
c ((0, T ) ×

(−r0, r0)), integrating by parts and taking the limit as ε → 0+, by (1.24)
and (1.25) we get Definition 1.2.4 i (actually with an equality, so with no en-
tropy production). On the other hand by (1.24) u ∈ C0([0, T ]× [−r0, r0]) ⊆
C0([0, T ]; L1(−r0, r0)) ∩ L∞(ω), then also Definition 1.2.4 ii follows.

Remark 1.2.10. By Remark 1.4.10 and Proposition 1.2.9 it follows that
each Lipschitz continuous broad solution of (1.18) is an entropy solution too.

In the spirit of proposition 1.2.9, let us study that an other physical
admissibility condition. We will approximate the problem (1.5) with a small
viscosity effect, through the so called ”vanishing viscosity method”.

Definition 1.2.11. (Vanishing viscosity) A distributional solution u of
(1.18) is admissible with vanishing viscosity if there exists a sequence of
smooth functions {uε}ε ⊂ C∞(ω) such that

{
uε

t + f(uε)x − εuε
xx = g inω

uε(0, x) = u0(x) in {0} × I
(1.27)

and uε → u in L1
loc([0, T ]× [−r0, r0]) as ε → 0+.

Remark 1.2.12. Physically we regard the term εuε
xx as imposing an arti-

ficial viscosity effect, which we are now sending to 0. We expect that this
vanishing viscosity technique should allow us to recover the correct entropy
solution, which may have discontinuities across shock waves, as the limit
of the solutions uε, which are smooth. Mathematically the term εuε

xx makes
equation (1.27) similar to the heat equation, in fact the solution uε is smooth,
in spite of the nonlinearity. On the other hand an obvious guess is that the
solution uε should converge as ε → 0 to a solution of the conservation laws.

Remark 1.2.13. (Hopf-Cole transform) Let us give a generalization of
the Hopf-Cole transform [33, 51, 67], which linearizes the viscous Burgers’
equation

uε
t + uεuε

x = g + εuε
xx (1.28)

where g ∈ C0(ω). Let us apply the substitution uε = vx in (1.28), we obtain

vxt + vxvxx = g + εvxxx. (1.29)
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Let us integrate (1.29) with respect to x, finding

vt +
1

2
(vx)

2 = G + εvxx (1.30)

where G(x, t) =

∫ x

0

g(x, t) dx. If we apply a second substitution v = −3ε log ϕ

in (1.30) we obtain

−2ε
ϕt

ϕ
+

1

2

(
−2ε

ϕx

ϕ

)2

= G− 2ε2ϕxxϕ− (ϕx)
2

ϕ2
, (1.31)

therefore

−2ε
ϕt

ϕ
+ 2ε2ϕ2

x

ϕ2
= G− 2ε2ϕxx

ϕ
+ 2ε2ϕ2

x

ϕ2
(1.32)

and finally

ϕt = εϕxx − G

2ε
ϕ (1.33)

[51, 67] show that, in the case g ≡ 0, the solution uε of equation (1.28) ob-
tained using the Hopf-Cole transform is such that uε(t, x) → u(t, x) ∀ (t, x) ∈
ω, where u is the entropy solution of the equation ut + uux = 0. ¤

Let us now study the relationship between solutions admissible with van-
ishing viscosity and entropy solutions.

Theorem 1.2.14. Let us assume that {uε}ε is uniformly bounded in L∞([0, T ]×
[−r0, r0]), u is a distributional solution of (1.18) admissible with vanishing
viscosity and that uε → uL2 -a.e. (t, x) ∈ [0, T ] × [−r0, r0] as ε → 0. Then
u is an entropy solution of (1.18).

Proof. Let us choose any smooth entropy/entropy flux pair (e, d). Left mul-
tiplying (1.1) by e′(uε) and recalling ii of Definition 1.2.2, we compute

e(uε)t + d(uε)x = εe′(uε)uε
xx + ge′(uε) = εe(uε)xx − ε

(
e′′(uε)(uε

xx)
2
)

+ ge′(uε).
(1.34)

As e is convex
e′′(uε)(uε

xx)
2 ≥ 0 (1.35)

Let us multiply (1.34) by ϕ ∈ C∞
c (ω), ϕ ≥ 0 and let us integrate by parts.

We have ∫

ω

[e(uε)ϕt + d(uε)ϕx + ge′(uε)ϕ] dx dt =

=

∫

ω

[
ε
(
e′′(uε)(uε

xx)
2
)
ϕ− εe(uε)ϕxx

]
dx dt ≥ −

∫

ω

εe(uε)ϕxxdx dt,
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the last inequality holding in view of (1.35) and the non negativity of ϕ.
Now let ε → 0. Since uε → u L2-a.e. (t, x) ∈ [0, T ] × [−r0, r0] and by the
dominated convergence Theorem, we obtain

∫

ω

e(u)ϕt + d(u)ϕx + ge′ϕ ≥ 0.

Thus u verifies the condition i of Definition 1.2.4. If e and d are not smooth,
we obtain the same conclusion after an approximation.
Finally let us consider (1.27), multiplying for ϕ ∈ C∞

c (ω) and integrating by
parts we obtain

∫

ω

[uεϕt + f(uε)ϕx + εuεϕxx]dx dt +

∫ r0

−r0

u0ϕ|t=0dx = −
∫

ω

gϕ dx dt.

We send ε → 0 and we deduce that u is a distributional solution of (1.18).

Remark 1.2.15. By the proof of Theorem 5 in [6] we see that an entropy
solution is a distributional solution admissible with vanishing viscosity.

1.3 Existence and Uniqueness Theorems

In this section we will expone existence and uniqueness results and a maxi-
mum principle for the entropy solution of equation (1.18), see [6, 12, 13, 14,
50, 51, 70].

Theorem 1.3.1. For any u0 ∈ L∞(−r0, r0), g ∈ L∞(ω), there exists an
entropy solution of (1.18).

Remark 1.3.2. For the proof see [13]. The statement of Theorem is true
for u0 ∈ L1(−r0, r0), g ∈ L1(ω) too, see [12].

We will now prove a refinement of a well-known uniqueness result due to
Kružhkov in order to get a local uniqueness result for entropy solutions of
(1.18), see [13] too.

Theorem 1.3.3. Let g ∈ L1(ω) and let u, ũ ∈ C0([0, T ]; L1(I)) ∩ L∞(ω) be
two entropy solutions of the problem (1.18). Let M,L be constant such that

|u(t, x)| ≤ M, |ũ(t, x)| ≤ M (t, x) ∈ ω (1.36)

|f(u1)− f(u2)| ≤ L|u1 − u2| ∀u1, u2 ∈ [−M, M ] (1.37)
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Then ∀ r ∈ (0, r0), if r + LT < r0 then ∀ 0 ≤ τ0 ≤ τ ≤ T we get
∫

|x|≤r

|u(τ, x)− ũ(τ, x)| dx ≤
∫

|x|≤r+L(τ−τ0)

|u(τ, x)− ũ(τ, x)| dx (1.38)

In particular when τ0 = 0 and u(0, ·) = ũ(0, ·) a.e. in I then

u(t, x) = ũ(t, x) a.e. (t, x) ∈ (0, T )× (−r, r).

The classical proof of Theorem 3.1 is contained in Kružhkov [70], section
3 Theorem 1, when r0 = +∞, f ∈ C1(R2) g ∈ C1(R2). A simpler proof with
g ≡ 0 can be found in Evans [51], section 11.4.3. A statement similar to ours
is proved in Bressan [21], Theorem 6.2, when r0 = +∞, f ∈ Liploc(R), g ≡ 0.
We will adapt the techniques contained in these two last references in order
to get the proof.

Proof. We are going to divide the proof in 4 steps.
1. step: Let u be an entropy solution of (1.18). Then by Definition 1.2.4 i

∫ T

0

∫ r0

−r0

[e(u)vt + d(u)vx + e′(u)gv] dtdx ≥ 0 (1.39)

∀ v ∈ C∞
c (ω), v ≥ 0 where e is smooth, convex and

d(z) =

∫ z

z0

e′(w)f ′(w) dw

for any z0 ∈ R. Fix α ∈ R and take ek(z) = βk (z − α) where z ∈ R and for
each k = 1, ... βk : R→ R is smooth, convex and

{
βk(z) → |z| uniformly
β′k(z) → sgn(z) boundedly a.e

Consequently ∀ z

dk(z) →
∫ z

0

sgn(w − α)f ′(w)dw = sgn(z − α)(f(z)− f(α)).

Putting ek, dk in (1.39) and sending k →∞ we deduce

∫ T

0

∫ r0

−r0

[|u− α|vt + sgn(u− α)((f(u)− f(α))vx + gv)] dt dx ≥ 0 (1.40)

∀α ∈ R, and v ∈ C∞
c (ω), v ≥ 0.
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2. step: Let ũ be an another entropy solution. Then by (1.40)

∫ T

0

∫ r0

−r0

[|ũ− α̃|ṽs + sgn(ũ− α̃)((f(ũ)− f(α̃))ṽy + gṽ)] ds dy ≥ 0 (1.41)

∀ α̃ ∈ R, ṽ ∈ C∞
c (ω), ṽ ≥ 0. Now let w ∈ C∞

c ((−r0, r0)× (−r0, r0)× (0, T )×
(0, T )), w ≥ 0, w = w(x, y, t, s). Fixing (s, y) ∈ (0, T ) × (−r0, r0) we take
α = ũ(s, y), v(t, x) = w(x, y, t, s) in (1.40). Integrating with respect to y, s
we produce the inequality

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

{|u(t, x)− ũ(s, y)|wt + sgn (u(t, x)− ũ(s, y)) ·

·[(f(u(t, x))− f(ũ(s, y))wx + g(t, x)w)]}dx dy dt ds ≥ 0 (1.42)

Likewise for each fixed (t, x) ∈ (0, T ) we take α̃ = u(t, x), ṽ(s, y) = w(x, y, t, s)
in (1.41). Integrating with respect to (t, x) gives

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

{|ũ(s, y)− u(t, x)|ws + sgn (ũ(s, y)− u(t, x)) ·

·[(f(ũ(s, y)− f(u(t, x)))wy + g(s, y)w)]}dx dy dt ds ≥ 0 (1.43)

Add (1.42) and (1.43)

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

{|u(t, x)− ũ(s, y)|(wt + ws)+

+sgn (u(t, x)− ũ(s, y)) (f(u(t, x))− f(ũ(s, y))(wx + wy)+

+sgn (u(t, x)− ũ(s, y)) (g(t, x)− g(s, y))w)}dx dy dt ds ≥ 0 (1.44)

∀w ∈ C∞
c ((−r0, r0)× (−r0, r0)× (0, T )× (0, T )), w ≥ 0.

3. step: Let δ : R→ [0, 1] be a continuous function such that

∫ +∞

−∞
δ(z) dz = 1, δ(z) = 0 if |z| > 1

and define

δh(z) := hδ(hz), αh(z) :=

∫ z

−∞
δh(s) ds.

Let φ = φ(t, x) ∈ C∞
c ((0, T )× (−r0, r0)), φ ≥ 0 and let us define

w(x, y, t, s) := φ

(
t + s

2
,
x + y

2

)
·δh

(
t− s

2

)
·δh

(
x− y

2

)
(x, y, t, s) ∈ R4.



14 CHAPTER 1. NON LINEAR FIRST-ORDER PDES

Since we can assume that

spt(φ) ⊆ [ρ, T − ρ]× [−r0 + ρ, r0 − ρ] (1.45)

for a suitable 0 < ρ < min{T/2, r0}, if h is large enough we have that
w ∈ C∞

c ((−r0, r0)×(−r0, r0)×(0, T )×(0, T )). Moreover a direct computation
yields

(wx + wy)(x, y, t, s) = φx

(
t + s

2
,
x + y

2

)
· δh

(
t− s

2

)
· δh

(
x− y

2

)

(wt + ws)(x, y, t, s) = φt

(
t + s

2
,
x + y

2

)
· δh

(
t− s

2

)
· δh

(
x− y

2

)
.

We insert this choice of w in (1.44) and we get

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

(
I

(1)
h + I

(2)
h

)
dx dy dt ds ≥ 0 ∀h ∈ N (1.46)

where

I
(1)
h :=

[
|u(t, x)− ũ(s, y)|φt

(
t + s

2
,
x + y

2

)
+

+sgn(u(t, x)−ũ(s, y))(f(u(t, x))−f(ũ(s, y)))φx

(
t + s

2
,
x + y

2

)]
δh

(
t− s

2

)
δh

(
x− y

2

)
,

I
(2)
h := sgn(u(t, x)−ũ(s, y))·(g(t, x)−g(s, y))·φ

(
t + s

2
,
x + y

2

)
δh

(
t− s

2

)
δh

(
x− y

2

)
.

Now let us perform the change of variables in R4

x =
x + y

2
t =

t + s

2

y =
x− y

2
s =

t− s

2

and we get that, for h large enough,

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

I
(1)
h dx dy dt ds =

∫ ρ

−ρ

∫ ρ

−ρ

G1(s, y)δh(s)δh(y) ds dy (1.47)

where

G1(s, y) :=

∫ T−ρ

ρ

∫ r0−ρ

−r0+ρ

{|u(t + s, x + y)− ũ(t− s, x− y)|φt(t, x)+
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+sgn(u(t+s, x+y)−ũ(t−s, x−y))(f(u(t+s, x+y))−f(ũ(t−s, x−y)))φx(t, x)
}

dt dx

if −ρ ≤ s ≤ ρ, −ρ ≤ y ≤ ρ. On the other hand
∫ ρ

−ρ

∫ ρ

−ρ

G1(s, y)δh(s)δh(y) ds dy =

∫ hρ

−hρ

∫ hρ

−hρ

G1

(
s̃

h
,
ỹ

h

)
· δ(s̃)δ(ỹ) ds̃ dỹ

(1.48)
and since the mappings [−M, M ]2 3 (a, b) 7→ |a− b|, sgn(a− b)(f(a)− f(b))
are Lipschitz continuous, then

G1

(
s̃

h
,
ỹ

h

)
−→

∫ T

0

∫ R0

−R0

{|u(t, x)− ũ(t, x)|φt(t, x)+

+sgn(u(t, x)− ũ(t, x)) · (f(u(t, x))− f(ũ(t, x))) · φx(t, x)
}

dt dx =: L1(φ)

By (1.47) and (1.48) we get

lim
h→∞

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

I
(1)
h dx dy dt ds = L1(φ). (1.49)

Analogously by performing the same change of variables in the second term
of (1.46) we get

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

I
(2)
h dx dy dt ds =

∫ ρ

−ρ

∫ ρ

−ρ

G2(s, y)δh(s)δh(y) ds y (1.50)

where

G2(s, y) =

∫ T−ρ

ρ

∫ r0−ρ

−r0+ρ

{
sgn(u(t + s, x + y)− ũ(t− s, x− y))·

·(g(t + s, x + y)− g(t− s, x− y)) · φ(t, x)
}

dt dx

if −ρ ≤ s ≤ ρ, −ρ ≤ y ≤ ρ. But
∫ ρ

−ρ

∫ ρ

−ρ

G2(s, y)δh(s)δh(y) ds dy =

∫ hρ

−hρ

∫ hρ

−hρ

G2

(
s̃

h
,
ỹ

h

)
δ(s̃)δ(ỹ) ds̃ dỹ

(1.51)
Let us prove now that

lim
h→∞

G2

(
s̃

h
,
ỹ

h

)
= 0 ∀ (s̃, ỹ) ∈ R2. (1.52)

Indeed fixed (s̃, ỹ) ∈ R2 and let h large enough then
∣∣∣∣G2

(
s̃

h
,
ỹ

h

)∣∣∣∣ ≤ sup
ω
|φ|

∫ T−ρ

ρ

∫ r0−ρ

−r0+ρ

∣∣∣∣g
(

t +
s̃

h
, x +

ỹ

h

)
− g

(
t− s̃

h
, x− ỹ

h

)∣∣∣∣ dt dx.

(1.53)
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On the other hand ∀ε > 0 there exists g∗ ∈ C0
c (ω) such that

‖ g − g∗ ‖L1(ω)=

∫ T

0

∫ r0

−r0

|g(t, x)− g∗(t, x)| dt dx < ε (1.54)

By (1.53) and (1.54) we get

∣∣∣∣G2

(
s̃

h
,
ỹ

h

)∣∣∣∣ ≤ C

(
2ε +

∫ T−ρ

ρ

∫ r0−ρ

−r0+ρ

∣∣∣∣g∗
(

t +
s̃

h
, x +

ỹ

h

)
− g∗

(
t− s̃

h
, x− ỹ

h

)∣∣∣∣ dt dx

)

Taking the limit as h → ∞ in the previous inequality we get, since g∗ is
continuous

lim sup
h→∞

∣∣∣∣G2

(
s̃

h
,
ỹ

h

)∣∣∣∣ ≤ 2ε ∀ ε > 0.

Then (1.52) follows. By (1.51) and (1.52) we get

lim
h→∞

∫ T

0

∫ T

0

∫ r0

−r0

∫ r0

−r0

I
(2)
h dx dy dt ds = 0. (1.55)

Combining (1.46), (1.49) and (1.55) we get the inequality
∫

ω

{|u(t, x)− ũ(t, x)|φt + sgn(u(t, x)− ũ(t, x))[f(u(t, x))− f(ũ(t, x))]φx} dt dx ≥ 0

(1.56)
for every φ ∈ C∞

c (ω), φ ≥ 0.

4. step: Now let 0 < τ0 < τ < T and 0 < r < r0 be given such that
r + LT < r0. For (t, x) ∈ ω = (0, T )× (−r0, r0), let

φ(t, x) := [αh(t− τ0)− αh(t− τ)] ·
[
1− αk

(
|x| − r − L(τ − t) +

1

k

)]
=

= αh(t− τ0)αh(t− τ) · χk(t, x)

where

αh(z) :=

∫ z

−∞
δh(s) ds.

It is easy to see that for h, k large φ ∈ Lip0(ω) and φ ≥ 0. Using (1.56) with
this particular test function φh we obtain
∫

ω

|u(t, x)−ũ(t, x)|(δh(t−τ0)−δh(t−τ))

[
1− αk

(
|x| − r − L(τ − t) +

1

k

)]
dt dx ≥

≥
∫

ω

{
x

|x| [f(u(t, x))− f(ũ(t, x))]sgn(u(t, x)− ũ(t, x)) + L|u(t, x)− ũ(t, x)|
}
·



1.3. EXISTENCE AND UNIQUENESS THEOREMS 17

·[αh(t− τ0)− αh(t− τ)] · δh

(
|x| − r − L(τ − t) +

1

k

)
dt dx.

By (1.36) and (1.37) we have

|f(u(t, x))− f(ũ(t, x))| ≤ L|u(t, x)− ũ(t, x)|.

Hence ∀h, k
∫

ω

|u(t, x)− ũ(t, x)|(δh(t− τ0)− δh(t− τ))χk(t, x) dt dx ≥ 0 (1.57)

Let us denote
C := {(t, x) ∈ ω : |x| ≤ r + L(τ − t)}
S(t) := {x ∈ (−r0, r0) : (t, x) ∈ C}.

Let us observe that χk → χC a.e. (t, x) ∈ ω. Thus passing to the limit as
k →∞ in (1.57) we get

∫

ω

|u(t, x)− ũ(t, x)|(δh(t− τ0)− δh(t− τ))χC(t, x) dt dx ≥ 0 (1.58)

for every h. Let

ψ(t) :=

∫

S(t)

|u(t, x)− ũ(t, x)| dx =

∫

ω

χC(t, x)|u(t, x)− ũ(t, x)| dx

because u, ũ ∈ C0([0, T ]; L1(I)) ψ ∈ C0([0, T ]). Thus by (1.58)

∫ T

0

δh(t− τ)ψ(t) dt ≤
∫ T

0

δh(t− τ0)ψ(t) dt

and taking the limit as h → +∞ we get ψ(τ) ≤ ψ(τ0). Thus we obtain (1.38)
when 0 < τ0 < τ ≤ T . By continuity (1.38) still holds when τ0 = τ or if
τ0 = 0.

By Theorem 1.3.3 we get the following local uniqueness result for Burgers’
entropy solutions that will be crucial in the next chapters.

Corollary 1.3.4. Let g ∈ L1((0, T )× (−r0, r0)), u0 ∈ L∞(−r0, r0), M > 0.
Let us denote by EM(T, r0) the class of functions u ∈ C0([0, T ]; L1(−r0, r0))
such that

|u(t, x)| ≤ M L2 − a.e.(t, x) ∈ (0, T )× (r0, r0) .

Let u, ũ ∈ EM(T, r0) be entropy solutions of the initial value problem
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ut +

(
u2

2

)

x

= g in (0, T )× (−r0, r0)

u(0, x) = u0(x) ∀ x ∈ (−r0, r0)

Then, if r + M T < r0,

u(t, x) = ũ(t, x) L2 − a.e. (t, x) ∈ (0, T )× (−r, r).

Proof. Applying Theorem 1.3.3 with f(u) =
u2

2
, (1.37) holds with L = M

and the thesis follows.

Finally, let us recall the following maximum result obtained by Theorem
1 in [6] and corollary 2.1 of [14]

Theorem 1.3.5. Let g ∈ C0(ω̄), u0 ∈ C0([0, T ]) and ω = (0, T )× (−r0, r0)
and let u entropy solution of the problem{

ut + uux = g(t, x) in ω
u(0, x) = u0(x) ∀x ∈ (−r0, r0)

(1.59)

then

inf
x∈[−r0,r0]

u0(x)+

∫ t

0

inf
x∈[−r0,r0]

g(y, x)dy ≤ u(t, x) ≤ sup
x∈[−r0,r0]

u0(x)+

∫ t

0

sup
x∈[−r0,r0]

g(y, x)dy

Corollary 1.3.6. Let g ∈ C0(ω̄), u0 ∈ C0([0, T ]) and ω = (0, T )× (−r0, r0)
and let u entropy solution of the problem (1.59). Then

|u(t, x)| ≤ ||u0||∞ + ||g||∞r0. (1.60)

Proof. By Theorem 1.3.5

inf
x∈[−r0,r0]

u0(x)+

∫ t

0

inf
x∈[−r0,r0]

g(y, x)dy ≤ u(t, x) ≤ sup
x∈[−r0,r0]

u0(x)+

∫ t

0

sup
x∈[−r0,r0]

g(y, x)dy

(1.61)
Therefore

|u(t, x)| ≤ sup
x∈[−r0,r0]

|u0(x)|+
∫ t

0

sup
x∈[−r0,r0]

|g(y, x)|dy (1.62)

Let us notice that, since g ∈ C0(ω),
∫ t

0

sup
x∈[−r0,r0]

|g(y, x)| dy ≤
∫ t

0

sup
(y,x)∈ω

|g(y, x)| dy ≤ ||g||∞t ≤ ||g||∞r0. (1.63)

Therefore, by (1.62) and (1.63) we obtain

|u(t, x)| ≤ ||u0||∞ + ||g||∞r0.
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1.4 Broad Solutions of Conservation Laws

Scalar semilinear equation

Let us consider the scalar semilinear equation

ut + a(t, x)ux = g(t, x, u) (1.64)

with initial condition (1.2). Let us assume that

a : R2 → R is locally Lipschitz continuous, (1.65)

g : R3 → R is locally Lipschitz continuous, (1.66)

u0 : [−r0, r0] → R continuous. (1.67)

Observe that (1.64) describes the directional derivative of u : R2 → R at
each point (t, x) in the direction V (t, x) := (1, a(t, x)). Let us recall that the
integral curve of V are called characteristic curves, i.e. the function x = x(t)

where ẋ =
dx

dt
= a(t, x), see [51] chapter 3.2 and [21], chapter 3.

For any point (τ, y) ∈ R2 let us denote by I(τ,y) 3 t 7−→ x(t; τ, y) the
maximal solution of the Cauchy problem

ẋ(t) = a(t, x(t)), x(τ) = y. (1.68)

If x = x(t) is a solution of (1.68) then

d

dt
u(t, x(t)) = ut + uxẋ = g(t, x(t), u(t, x(t))).

Therefore, provided that
0 ∈ I(τ,y) (1.69)

the value of a C1 solution at a point (τ, y) coincides the value at time τ of
the solution to the Cauchy problem for the ODE

d

dt
u = g(t, x(t; τ, y), u) u(0, x) = u0(x(0; τ, y)).

Remark 1.4.1. Notice that the value of u0 at a point x0 determines the
value of the solution u along the entire characteristic line t 7→ x(t; 0, x0).
The ”information” contained in the initial data is transported along the
characteristic lines. In the semilinear case the characteristics are entirely
determined by the equation (1.68) and don’t depend on the initial condition
u0.
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Remark 1.4.2. Notice that (1.69) can be not true. Indeed, for instance, let
a(t, x) = x2, h ≡ 0, u0 ≡ 0, then ∀ (τ, y) ∈ [0,∞)× R

x(t; τ, y) =
y

1− y(t− τ)

Iτ,y =

{
0 if y = 0(
−∞, τ + 1

y

)
if y 6= 0

thus if τ + 1
y
≤ 0 then 0 /∈ Iτ,y.

Definition 1.4.3. (Domain of determinacy): A closed region D ⊆ [0,∞)×
R is called a domain of determinacy for the initial problem (1.64,1.2) if
∀ (τ, y) ∈ D (1.69) holds, the characteristic line

{(t, x(t; τ, y)) : 0 ≤ t ≤ τ} ⊆ D

and x(0; τ, y) ∈ [−r0, r0].

The largest domain of determinacy is Dmax = {(τ, y) : τ ≥ 0, x(0; τ, y) ∈ [−r0, r0]} .

Remark 1.4.4. We have the representation Dmax = {(t, x) : t ≥ 0, x ∈ I(t,−r0, r0)}
where

I(t,−r0, r0) :=

{
[x(t; 0,−r0), x(t; 0, r0)] if x(t; 0,−r0) ≤ x(t; 0, r0)
[x(t; 0, r0), x(t; 0,−r0)] if x(t; 0,−r0) > x(t; 0, r0)

Using the characteristic’s method, let us introduce a notion of weak so-
lution: the broad solution.

Definition 1.4.5. (Broad solution): Let D ⊆ [0,∞)×R a domain of de-
terminacy of initial value problem (1.64,1.2). Then a locally integrable func-
tion u : D −→ R is called broad solution of initial value problem (1.64,1.2) if
L2 a.e. (τ, y) ∈ D

i Iτ,y 3 t 7−→ u(t, x(t; τ, y)) is of class C1,

ii
d

dt
u(t, x(t; τ, y)) = g(t, x(t; τ, y), u(t, x(t; τ, y))) ∀ t ∈ Iτ,y.

The following local existence and continuous dependence on the data
result hold for scalar semilinear case, see [21], Theorem 3.3.
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Theorem 1.4.6. (local existence) Let us assume (1.65) holds. For any
u0 : [−r0, r0] → R bounded and measurable there exist C, ε > 0 such that the
semilinear initial value problem (1.64), (1.2) has a unique broad solution u
on the domain

D = DC,ε := {(t, x) : t ∈ [0, ε], −r0 + Ct ≤ x ≤ r0 − Ct} (1.70)

If the functions a, g, u0 are continuously differentiable then u actually is a
classical solution.

Proof: [21], section 3.4, using a fixed point’s method.

Theorem 1.4.7. (continuous dependence) Consider a sequence (aε, gε, u0,ε)ε≥0,
with aε : R2 → R, gε : R2 → R, u0,ε : [−r0, r0] → R that satisfy the condition
(1.65,1.66,1.67). Let D ⊂ [0, +∞)×R be a common domain of determinacy
for the problem (1.64,1.2) with data aε, gε, u0,ε and let uε the solution of this
problem. If aep → ā uniformly on D, u0,ε → ū0 uniformly on [−r0, r0] and
gε → ḡ uniformly on every compact set K ⊆ R2, then uε → ū uniformly on
D, where ū is the solutions of the problem (1.64,1.2) with data bara, ḡ, ū0,ε.

Proof: [21], section 3.5.

Scalar quasilinear equation

Let us consider the equation

ut + a(t, x, u)ux = g(t, x, u) (1.71)

with initial condition (1.2). Let us recall that a classical solution of (1.71)
is a function u : ω ⊆ R2 −→ R continuously differentiable (i.e. u ∈ C1(ω))
satisfying (1.71) where ω is an open set. To find classical solutions, let us
apply the characteristics’ method to the problem (1.71,1.2), following [21].
At the moment let us assume ω = R2, a, g ∈ C1(R3), u0 ∈ C1(R3) and
consider the vector field V = (1, a(t, x), g(t, x, u)). His integral curves are
the characteristic curves of the equation, obtained by solving for y ∈ R the
system of ODEs

{
dx(t; y)

dt
= a(t, x(t; y), u(t, x(t; y)))

x(0) = y

{
du(t, x(t; y))

dt
= g(t, x(t; y), u(t, x(t; y)))

u(0) = u0(x(0; y))
(1.72)

where Iy 3 t 7→ x(t; y) denote the maximal solution of the first problem
in (1.72) and Iy 3 t 7→ (x(t; y), u(t, x(t; y))) the maximal solution of the
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system (1.72). As y varies, the graph of all these solutions generates a two-
dimensional surface S ⊂ R3, parametrized by (t, y). We are going to see that
S is the graph of a function u = u(t, x), which provides a classical solution
to (1.71).
Indeed, by classical Theorems on ODEs, the map (t, y) 7→ (t, x(t; y), u(t, x(t; y)))
defining S in parametric form is continuously differentiable. Let ȳ ∈ R be
fixed, then we have

dt

dt
= 1,

dt

dy
= 0,

dx

dt
= a(0, ȳ, u0(ȳ)),

dx

dy
= 1.

By the Implicit Function Theorem, the map (t, y) 7→ (t, x(t; y)) is locally
invertible in a neighbourhood I of (0, ȳ). Therefore S is locally the graph of
a C1 function u = u(t, x). By (1.72) the initial data clearly holds. Now let
(t, x) be any point in I, say with x = x(t; y) for some y. Then

ut + a(t, x, u)ux =
d

dt
u(t, x(t; y)) = g(t, x(t; y), u(t, x(t; y))),

proving that u is a solution of (1.71).

Let us notice, in the following example, that the invertibility of the map
(t, y) 7→ (t, x(t; y)) is necessary to ensure the existence of the classical solu-
tion of the problem (1.71). Where this map is not invertible, the character-
istic lines can intersect and the classical solution doesn’t exist.

Example 1.4.8. Consider the problem





ut +

(
u2

2

)

x

= 0

u(0, x) = u0(x) =
1

1 + x2

(1.73)

Let us apply the characteristics’ method. The system (1.72) is, ∀y ∈ R,

{
dx

dt
= u

x(0) = y





du

dt
= 0

u(0) =
1

1 + y2

Since
du

dt
= 0, u must be constant along the characteristic lines

t 7→ (t, y + tu0(y)) =

(
t, y +

t

1 + y2

)
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and the surface S is parametrized by

(t, y) 7→
(

t, y +
t

1 + y2
,

1

1 + y2

)
.

The function y 7→ x(t, y) = y +
t

1 + y2
has a smooth inverse, say y = y(t, x),

for t <
8√
27

. Indeed the solution of (1.73) can be written as

u(t, x) =
1

1 + y2(t, x)
for t <

8√
27

.

Figure 1.1: The intersection of the characteristic lines

For t >
8√
27

the function y 7→ x(t, y) = y +
t

1 + y2
is not one-to-one,

the characteristic lines start to intersect and no classical solution exists, see
figure 1.1, by [21]. ¤

Similarly to the semilinear case, we can introduce the concept of broad
solution for the equation (1.71,1.2). Let us assume that (1.66) and

a : R3 −→ R is locally Lipschitz continuous. (1.74)

Definition 1.4.9. Let D ⊆ R2 be a closed region, then u : D −→ R is called
a broad solution of the quasilinear problem (1.71) with initial datum (1.2)
provided that the following conditions hold:

i Let â(t, x) := a(t, x, u(t, x)) then â : D −→ R is locally Lipschitz continu-
ous.

ii D is a domain of determinacy for the initial value problem
{

ut + â(t, x)ux = g(t, x, u)
u(0, x) = u0(x)

(1.75)
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iii u is a broad solution of the semilinear problem (1.75).

Proposition 1.4.10. Let us suppose that u : D −→ R is a broad solution
of the quasilinear problem (1.71) with initial condition (1.2) and that it is
locally Lipschitz continuous. Then

ut(t, x) + a(t, x, u(t, x))ux(t, x) = g(t, x, u(t, x)) L2 − a.e. (t, x) ∈ D
(1.76)

Proof. By definition L2−a.e. (τ, y) ∈ D, if x(·; τ, y) denotes the characteristic
curve of the semilinear equation

ut + â(t, x)ux = g(t, x, u),

i.e.
ẋ(t; τ, y) = â(t, x(t; τ, y)) = a(t, x(t; τ, y), u(t, x(t; τ, y))

and x(τ ; τ, y) = y, then

i Iτ,y 3 t 7−→ u(t, x(t; τ, y)) is of class C1

ii
d

dt
u(t, x(t; τ, y)) = g(t, x(t; τ, y), u(t, x(t; τ, y))) ∀ t ∈ Iτ,y.

Since u is locally Lipschitz continuous, by the chain rule for Lipschitz func-
tions

iii ∃ d

dt
u(t, x(t; τ, y)) = ut(t, x(t; τ, y)) + ux(t, x(t; τ, y))ẋ(t; τ, y) =

= (ut + a(t, x, u)ux)(t; x(t; τ, y)) a.e. t ∈ Iτ,y.

Let us prove now that (1.76) holds. Indeed let

D1 := {(t, x) ∈ D : u is differentiable at (t, x)}

and denote by D2 the points (τ, y) ∈ D for which there exists the character-
istic curve x(·; τ, y).
Then L2(D \ (D1 ∩D2)) = 0 and ∀ (τ, y) ∈ D1 ∩D2

g(τ, y, u(τ, y)) =
du

dt
(τ, y) = ut(τ, y) + a(τ, y, u(τ, y))ux(τ, y).

The following local existence result hold for scalar quasilinear case.
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Theorem 1.4.11. Let us assume (1.74) and (1.66) hold and u0 ∈ Lip([−r0, r0]).
Then there exist C, ε > 0 and a Lipschitz continuous function u : D → R
which is the unique broad solution of the quasilinear initial value problem
(1.71,1.2) on the domain

D = DC,ε := {(t, x) : t ∈ [0, ε], −r0 + Ct ≤ x ≤ r0 − Ct} (1.77)

If the functions a, g, u0 are continuously differentiable then u actually is a
classical solution.

Proof: see [21], Theorem 3.8.

Remark 1.4.12. We remark that, in contrast with semilinear case, the char-
acteristic lines and hence the domains of determinacy depend on the solution
u. In the semilinear case the broad solution were defined within the set of
locally integrable functions, in quasilinear case the study of broad solutions
is restricted within the class of Lipschitz-continuous functions. It depends to
the fact that a depends on u and that the lipschitz continuity of a is essential
in order to define uniquely the characteristic lines.

Looking at the proof of Theorem 1.4.11 we can extract the following
approximation result:

Corollary 1.4.13. Let u be the function in Theorem 1.4.11 and let D be the
set in (1.77). Then there exists a sequence of C1-functions

u(k) : D −→ R

such that

i u(k) → u uniformly in D

ii u(k) is the solution of the semilinear problem

{
u

(k)
t + a(t, x, u(k−1)(t, x))u

(k)
x = g(t, x, u(k)) in D

u(k)(0, x) = u0(x) x ∈ [−r0, r0]

If (1.66) doesn’t hold or u0 /∈ Lip([−r0, r0]) we can find a discontinuous
solution through the characteristics’ method, this solution is not a broad
solution. Indeed in this case the existence of broad solution is not guaranteed
by Theorem 1.4.11.
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Example 1.4.14. Let us consider the problem
{

ut + uux = 0 in ω = (0, T )× (−r0, r0)
u(0, x) = u0(x) in (−r0, r0)

(1.78)

with u0(x) =

{
1 if x ≤ 0
1−√x if x > 0

. Let us solve the problem

{
ẋ(t) = u(t, x(t))
x(0) = y

(1.79)

Since
d

dt
u(t, x(t)) = ut + uxẋ = ut + uux = 0 we have

u(t, (x(t)) = u(0, y) = u0(y). (1.80)

Then (1.79) becomes ẋ(t) = u(0, y) and so we obtain

x(t) = u0(y)t + y.

In our case, by the definition of u0 in (1.78)

{
x = t + y if y ≤ 0
x = (1−√y)t + y if y > 0

(1.81)

By (1.81) we obtain

{
y = x− t if x− t ≤ 0
√

y =
t+
√

t2+4(x−t)

2
if x− t > 0

Then, by (1.80), the solution of (1.78) is

u(t, x) =

{
1 if x− t ≤ 0

1− t+
√

t2+4(x−t)

2
if x− t > 0

(1.82)

This solution is discontinuous on the line {x− t = 0}, indeed for t > 0 fixed

lim
x→t−

u(t, x) = 1

lim
x→t+

u(t, x) = 1− t

It is easy to verify that u is a classical solution on the two regions {(t, x) ∈
ω : x − t ≤ 0} and {(t, x) ∈ ω : x − t > 0}, but it is not a broad solu-
tion on the entire region ω. It is not a distributional solution too, indeed
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let us show that the solution found in example 1.4.14 does not satisfy the
Rankine-Hugoniot condition (1.7), therefore it is not a distributional solution
on (0, T )× (−r0, r0). Indeed along the discontinuity’s line x = t we have

u+(t) = 1− t, u−(t) = 1, ṡ(t) = 1

f (u+(t)) =
(1− t)2

2
, f (u−(t)) =

1

2
.

Then condition (1.7) becomes

1(1− t− 1) =
(1− t)2

2
− 1

2

that’s false, because 0 6= t2

2
for t > 0. A distributional solution of the problem

of example 1.4.14 is of the type

u(t, x) =

{
1 if x ≤ s(t)

1− t+
√

t2+4(x−t)

2
if x > s(t)

where s(t), which parametrizes the line of discontinuity, is such that the
Rankine-Hugoniot condition (1.7) hold and s(0) = 0. ¤

In examples 1.4.14 we have seen that if u0 /∈ Lip([−r0, r0]) we can not find
a broad solution of the conservation laws but a discontinuous distributional
solution. Otherwise if u is a continuous distributional solution of the equation
(1.3), then u has good regularity properties along the characteristic lines.
Indeed let us indicate the characteristic line associated with the continuous
distributional solution u of the equation (1.3)

ut + (f(u))x = g(t, x),

as the solution x = ξ(t) of the ODE
dx

dt
= f ′(u(t, x)), defined on (0, T ). Then

the following regularity results hold.

Theorem 1.4.15. Let g : ω → R be bounded and measurable such that g(t, ·)
is continuous on (−r0, r0) for any t ∈ [0, T ). Let x = ξ(·) be a characteristic
associated with a continuous distributional solution u of (1.3) where f is
strictly convex. Set ν(t) = u(t, ξ(t)) for t ∈ [0, T ). Then (ξ(t), ν(t)) satisfies
the system of ODEs {

ξ̇(t) = f ′(ν(t))
ν̇(t) = g(t, ξ(t))

on [0, T ). In particular ν(t) and ξ̇(t) are Lipschitz on [0, T ).
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Proof. (Cfr. [42] Theorem 3, [40] Theorem 3.3.)
Equation ξ̇(t) = f ′(ν(t)) holds directly by definition of ξ(t). Let us show
ν̇(t) = g(t, ξ(t)). Let σ, τ be fixed such that 0 ≤ σ < τ < T and let ε > 0.
Let us consider the functions ψ(t, x) and h(t) defined for small δ > 0 by

ψ(t, x) =





0 0 < t < T, −r0 < x ≤ ξ(t)− ε− δ
1

δ
(x− ξ(t) + ε + δ) 0 < t < T, ξ(t)− ε− δ < x ≤ ξ(t)− ε

1 0 < t < T, ξ(t)− ε < x ≤ ξ(t)
1

δ
(−x + ξ(t) + δ) 0 < t < T, ξ(t) < x ≤ ξ(t) + δ

0 0 < t < T, ξ(t) + δ < x < r0

(1.83)

h(t) =





0 0 < t ≤ σ − δ
1

δ
(t− σ + δ) σ − δ < t ≤ σ

1 σ < t ≤ τ
1

δ
(−t + τ + δ) τ < t ≤ τ + δ

0 τ + δ < t < T

(1.84)

and write the distributional equation (1.4)

∫ T

0

∫ r0

−r0

[uϕt + f(u)ϕx + gϕ] dx dt = 0 (1.85)

for the test function ϕ(t, x) = ψ(t, x)h(t) and compute the limit δ → 0+:

lim
δ→0+

(∫ T

0

∫ r0

−r0

u(t, x)ψt(t, x)h(t) dx dt +

∫ T

0

∫ r0

−r0

u(t, x)ψ(t, x)ht(t) dx dt +

+

∫ r0

−r0

f(u(t, x))ψx(t, x)h(t) +

∫ T

0

∫ r0

−r0

g(t, x)ψ(t, x)h(t) dx dt

)
= lim

δ→0+
(I1 + I2 + I3 + I4)

(1.86)
Using the Integral Average Theorem we obtain that

lim
δ→0+

I1 = lim
δ→0+

[∫ σ

σ−δ

dt

δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

u
−ξ̇(t)

δ
(t− σ + δ)dx+

+

∫ ξ(t)+δ

ξ(t)

u
ξ̇(t)

δ
(t− σ + δ)dx

)
+

∫ τ

σ

dt

(∫ ξ(t)−ε

ξ(t)−ε−δ

u
−ξ̇(t)

δ
dx +

∫ ξ(t)+δ

ξ(t)

u
ξ̇(t)

δ
dt

)
+

+

∫ τ+δ

τ

dt

δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

u
−ξ̇(t)

δ
(−t + τ + δ)dx +

∫ ξ(t)+δ

ξ(t)

u
ξ̇(t)

δ
(−t + τ + δ)dx

)]
=
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= 0 +

∫ τ

σ

[
−ξ̇(t)u(t, ξ(t)− ε) + ξ̇(t)u(t, ξ(t))

]
dt + 0 (1.87)

lim
δ→0+

I2 = lim
δ→0+

[∫ σ

σ−δ

dt

δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

ux−ξ(t)+ε+δ
δ

dx +

∫ ξ(t)

ξ(t)−ε

u dx +

∫ ξ(t)+δ

ξ(t)

u−x+ξ(t)+δ
δ

dx

)
+

−
∫ τ+δ

τ

dt

δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

ux−ξ(t)+ε+δ
δ

dx +

∫ ξ(t)

ξ(t)−ε

u dx +

∫ ξ(t)+δ

ξ(t)

u−x+ξ(t)+δ
δ

dx

)]
=

=

∫ ξ(σ)

ξ(σ)−ε

u(x, σ)dx−
∫ ξ(τ)

ξ(τ)−ε

u(x, τ)dx (1.88)

lim
δ→0+

I3 = lim
δ→0+

[∫ σ

σ−δ

dt

δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

f(u)

δ
dx−

∫ ξ(t)+δ

ξ(t)

f(u)

δ
dx

)
+

+

∫ τ

σ

dt

(∫ ξ(t)−ε

ξ(t)−ε−δ

f(u)

δ
dx−

∫ ξ(t)+δ

ξ(t)

f(u)

δ
dx

)
+

∫ τ+δ

τ

dt

δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

f(u)

δ
dx−

∫ ξ(t)+δ

ξ(t)

f(u)

δ
dx

)]
=

= 0 +

∫ τ

σ

[f(u(t, ξ(t)− ε))− f(u(t, ξ(t)))] dt + 0 (1.89)

lim
δ→0+

I4 = lim
δ→0+

[∫ σ

σ−δ

(t−σ+δ)
δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

g x−ξ(t)+ε+δ
δ

dx +

∫ ξ(t)

ξ(t)−ε

g dx +

∫ ξ(t)−ε

ξ(t)−ε−δ

g x−ξ(t)+ε+δ
δ

dx+

)
dt +

+

∫ τ

σ

(∫ ξ(t)−ε

ξ(t)−ε−δ

g x−ξ(t)+ε+δ
δ

dx +

∫ ξ(t)

ξ(t)−ε

g dx +

∫ ξ(t)−ε

ξ(t)−ε−δ

g x−ξ(t)+ε+δ
δ

dx

)
dt+

+

∫ σ

σ−δ

(−t+τ+δ)
δ

(∫ ξ(t)−ε

ξ(t)−ε−δ

g x−ξ(t)+ε+δ
δ

dx +

∫ ξ(t)

ξ(t)−ε

g dx +

∫ ξ(t)−ε

ξ(t)−ε−δ

g x−ξ(t)+ε+δ
δ

dx

)
dt

]
=

= 0 +

∫ τ

σ

∫ ξ(t)

ξ(t)−ε

g(t, x) dx dt + 0 (1.90)

Replacing (1.87), (1.88), (1.89) and (1.90) in (1.85) we obtain

∫ ξ(τ)

ξ(τ)−ε

u(x, τ)dx−
∫ ξ(σ)

ξ(σ)−ε

u(x, σ)dx−
∫ τ

σ

∫ ξ(t)

ξ(t)−ε

g(t, x) dx dt = (1.91)
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=

∫ τ

σ

{
f(u(t, ξ(t)− ε))− f(u(t, ξ(t)))− ξ̇(t) [u(t, ξ(t)− ε)− u(t, ξ(t))]

}
dt ≥ 0

In the same way we obtain

∫ ξ(τ+ε)

ξ(τ)

u(x, τ)dx−
∫ ξ(σ)+ε

ξ(σ)

u(x, σ)dx−
∫ τ

σ

∫ ξ(t)+ε

ξ(t)

g(t, x) dx dt = (1.92)

=

∫ τ

σ

{
f(u(t, ξ(t) + ε))− f(u(t, ξ(t)))− ξ̇(t) [u(t, ξ(t) + ε)− u(t, ξ(t))]

}
dt ≤ 0

Notice that since ξ̇(t) = f ′(u(t, ξ(t))) and f is convex, the right-hand side of
(1.91) is nonnegative and the right-hand side of (1.92) is nonpositive.
Upon dividing (1.91) and (1.92) by ε and then letting ε → 0, we obtain by
the Integral Mean Theorem that

ν(τ)− ν(σ)−
∫ τ

σ

g(t, ξ(t)) dt = 0,

and so we have the thesis.

Remark 1.4.16. let u ∈ C1(ω) be a classical solution of (1.4), let σ, τ ∈
(0, T ) and ε > 0. If we integrate (1.4) over the two domains D1 := {(t, x) ∈
ω : σ < t < τ, ξ(t)− ε < x < ξ(t)} and D2 := {(t, x) ∈ ω : σ < t < τ, ξ(t) <
x < ξ(t)+ ε}, we obtain respectively (1.91) and (1.92) by an easy application
of the Green’s formula. Let us show (1.91). By (1.4) we have

∫ τ

σ

∫ ξ(t)

ξ(t)−ε

[ut(t, x) + f(u(t, x))x − g(t, x)] dx dt = 0

By Green’s formula it is

∮

C

[u(t, x)dx − f(u(t, x))dt] −
∫ τ

σ

∫ ξ(t)

ξ(t)−ε

g(t, x) dx dt = 0 (1.93)

where C is the boundary of the domain D1.
Let us calculate

∮

C

u(t, x)dx =

∫ τ

σ

u(t, ξ(t)− ε)ξ̇(t) dt +

∫ ξ(τ)

ξ(τ)−ε

u(τ, x)dx + (1.94)

+

∫ σ

τ

u(t, ξ(t))ξ̇(t) dt +

∫ ξ(σ)−ε

ξ(σ)

u(σ, x)dx and
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∮

C

f(u(t, x))dt =

∫ τ

σ

f(u(t, ξ(t)−ε)) dt +0+

∫ σ

τ

f(u(t, ξ(t))) dt +0 (1.95)

By (1.93), (1.94) and (1.95) we obtain

∫ ξ(τ)

ξ(τ)−ε

u(τ, x)dx−
∫ ξ(σ)

ξ(σ)−ε

u(σ, x)dx −
∫ τ

σ

∫ ξ(t)

ξ(t)−ε

g(t, x) dx dt+

+

∫ τ

σ

[
u(t, ξ(t)− ε)ξ̇(t)− u(t, ξ(t))ξ̇(t)− f(u(t, ξ(t)− ε)) + f(u(t, ξ(t)))

]
dt = 0

and finally (1.91). ¤

In the case of Theorem 1.4.15, if g ≡ 0 the solution u is constant along
the characteristic lines.

Corollary 1.4.17. Let x = ξ(t) be any characteristic line associated with
the continuous distributional solution of ut + f(u)x = 0. Then u(t, ξ(t)) ≡ u
constant, ∀t ∈ (0, T ). In particular, a unique characteristic emanates from
each point (t̄, x̄) ∈ ω.

Proof. Directly by Theorem 1.4.15, see [41], Theorem 1.

1.5 Hamilton Jacobi equations and applica-

tions to Conservation Laws

Let us consider the inizial value problem for the Hamilton-Jacobi equation

{
ut + H(t, x, u, ux) = 0 in ω = (0, T )× (−r0, r0)
u(0, x) = u0(x) ∀x ∈ (−r0, r0)

(1.96)
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where H : (0, T )× (−r0, r0)×R×R→ R is a continuous function, called the
Hamiltonian. It is not possible to consider distributional solutions of (1.96)
defined as usual by integration by parts. Lions and Crandall introduced in
[37], see [39, 38, 74, 51] too, a concept of generalized solutions, the viscosity
solutions, a class of generalized solutions that play the role of weak solutions
for Hamilton-Jacobi equation (1.96).

Definition 1.5.1. A function u ∈ BUC(ω) is called a viscosity solution of
(1.96) if

i ∀ϕ ∈ C1
c (ω), ∀k ∈ R, if ϕ · (u − k) has a local positive maximum at

(t0, x0) ∈ ω then

−ϕt(t0, x0)

ϕ(t0, x0)
(u(t0, x0)−k)+H

(
t0, x0, u(t0, x0),−ϕx(t0, x0)

ϕ(t0, x0)
(u(t0, x0)− k)

)
≤ 0,

and if ϕ · (u− k) has a local negative minimum at (t0, x0) ∈ ω then

−ϕt(t0, x0)

ϕ(t0, x0)
(u(t0, x0)−k)+H

(
t0, x0, u(t0, x0),−ϕx(t0, x0)

ϕ(t0, x0)
(u(t0, x0)− k)

)
≥ 0,

ii u(0, x) = u0(x) ∀x ∈ (−r0, r0).

Remark 1.5.2. The notion of viscosity solution is a notion of ”weak” solu-
tion, since u is assumed to be only continuous and ∇u could not exist. Defi-
nition 1.5.1 show that, in some sense, at a point of maximum of ϕ · (u− k) a

good candidate for the definition of ∇u is −∇ϕ

ϕ
· (u− k). Indeed there exists

some analogy between this notion of solutions and the standard distribution
theory: integration by parts is replaced here by differentiation by parts and
”is done inside the nonlinearity”. There is some parallel between this notion
and the notion of entropy solution for scalar conservation laws, see [74].

The notion of viscosity solution is consistent with the classical concept of
solution, indeed

Proposition 1.5.3. i Let u ∈ C1(ω) a classical solution of (1.96). Then u
is a viscosty solution too.

ii Let u ∈ C0(ω) a viscosity solution of (1.96) and suppose u is differentiable
at (t0, x0) ∈ ω. Then

ut(t0, x0) + H(t0, x0, u(t0, x0), ux(t0, x0)) = 0.
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Proof. cfr. [39] Theorem 1.2

Remark 1.5.4. The name ”viscosity solutions” refers to the ”vanishing vis-
cosity” method, i.e. the viscosity solution u as the limit of the sequence {uε}ε

of solutions of the parabolic problem

{
uε

t + H(t, x, uε, uε
x) = εuε

xx in ω = (0, T )× (−r0, r0)
uε(0, x) = u0(x) ∀ x ∈ (−r0, r0)

(1.97)

as we will see in the next Theorem.

Theorem 1.5.5. Let uε ∈ C2(ω) be a solution of (1.97) and assume that
there exist u ∈ C0(ω) and a subsequence {uεn}n ⊂ {uε}ε such that uεn → u
in C0(ω). Then u is a viscosity solution of (1.96).

Proof. cfr. [37] Proposition IV.1

By Theorem 1.5.5 and using the vanishing viscosity method, we infers the
following existence and uniqueness theorems.

Theorem 1.5.6. (Existence) Assume H(t, x, z, p) ∈ C0(ω×R×R) satisfies

i for each R > 0 there exists a nondecreasing σR : [0, 2R] → [0, +∞) such
that lims→0+ σR(s) = 0 and

|H(t, x, z, p)|−|H(t, x, z, q)| ≤ σR(|p−q|) ∀ (t, x) ∈ ω, z ∈ R, p, q ∈ B(0, R)

ii there exists γ ∈ R for which

|H(t, x, z, p)| − |H(t, x, z′, p)| ≥ γ|z − z′| ∀ (t, x) ∈ ω, z, z′, p ∈ R

iii there exists a nondecreasing θ : [0, +∞) → [0, +∞) such that lims→0+ θ(s) =
0 and ∀ t ∈ [0, T ], x, y ∈ (−r0, r0), z, p ∈ R

|H(t, x, z, p)| − |H(t, y, z, p)| ≤ θ(|x− y|(1 + |p|)).

Then there exists u ∈ C0(ω) unique viscosity solution of (1.96).

Idea of Proof: see [71], Theorem 4.2: We prove that (1.97) is solvable,
then we conclude by precompactness of {uε}ε using estimates on uε and uε

x

in L∞(ω) and Theorem 1.5.5. ¤
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Theorem 1.5.7. (Local uniqueness) Let u, v ∈ C0(ω) be viscosity solution
of (1.96) such that m = max (||u||∞, ||v||∞), C = max (||ux||∞, ||vx||∞) . Let
H(t, x, z, p) be nondecreasing in r for (t, x, p) ∈ ω × R and such that

|H(t, x, z, p)−H(t, x, z, q)| ≤ L|p−q| for |p|, |q| ≤ C, |z| ≤ m, |x| ≤ R−Lt.

Then u = v on |x| ≤ R− Lt.

Proof. see [37] Theorem V.3

Let us now notice a very interesting link between Hamilton-Jacobi equa-
tion and Conservation laws:

Theorem 1.5.8. Let f ∈ C1(R), w0 ∈ W 1,∞((−r0, r0)) and G(t, x) =∫ x

0
g(t, y)dy, g ∈ C0(ω). If w ∈ W 1,∞((−r0, r0)) is the unique viscosity

solution of {
wt + f(wx) = G(t, x) in ω
w(0, x) = w0(x) ∀x ∈ [−r0, r0]

(1.98)

then u := wx is the unique entropy solution of (1.18).

Proof. Following the proof of Theorem 2.2 in [36], by the proof of Theorem
1.5.6, see [71] Theorem 4.2, w is the limit as ε → 0+ in C0(ω) of the regular
solution wε of

{
wε

t + f(wε
x) = G + εwε

xx in ω
wε(0, x) = w0(x) ∀x ∈ [−r0, r0]

(1.99)

Let us notice that for any ϕ ∈ C1
c (ω)

lim
ε→0+

∫

ω

wε
xϕ dx dt = − lim

ε→0+

∫

ω

wεϕx dx dt = −
∫

ω

wϕx dx dt =

∫

ω

wxϕ dx dt.

(1.100)
On the other hand, by Theorems 1.3.1 and 1.3.3 there exists u unique entropy
solution of (1.18) and let us observe that uε = wε

x solves the problem

{
uε

t + f(uε)x = g + εuε
xx in ω

wε(0, x) = w0(x) ∀x ∈ [−r0, r0]
(1.101)

According to the proof of Theorem 5 in [6] uε → u in L∞(ω) as ε → 0+.
Then

lim
ε→0+

∫

ω

uεϕ dx dt =

∫

ω

uϕ dx dt (1.102)

Consequently, by (1.100) and by the uniqueness of the weak limit wx = u
a.e. in ω.
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Let us show finally an interesting regularity result of continuous distribu-
tional solution of a conservation laws. By this Theorem we conclude that the
discontinuities of distributional solutions are the reasons of the non unique-
ness of these solutions. This result was obtained with the help of S. Bianchini
[16].

Theorem 1.5.9. Let u, g ∈ C0(ω) such that u is a distributional solution of
(1.18). Then u is the entropy solution of (1.18).

Proof. Equation (1.18) is equivalent to the problem

curl

(
u

f(u)−G

)
= 0 (1.103)

where G(t, x) =

∫ x

0

g(t, y)dy. Then there exists w ∈ C1(ω) such that

wx = u wt = −f(u) + G (1.104)

By (1.104) we obtain the Hamilton-Jacobi equation associated with (1.18)

wt + f(wx) = G (1.105)

By Theorems 1.3.1, 1.3.3 there exists ū unique entropy solution of (1.18) and
by Theorem 1.5.8 wx = ū a.e. in ω, therefore we conclude by (1.104).
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Chapter 2

The Heisenberg Group

In this chapter we introduce and describe the Heisenberg Group Hn. The
Heisenberg Group is the simplest example of subriemannian Carnot-Carathe-
odory space, endowed with a not euclidean metric. The Heisenberg Group
has a rich differential structure and is in particular a Carnot Group, i.e. his
Lie Algebra is simply connected and nilpotent.
In sections 2.1 and 2.2 we recall the most important definitions and prelim-
inary results about Hn, see [64, 83, 1, 2, 55, 82, 56, 57, 60, 81, 80, 76, 44,
25, 94, 32, 22, 23] too. In section 2.3 we speak about multilinear algebra in
Hn, in particular we recall some definitions and results by [8, 52, 58, 59, 90].
In the last section 2.4 we discuss about the Rumin complex, a complex of
intrinsic differential forms that fits the structure if Hn in the same way as
De Rham complex does in Euclidean spaces. In this section we establish the
explicit compatibility’s conditions of F ∈ D′(Hn,R2n) for the existence of
φ ∈ D′(Hn) such that ∇Hφ = F (see Theorem 2.4.16), giving a generaliza-
tion of proposition 2.6 in [59].

2.1 Definition and preliminary results

We indicate by Hn the n-dimensional Heisenberg group Hn ' Cn × R '
R2n+1. We shall denote the points of Hn by P = (z, t) = (x + iy, t), z ∈ Cn,
x, y ∈ Rn, t ∈ R, let us write (x1, ...xn, y1, ..., yn, t) = (x1, ..., x2n, t) too.

Definition 2.1.1. If P = (z, t), Q = (ζ, τ) ∈ Hn let us define the group
operation

P ·Q :=

(
z + ζ, t + τ +

1

2
=m(ζ · z̄)

)
. (2.1)

We denote as P−1 := (−z,−t) the inverse of P and as e the origin of Hn.

37
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Definition 2.1.2. Let us introduce the group of left- translations defined by
τP : Hn → Hn as

Q 7→ τP (Q) := P ·Q
for any fixed P ∈ Hn and the family of non isotropic dilations

δr(P ) := (rz, r2t), for r > 0. (2.2)

Hn is the simplest example of subriemannian Carnot-Carathèodory space.

Definition 2.1.3. We define on Hn the family of left invariant vector fields,
for j = 1, . . . , n

Xj :=
∂

∂xj

− yj

2

∂

∂t
= Wj,

Yj :=
∂

∂yj

+
xj

2

∂

∂t
= Wj+n, (2.3)

T :=
∂

∂t
= W2n+1

and their commutator

[Wj,Wi] = WjWi −WiWj.

Remark 2.1.4. Let us notice that for i, j = 1, ..., n

[Xi, Xj] = [Yi, Yj] = 0

and
[Xi, Yj] = δi,jT for i, j = 1, . . . , n. (2.4)

Remark 2.1.5. The family of left invariant vector fields Xj, Yj, T introduced
in Definition 2.1.3 generates a Lie algebra, that we indicate with h. h is
nilpotent of step 2, i.e. there exists two subalgebra of h

h1 := span{Xj, Yj}, h2 := span{T}

such that h = h1 ⊕ h2 and

[h1, h1] = h2, [h1, h2] = 0, [h2, h2] = 0.

Remark 2.1.6. The family of vector fields X1, ..., Yn satisfies the Hörman-
der’s condition: the rank of the Lie algebra h1 is maximal, i.e.

rank h1 = 2n. (2.5)
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Let us now define the Carnot-Carathèodory metric associated with the
vector fields X1, ..., Yn.

Definition 2.1.7. We say that an absolutely continuous curve γ : [0, T ] →
Hn is a subunit curve with respect to X1, . . . , Xn, Y1, . . . , Yn if there exist real
measurable functions a1(s), . . . , a2n(s), s ∈ [0, T ] such that

∑
j a2

j ≤ 1 and

γ̇(s) =
n∑

j=1

aj(s)Xj(γ(s)) +
n∑

j=1

aj+n(s)Yj(γ(s)), for a.e. s ∈ [0, T ].

If P1, P2 ∈ Hn, their Carnot–Carathéodory distance dC(P1, P2) is

dC(P1, P2) = inf {T > 0 : ∃γ : [0, T ] → Hn subunit, γ(0) = P1, γ(T ) = P2} .

Remark 2.1.8. Notice that the set of curves joining P1 and P2 is not empty
for Chow’s Theorem, since the Hörmander’s condition (2.5) is satisfied and
hence dC is a distance on Hn.

Definition 2.1.9. Let us denote the open balls for dC by UC(P0, r) := {P ∈
Hn : dC(P, P0) < r} and the closed balls for dC by BC(P0, r) := {P ∈ Hn :
dC(P, P0) ≤ r}.

Let us define an other distance d∞, equivalent to dC , which is more easy
to compute.

Definition 2.1.10. On Hn we can define the homogeneous norm

‖P‖∞ := max{|z|, |t|1/2} for P = (z, t) ∈ Hn (2.6)

and the distance (see proposition 2.1.11)

d∞(P,Q) := ‖P−1 ·Q‖∞. (2.7)

We shall denote by U∞(P0, r) and B∞(P0, r) respectly the open and closed
balls with centre P0 ∈ Hn and radius r > 0 with respect to the distance d∞
in Hn.

Proposition 2.1.11. The function d∞ defined by (2.7) is a distance in Hn.

Theorem 2.1.12. The Carnot-Carathéodory distance dC is (globally) equi-
valent to the distance d∞ defined in (2.7).

Proof: see [93].
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Proposition 2.1.13. The following properties of d∞ hold: ∀ P,Q, Q′ ∈ Hn

and ∀r > 0

dC(τP Q, τP Q′) = dC(Q,Q′) dC(δrQ, δrQ
′) = r dC(Q,Q′). (2.8)

The metrics dC and d∞ are not equivalent to the euclidean:

Theorem 2.1.14. For any bounded subset Ω ∈ Hn there exist positive con-
stants c1(Ω), c2(Ω) such that

c1(Ω)|P −Q|R2n+1 ≤ dC(P, Q) ≤ c2(Ω)|P −Q|1/2

R2n+1 (2.9)

for P, Q ∈ Ω.

Remark 2.1.15. The topologies defined by dC and by the Euclidean distance
coincide on Hn, therefore the topological dimension of Hn is 2n + 1. On the
contrary the Hausdorff dimension of (Hn, dC) is Q = 2n + 2, see Theorem
2.1.19. Indeed it was proved in [91] that there are no bi-Lipschitz maps from
Hn to any Euclidean space.

Remark 2.1.16. U∞(P, r) is an Euclidean Lipschitz domain in R2n+1.

There is a natural measure dh on Hn which is given by the Lebesgue
measure dL2n+1 = dz dt on Cn × R. The measure dh is left (and right)
invariant and it is the Haar measure of the group. If E ⊂ Hn then |E|
denotes its Lebesgue measure.

Notation 2.1.17. (see [52]) We shall denote by Hm the m-dimensional
Hausdorff measure obtained from the Euclidean distance in R2n+1 ' Hn,
and by Hm

∞ the m-dimensional Hausdorff measure obtained from the distance
d∞ in Hn. Analogously, Sm and Sm

∞ will denote the corresponding spherical
measures.

Translation invariance and homogeneity under dilations of Hausdorff mea-
sures follow as usual from (2.8), more precisely we have

Proposition 2.1.18. Let Ω ⊆ Hn, P ∈ Hn and m,r ∈ [0,∞). Then

Hm
∞(τP Ω) = Hm

∞(Ω) and Hm
∞(δr(Ω)) = rmHm

∞(Ω). (2.10)

As we said in remark 2.1.15, the Hausdorff dimension of Hn as a metric
space is Q = 2n + 2 (see [79, 84]). Q is called homogeneous dimension too.
For this purpose, let us recall that the Eulero’s Γ function is defined as

Γ(t) :=

∫ +∞

0

rt−1e−rdr
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and let us define for s ≥ 0

ωs :=
π

s
2

Γ
(
1 + s

2

) . (2.11)

Theorem 2.1.19. Let ωs defined as in (2.11). Then

h = L2n+1 =
2ω2n

ω2n+2

S2n+2
∞ =

2ω2n

H2n+2∞ (B∞(0, 1))
HQ
∞.

In the following we shall identify the vector fields and the associated first-
order differential operators.

Definition 2.1.20. Let W ∈ h, K b Hn a compact set and p ∈ K. Let us
consider the Cauchy problem

{
γ̇p(s) = W (γp(s))
γp(0) = p

(2.12)

Let us denote as the exponential map exp(sW )(p) := γp(s) the solution of the
problem (2.12).

Theorem 2.1.21. (Campbell-Hausdorff formula)
Let V, W ∈ h, then exp(V ) exp(W ) = exp(P (V, W )) where

P (V, W ) = V + W +
1

2
[V, W ].

Let us now introduce the concept of tangent bundle and horizontal bundle
in Hn.

Definition 2.1.22. Let us indicate by THn the tangent vector bundle of Hn,
generated by the vector fields X1, ..., Yn, T .

Definition 2.1.23. Let us indicate by HHn the horizontal vector bundle of
Hn, generated by the vector fields X1, ..., Yn.

Remark 2.1.24. HHn can be canonically identified with a vector subbundle
of THn. Let us indicate as HHn

p the horizontal fiber at each point p ∈ Hn.
Each fiber can be endowed with the scalar product 〈·, ·〉p and the norm | · |p
that make the vector fields X1, ..., Yn orthonormal.
Hence we shall identify a section of HHn with its canonical coordinates with
respect to this moving frame.

Remark 2.1.25. Since remark 2.1.24 we will identified each section F of
HHn with a function F = (F1, ..., F2n) : Hn −→ R2n.
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Finally let us define the projection of a point [z, t] ∈ Hn on a horizontal
fiber HHn

p0
.

Definition 2.1.26. Let (z, t), p0 ∈ Hn be given. We set

πp0((z, t)) :=
n∑

j=1

xjXj(p0) +
n∑

j=1

yjYj(p0).

The map p0 7→ πp0((z, t)) is a smooth section of HHn.

2.2 Some recalls of Functional Analysis

Following [55] let us give now some definitions and results concerning intrinsic
differentiability in Hn, see [83, 84] too.

Notation 2.2.1. If Ω is an open subset of Hn and k ≥ 0 is a non negative
integer, let us indicate by Ck(Ω), C∞(Ω) the usual (Euclidean) spaces of
real valued continuously differentiable functions. We will denote by Lip(Ω)
and Liploc(Ω) respectively the set of Lipschitz and locally Lipschitz contin-
uous in Ω. Let us denote by Ck(Ω; HHn) the set of all Ck-sections of HHn

where the Ck regularity is understood as regularity between smooth mani-
folds. The notions of Ck

c (Ω; HHn), C∞(Ω; HHn) and C∞
c (Ω; HHn) are defined

analogously.

Definition 2.2.2. A map L : Hn → R is H-linear if and only if it is a
homomorphism and if ∀ p ∈ Hn and ∀λ > 0 L(δλ(p)) = λL(p).

Proposition 2.2.3. A map L : Hn → R is H-linear if and only if there
exists (a, b) ∈ R2n such that L(p) = 〈(a, b), (x, y)〉R2n for p = (x + iy, t).

Definition 2.2.4. Let Ω ⊂ Hn be an open set and f : Ω −→ R. We say that
f is P-differentiable at p0 ∈ Ω if there is a unique H-linear map L : Hn → R
such that

lim
p→p0

f(p)− f(p0)− L
(
p−1

0 · p)

d∞(p, p0)
= 0 (2.13)

or equivalently there exists a homomorphism L : Hn → R such that

lim
λ→0+

f (τp0(δλv))− f(p)

λ
= L(v) (2.14)

uniformly with respect to v belonging to a compact set in Hn. We shall write
L = dHfp0.
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Definition 2.2.5. Let Ω ⊂ Hn be an open set and f : Ω −→ R. We say
that f is differentiable along Xj or Yj at p0 ∈ Ω if the map λ 7→ f(τp0(δλej))
or respectively λ 7→ f(τp0(δλej+n)) is differentiable at λ = 0, where ek is the
k-th vector of the canonical basis of R2n+1.

Remark 2.2.6. If f ∈ C1(Ω), then f is differentiable along Xj and Yj at all
points of Ω.

We can introduce now the notions of gradient for functions Hn → R and
divergence for sections of HHn.

Definition 2.2.7. Let Ω ⊂ Hn be an open set and let f : Ω −→ R be
differentiable along Xj and Yj at p0 ∈ Hn for j = 1, ..., n. We define

∇Hf :=
n∑

j=1

(Xjf)Xj + (Yjf)Yj

Remark 2.2.8. ∇Hf is a section of HHn, whose canonical coordinates are
(X1f, . . . , Xnf, Y1f, . . . , Ynf). Therefore ∇Hf can be defined alternatively in
the following way: if f ∈ C1(Ω)

∇Hf := (X1f, . . . , Xnf, Y1f, . . . , Ynf) (2.15)

Remark 2.2.9. Let us notice that ∇H = C∇, where ∇ is the Euclidean
gradient and C is the 2n× (2n + 1) matrix whose rows are the components
of the vectors X1, ..., Yn:

C(p) :=




X1(p)
...

Xn(p)
Y1(p)

...
Yn(p)




=




1 · · · 0 0 · · · 0 −1
2
y1

...
. . .

...
...

. . .
...

...
0 · · · 1 0 · · · 0 −1

2
yn

0 · · · 0 1 · · · 0 1
2
x1

...
. . .

...
...

. . .
...

...
0 · · · 0 0 · · · 1 1

2
xn




Definition 2.2.10. If F = (F1, . . . , F2n) ∈ C1(Ω; HHn),

div HF :=
n∑

j=1

XjFj + YjFj+n. (2.16)

The definitions above can be understood in distributional sense too.

Proposition 2.2.11. Let Ω ⊆ Hn be an open set and let f : Ω −→ R be
P-differentiable at p0 ∈ Ω, then f is differentiable along Xj and Yj at p0 for
j = 1, ..., n and

dHf(p0)(v) = 〈∇Hf, πp0(v)〉p0 .
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Lemma 2.2.12. Let Ω ⊆ Hn be a connected open set and let f ∈ L1
loc(Ω)

such that
∇Hf = 0.

in distributional sense. Then f ≡ cost in Ω.

Definition 2.2.13. If Ω ∈ Hn let us denote by C1
H(Ω) the set of continuous

real function in Ω such that ∇Hf in distributional sense is continuous in
Ω. Moreover let us denote by C1

H(Ω, HHn) the set of all sections F of HHn

whose canonical coordinates Fj ∈ C1
H(Ω) for j ∈ 1, ..., 2n.

Example 2.2.14. Let us notice that C1(Ω) ⊂ C1
H(Ω) and the inclusion is

strict; consider the following example ( see [55], Remark 5.9.): let n = 1 and
f([z, t]) := x− g(y, 2xy + t), where

g(p, q) :=
|p|αq

p4 + q2
if (p, q) 6= (0, 0) and g(0, 0) = 0.

Then f ∈ C1
H(Ω) if 3 < α < 4, but f is not locally Lipschitz continuous with

respect to the euclidean metric of R3. ¤

Let us recall also the following characterizations of the functions in C1
H(Ω)

(see [55], section 5)

Proposition 2.2.15. Let Ω ⊂ Hn be an open set and let f ∈ C0(Ω). Then
the following conditions are equivalent:

i f ∈ C1
H(Ω);

ii there exist gj ∈ C0(Ω) (j = 1, . . . , 2n) such that f is differentiable along
Xj in Ω with derivative gj. Namely for each p ∈ Ω there exists δp >
0 such that (−δp, δp) → exp(sXj)(p) = p · s ej ∈ Ω, (−δp, δp) →
f(exp(sXj)(p)) is C1 and

d

ds
f(exp(sXj)(p)) = gj(exp(sXj)(p)) ∀s ∈ (−δp, δp) .

Proposition 2.2.16. Let Ω ∈ Hn an open set and f : Ω −→ R a continuous
function. f ∈ C1

H(Ω) if and only if its distributional derivatives Xjf, Yjf are
continuous in Ω for j = 1, ..., n.

Theorem 2.2.17. Let Ω ⊂ Hn be an open set. If f ∈ C1
H(Ω) then f is

P-differentiable at any point p0 ∈ Ω.

Similarly to Definition 2.2.13, let us give the following
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Definition 2.2.18. We shall denote by Ck
H(Ω) the set of continuous real

functions f in Ω such that ∇Hf is of class Ck−1 in Ω. Moreover, we shall
denote by Ck

H(Ω; HHn) the set of all sections ϕ of HHn whose canonical co-
ordinates ϕj belong to Ck

H(Ω) for j = 1, . . . , 2n.

Definition 2.2.19. Let Ω ⊂ Hn we will denote by LipH(Ω) the set of func-
tions f : Ω → R such that there exists L > 0 for which

|f(P )− f(Q)| ≤ Ld∞(P, Q) ∀P, Q ∈ Ω . (2.17)

Remark 2.2.20. By (2.9) LipH(Ω) ⊂ C0(Ω).

The following characterization of LipH(Ω) holds (see, for instance, [81],
Theorem 2.21).

Theorem 2.2.21. Let Ω ⊂ Hn be a connected open set then the following
are equivalent

i f ∈ LipH(Ω);

ii f ∈ L∞loc(Ω) and there exists ∇Hf ∈ (L∞(Ω))2n in distributional sense.

Moreover the constant L in (2.17) can be chosen as L = ‖∇Hf‖(L∞(Ω))2n.

Remark 2.2.22. Let Ω ⊂ Hn be an open set. Then C1
H(Ω) ⊂ LipH,loc(Ω).

Let us report the classic technique of intrinsic convolution in Hn ' R2n+1,
see [53]. Let ρ ∈ C∞(Hn) be such that ρ is a standard mollifier, i.e. 0 ≤ ρ ≤ 1,∫

Hn

ρdL2n+1 = 1, sptρ ⊂ B∞(0, 1) and ρ(p−1) = ρ(p) for all p ∈ Hn. Let us

denote for f : Hn → R measurable and p ∈ Hn

ρε(p) := ε−2n−2ρ
(
δ 1

ε
(p)

)

fε(p) = (ρε ∗ f) (p) :=

∫

Hn

ρε(q)f(q−1·p) dL2n+1(q) =

∫

Hn

ρε(p·q−1)f(q) dL2n+1(q).

The following results hold:

Lemma 2.2.23. i sptfε ⊂ B∞(0, ε) · sptf ;

ii If f ∈ Lp(R2n+1), 1 ≤ p < ∞, then fε → f in Lp(R2n+1) as ε → 0;

iii Wj(ρε ∗ ϕ) = ρε ∗Wjϕ for any ϕ ∈ C∞
c (Hn) and each j = 1, ..., 2n;

iv

∫

Hn

fεg dL2n+1 =

∫

Hn

gεf dL2n+1 for every f ∈ L∞(Hn), g ∈ L1(Hn)
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v If f ∈ L∞(Hn) ∩ C0(Ω) for a suitable open set Ω ⊂ Hn then fε → f
uniformly on compact subsets of Ω as ε → 0.

In Hn there is a natural definition of bounded variation functions and of
finite perimeter sets (see [60] ).

Definition 2.2.24. We say that f : Ω → R is of bounded H-variation in an
open set Ω ⊂ Hn, (f ∈ BVH(Ω)), if f ∈ L1(Ω) and if

∫

Ω

d|∇Hf | := sup

{ ∫

Ω

fdiv Hϕ dh : ϕ ∈ C1
c (Ω; HHn), |ϕ(P )|P ≤ 1

}
< +∞.

(2.18)
Analogously the space BVH,loc(Ω) is defined in the usual way.

Definition 2.2.25. We say that E ⊂ Hn is a locally finite H-perimeter set
(or a H-Caccioppoli set) if 1E ∈ BVH,loc(Hn), where we indicate as 1E the
characteristic function of the set E. In this case, the measure |∇H1E| will be
called H-perimeter of E and will be denoted by |∂E|H.
Theorem 2.2.26. There exists a |∂E|H-measurable section νE of HHn such
that

−
∫

E

div Hϕ dh =

∫

Hn

〈νE, ϕ〉 d|∂E|H ∀ϕ ∈ C∞
c (Ω; HHn);

|νE(P )|P = 1 for |∂E|H − a.e.P ∈ Hn.

The measurability of νE is meant in the sense that its coordinates ν1, . . . , ν2n

are |∂E|H-measurable functions.

The function νE can be interpreted |∂E|H-almost everywhere as a gene-
ralized inward “horizontal” normal to the set E.

Finally let s recall the following definition, see [8].

Definition 2.2.27. Let Ω ⊂ Hn be a bounded open set, 1 ≤ p ≤ ∞ and m ∈
N. Let us denote by Wm,p

H (Ω) the space of all u ∈ Lp(Ω) such that W Iu ∈
Lp(Ω) for any mlti-index I with d(I) ≤ m, endowed with the natural norm
||u||W m,p

H (Ω). Let us denote by Wm,p
H,0 (Ω) the completion of D(Ω) in Wm,p

H (Ω).

2.3 Multilinear algebra in Hn

Following [8, 52, 58, 59], let us study some definitions and results of multi-
linear algebra in the Heisenberg group Hn.
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Definition 2.3.1. Let us denote by
∧1

h the dual space of h := span{X1, ..., Yn, T}.
The basis of

∧1
h is the family of covectors {dx1, ..., dxn, dy1, ..., dyn, θ},

where

θ := dt− 1

2

n∑
j=1

(xjdyj − yjdxj)

is the contact form in Hn. Let us indicate as 〈·, ·〉 the inner product in
∧1

h

that makes dx1, ..., dxn, dy1, ..., dyn, θ an orthonormal basis.

Definition 2.3.2. If we set for i = 1, ..., n

Wi := Xi, Wi+n := Yi, W2n+1 := T,

θi := dxi, θi+n := dyi, θ2n+1 := θ,

we put
∧

0 h; =
∧0

h = R and for 1 ≤ k ≤ 2n + 1
∧

k
h := span {Wi1 ∧ ... ∧Wik : 1 ≤ i1 < ... < ik ≤ 2n + 1} ,

∧k
h := span {θi1 ∧ ... ∧ θik : 1 ≤ i1 < ... < ik ≤ 2n + 1} .

The elements of
∧

k h and
∧k

h are called k-vectors and k-covectors. By
Definition 2.3.2 we obtain the graded algebras

∧
∗
h =

2n+1⊕

k=0

∧
k
h and

∧∗
h =

2n+1⊕

k=0

∧k
h.

Remark 2.3.3. The dual space
∧1(

∧
k h) of

∧
k h can be naturally identified

with
∧k

h. The action of a k-covector ϕ on a k-vector v is denoted by 〈ϕ|v〉.
The inner product 〈·, ·〉 extends canonically to

∧
k h and to

∧k
h making the

bases {Wi1 ∧ ...∧Wik} and {θi1 ∧ ...∧ θik} orthonormal. Let us finally notice
that

dim
∧

k
h = dim

∧k
h =

(
2n + 1

k

)

Definition 2.3.4. An element v ∈ ∧
k h is called simple (or decomposable) if

and only if it equals the exterior product of k elements of h, i.e. there exists
v1, ..., vk ∈ h such that

v = v1 ∧ ... ∧ vk.

An element ϕ ∈ ∧k
h is called simple (or decomposable) if and only if it equals

the alternating product of k elements of
∧1

h, i.e. there exists ϕ1, ..., ϕk ∈ h

such that
ϕ = ϕ1 ∧ ... ∧ ϕk.



48 CHAPTER 2. THE HEISENBERG GROUP

The same algebraic construction can be performed starting from the vec-
tor subspace h1 ⊂ h, obtaining the horizontal k-vectors and horizontal k-
covectors

∧
k
h1 := span {Wi1 ∧ ... ∧Wik : 1 ≤ i1 < ... < ik ≤ 2n} ,

∧k
h1 := span {θi1 ∧ ... ∧ θik : 1 ≤ i1 < ... < ik ≤ 2n}

and the graded algebra

∧
∗
h1 =

2n⊕

k=0

∧
k
h1 and

∧∗
h1 =

2n⊕

k=0

∧k
h1

Let us observe that HHn =
∧

1 h1, where HHn is the bundle generated by
X1, ..., Xn, Y1, ..., Yn.

Definition 2.3.5. Let us define the horizontal differential dH :
∧k

h1 →∧k+1
h1 by linearity by

dH(fθi1 ∧ ... ∧ θik) :=
2n∑

j=1

(Wjf)θj ∧ θi1 ∧ ... ∧ θik

for f : Hn → R, 1 ≤ i1, ..., ik ≤ 2n.

Remark 2.3.6. The symplectic 2-form dθ ∈ ∧2
h1 is

dθ := dHθ = −
n∑

j=1

dxj ∧ dyj.

Let us indicate I = {i1, ..., ik} with 1 ≤ i1 < ... < ik ≤ 2n + 1, WI =
Wi1∧ ...∧Wik , θI = θi1∧ ...∧θik , I∗ = {i∗1 < ... < i∗2n+1−k} = {1, ..., 2n+1}\I
and σ(I) the number of couples (ih, i

∗
l ) with ih > i∗l . Following [52, 58] let us

define the Hodge operator

Definition 2.3.7. For 1 ≤ k ≤ 2n + 1 we define the linear isomorphisms

∗ :
∧

k
h ←→

∧
2n+1−k

h and ∗ :
∧k

h ←→
∧2n+1−k

h

putting for v =
∑

I vIWI and ϕ =
∑

I ϕIθI

∗v :=
∑

I

vI(∗WI) and ∗ ϕ =
∑

I

ϕI(∗θI)

where
∗WI := (−1)σ(I)WI∗ and ∗ θI := (−1)σ(I)θI∗ .
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Remark 2.3.8. Notice that, if v = v1 ∧ ... ∧ vk is a simple k-vector, the ∗v
is a simple (2n + 1 − k)-vector. Moreover, notice that if v ∈ ∧

k h1, then
∗v = ξ ∧ T with ξ ∈ ∧

2n−k h1.

Proposition 2.3.9. The following properties of the ∗-operator hold ∀ v, w ∈∧
k h and ∀ϕ, ψ ∈ ∧k

h

∗ ∗ v = (−1)k(2n+1−k)v = v, ∗ ∗ ϕ = (−1)k(2n+1−k)ϕ = ϕ,

v ∧ ∗w = 〈v, w〉W1 ∧ ... ∧W2n+1, ϕ ∧ ∗ψ = 〈ϕ, ψ〉θ1 ∧ ... ∧ θ2n+1

〈∗ϕ| ∗ v〉 = 〈ϕ|v〉.
Definition 2.3.10. If v ∈ ∧

k h let us define v\ ∈ ∧k
h by the identity

〈v\|w〉 := 〈v, w〉 ∀w ∈
∧

k
h

Analogously we define ϕ\ ∈ ∧
k h for ϕ ∈ ∧k

h by the identity

〈ϕ\|ψ〉 := 〈ϕ, ψ〉 ∀ψ ∈
∧k

h

Remark 2.3.11. A simple non-zero k-vector v = v1 ∧ ... ∧ vk ∈
∧

k h is
naturally associated with a left invariant distribution of k-dimensional planes
in R2n+1 ' Hn. v is said to be integrable if the distribution of k-planes
span{v1, ..., vk} is integrable. In general, if k > 1, this distribution is not
integrable because not necessarily [vi, vj] ∈ span{v1, ..., vk} (by Frobenius
Theorem), for example the 2-vector X1 ∧ Y1 ∈

∧
2 h1.

Let us define the vector spaces of integrable k-vectors and k-covectors as
follows.

Definition 2.3.12. We set H

∧
0 = R and for 1 ≤ k ≤ n

H

∧
k

:= span
{

v ∈
∧

k
h1 : v simple and integrable

}

H

∧
2n+1−k

:= ∗
(

H

∧
k

)

Integrable covectors are defined for 0 ≤ k ≤ 2n + 1 by

H

∧k
:=

{
ϕ ∈

∧k
h : ϕ\ ∈H

∧
k

}

and H

∧k
turn to be isomorphic to

∧1 (
H

∧
k

)
.
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Remark 2.3.13. Notice that H

∧
1 =

∧
1 h1 = h1. On the contrary, for

1 < k ≤ n, 0 6= H

∧
k (

∧
k h1. Finally we have for 1 ≤ k ≤ n

H

∧
k

= ∗
(

H

∧
2n+1−k

)
.

Proposition 2.3.14. If 1 ≤ k ≤ 2n + 1, then the following diagram is
commutative

H

∧k ∗ //
H

∧
2n+1−k

H

∧k ∗ //

\

OO

H

∧
2n+1−k

\

OO

Proof. (see [8]) By proposition 2.3.9, if ϕ ∈H

∧k is given and α ∈ ∧2n+1−k
h

is arbitrarily taken, then
〈
α| ∗ (

ϕ\
)〉

=
〈∗α|ϕ\

〉
= 〈α| ∗ ϕ〉 =

〈
α| (∗ϕ\

)〉
.

Proposition 2.3.15. We have for i = 1, ..., 2n W \
i = θi and T \ = θ. In

particular if α, β ∈H

∧k with 1 ≤ k ≤ 2n + 1, then 〈α, β〉 = 〈α\, β\〉.
The following characterization holds, see [58].

Theorem 2.3.16. Assume 2 ≤ k ≤ n and v = v1 ∧ ... ∧ vk ∈
∧

k h1, v 6= 0.
The following three statements are equivalent:

i v ∈H

∧
k

ii [vi, vj] = 0 for 1 ≤ i, j ≤ k

iii 〈γ ∧ dθ|v〉 = 0 ∀γ ∈ ∧k−2
h

Proof. i ⇒ ii. Because [vi, vj] is always a multiple of T and vi, vj ∈ h1, the
necessity of ii for the integrability of the distribution associated with v is
just Frobenius Theorem.
ii ⇒ i. follows from Frobenius Theorem.
ii ⇔ iii. A direct computation yields [vi, vj] = 〈dθ|vi ∧ vj〉 = −〈vi, vj〉R2n . If

v = v1, ..., vk ∈ h1 and if γ ∈ ∧k−2
h1 then

〈γ ∧ dθ|v〉 =
∑

π

σ(π)〈γ|vπ(1) ∧ ... ∧ vπ(k−2)〉〈dθ|vπ(k−1) ∧ vπ(k)〉

where the sum is extended to all the permutations π of {1, ..., k} and σ(π) is
±1 accordingly with the parity of the permutations π. Hence, ∀γ ∈ ∧k−2

h1,
〈γ ∧ dθ|v1 ∧ ... ∧ vk〉 = 0 is equivalent with [vi, vj] = 〈dθ|vi ∧ vj〉 = 0 for
1 ≤ i ≤ j ≤ k.
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Remark 2.3.17. In general let us set Nk := dim H

∧
k = dim H

∧k. Let us
show now that

dim H

∧
2

=

(
2n
2

)
− 1

and that a vectorial basis of H

∧
2 is

B := {Wi ∧Wj} 1≤i<j≤2n
j 6=i+n

∪
{

1√
2
(Wh ∧Wh+n −Wh+1 ∧Wh+1+n)

}

h=1,...,n−1

(2.19)
We know by Remark 2.3.13 that H

∧
2 (

∧
2 h1 ∀n ∈ N and that {Wi ∧

Wj}i,j=1,...,2n is an orthonormal basis of
∧

2 h1. Let us notice that H

∧
2 is

a vectorial subspace of
∧

2 h1, since 0 ∈H

∧
2 and H

∧
2 is closed respect

the sum and the scalar product. Therefore a vectorial basis of H

∧
2 can be

composed by vectors of the basis of
∧

2 h1 or by their linear combinations and

dim H

∧
2 ≤

(
2n
2

)
− 1. Let us observe that

{Wi ∧Wj} 1≤i<j≤2n
j 6=i+n

⊂ H

∧
2

(2.20)

By Theorem 2.3.16 we know that if v ∈ H

∧
2

〈γ ∧ dθ|v〉 = 0 ∀γ ∈
∧k−2

h (2.21)

Since k = 2, γ is a constant. To verify (2.20), let us notice that 〈dθ|v〉 = 0
for v = Wi ∧Wj with j 6= i + n. Indeed

〈
n∑

k=1

θk ∧ θk+n

∣∣∣∣∣ Wi ∧Wj

〉
= 0 if j 6= i + n.

Let us considerate {Wi∧Wi+n}i=1,...,n and notice that these vectors do not
belong to H

∧
2. Indeed let us verify (2.21) does not hold for v = Wi ∧Wi+n.

Indedd ∀ i = 1, ..., n

〈
n∑

k=1

θk ∧ θk+n

∣∣∣∣∣ Wi ∧Wi+n

〉
= 〈θi ∧ θi+n|Wi ∧Wi+n〉 = |Wi ∧Wi+n| = 1.

But there are linear combinations of {Wi∧Wi+n}i=1,...,n that belong to H

∧
2.

Indeed let us consider the n− 1 vectors

vh = {Wh ∧Wh+n −Wh+1 ∧Wh+1+n}h=1,...,n−1 (2.22)
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They belong to H

∧
2, indeed

〈dθ|vh〉 =

〈
n∑

k=1

θk ∧ θk+n

∣∣∣∣∣ Wh ∧Wh+n −Wh+1 ∧Wh+1+n

〉
=

= 〈θh ∧ θh+n|Wh ∧Wh+n〉 − 〈θh+1 ∧ θh+1+n|Wh+1 ∧Wh+1+n〉 =

= |Wh ∧Wh+n| − |Wh+1 ∧Wh+1+n| = 0

It is easy to verify that they are linearly independent and by an easy combi-

natory calculation we have that the cardinality of B is

(
2n
2

)
− 1 = d

Therefore B is a vectorial basis of H

∧
2 and dimH

∧
2 = d. Finally we

normalize some vectors of the basis with the coefficient
1√
2
, because

|Wh ∧Wh+n −Wh+1 ∧Wh+1+n| =
√

2.

¤

Our previous algebraic construction yields, by left translation, several
bundles over Hn. These are the bundles of k-vector and k-covector, that
thanks to the left invariance of the structure we can still indicate as

∧
k h and∧k

h. Analogously we have the bundles
∧

k h1 and
∧k

h1 of the horizontal

k-vectors and k-covectors and the bundles H

∧
k and H

∧k of the simple and
integrable k-vectors and k-covectors. The fiber of

∧
k h over p ∈ Hn is denoted

by
∧

k,p h, analogously the other ones.
More formally, h can be identified with THn

e , the tangent space to Hn at the
origin. Thus H

∧
k 'H

∧
k,e is a subspace of

∧
k THn

e .

Definition 2.3.18. Let us introduce for q, q′ ∈ Hn and for any linear map
f : THn

q → THn
q′ the linear map

Λkf :
∧

k
THn

q →
∧

k
THn

q′

defined by

(Λkf)(v1 ∧ ... ∧ vk) = f(v1) ∧ ... ∧ f(vk).

Let us define, for any p ∈ Hn,

H

∧
k,p

:= (Λkdτp)
(

H

∧
k,e

)
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The inner product 〈·, ·〉 on
∧

k h induces an inner product on each fiber

H

∧
k,p by the identity

〈Λkdτp(v), Λkdτp(w)〉p := 〈v, w〉.
Definition 2.3.19. Let us introduce for q, q′ ∈ Hn and for any linear map
f : THn

q → THn
q′ the linear map

Λkf :
∧k

THn
q′ →

∧k
THn

q

defined by
〈
(Λkf)(α)|v1 ∧ ... ∧ vk

〉
= 〈α|(Λkf)(v1 ∧ ... ∧ vk)〉

for any α ∈H

∧k
q′ and any simple k-vector v1∧ ...∧vk ∈H

∧
k,q. Let us define,

for any p ∈ Hn,

H

∧k

p
:= (Λkdτp−1)

(
H

∧k

e

)

The inner product 〈·, ·〉 on
∧k

h induces an inner product on each fiber

H

∧k
p by the identity

〈
Λkdτp−1(v), Λkdτp−1(w)

〉
p

:= 〈v, w〉.
Lemma 2.3.20. If p, q ∈ Hn, then

Λkdτq :H
∧

k,p
→H

∧
k,qp

and Λkdτq−1 :H
∧k

p
→H

∧k

qp

are isometries.

Proof. see [8] By the identity τp · τq = τpq we obtain

Λkdτp · Λkdτq = Λkdτpq and Λkdτp−1 · Λkdτq−1 = Λkdτ(pq)−1

and so the thesis.

We give now some definitions of spaces of k-differential forms and k-vector
fields in Hn.

Definition 2.3.21. Let K ⊂ Hn be a compact set. If 0 ≤ m ≤ ∞ and
1 ≤ k ≤ 2n + 1, let us denote by Dk,m

H (K) the space of all Cm-sections of

H

∧k over K, i.e. the Heisenberg k-differential forms of class Cm in K. Let
us denote by

D∗,m
H (K) = D0,m

H (K)⊕ ...⊕D2n+1,m
H (K)

the graded algebra of all Heisenberg differential forms in K of class Cm, where
D0,m
H (K) = Cm(K).
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Definition 2.3.22. Analogously to definition 2.3.21 , let us denote by Dm
H,k(K)

the space of all Cm-sections of H

∧
k over K, i.e. the Heisenberg k-vector

fields of class Cm in K and by

Dm
H,∗(K) = Dm

H,0(K)⊕ ...⊕Dm
H,2n+1(K)

their graded algebra.

Let us set also Dk
H(K) := Dk,∞

H (K) and DH,k(K) := D∞
H,k(K).

Let U ⊂ Hn be an open set, we define Dk,m
H (U) and Dm

H,k(U) as the spaces of

all Cm-sections of H

∧k and H

∧k over the compact sets K b U . Finally we
give the definition of Ek,m

H (U) and Em
H,k(U) in the same way, as the spaces of

all Cm-sections of H

∧k and H

∧
k over U .

Repeating the procedure when replacing H

∧k with
∧k

h1 and H

∧
k with∧

k h1, we obtain the definitions of the horizontal k-differential formsDk,m
HH (U),

Ek,m
HH (U) and k-vector fields Dm

HH,k(U), Em
HH,k(U).

Remark 2.3.23. Let {ξ1, ..., ξNk
} be an orthonormal basis of H

∧k
e . Then

we can define Nk smooth sections of H

∧k, that we still denote by ξ1, ..., ξNk

by taking ξj,p := Λkdτp−1(ξj), for p ∈ Hn and j = 1, ..., Nk.

{ξ1,p, ..., ξNk,p} is an orthonormal basis of H

∧k
p. Let us also refer to {ξ1, ..., ξNk

}
as to a left invariant moving frame in H

∧k.

Remark 2.3.24. Given a left invariant moving frame {ξ1, ..., ξNk
} of H

∧k,
and hence a dual moving frame {ξ\

1, ..., ξ
\
Nk
} of H

∧
k, both Dk,m

H (K) and

Dm
H,k(K) can be identified with (Ck

H(K))Nk , and endowed with the induced
norms ‖ · ‖m.
The family of norms ‖ · ‖m, m = 0, 1, ... induces as usual a structure of
Fréchet space in Dk

H(K) and DH,k(K)

Let us recall a well-know result of algebraic geometry, see [90, 96].

Lemma 2.3.25. Let us consider the algebraic operator L on horizontal k-
differential forms

L :=

{ Dk
HH → Dk+2

HH
α 7→ dθ ∧ α

L is injective if k ≤ n− 1 and L is surjective if k ≥ n− 1.

Remark 2.3.26. If k = n− 1 L is an isomorphism.
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2.4 Rumin Complex

Let us expose now the results of Rumin [90]. Following [8, 58], we can obtain
from H

∧∗ a complex of intrinsic differential forms that fits the structure of
Hn in the same way as De Rham complex does for usual differential forms in
Euclidean spaces in [90].

Let us show now that the spaces of integrable covectors are canonically
isomorphic to the spaces defined by Rumin.

Definition 2.4.1. Let us define I∗ as the graded ideal of differential forms
generated by θ, i.e.

I∗ :=
{

β ∧ θ + γ ∧ dθ : β, γ ∈
∧∗

h
}

and let us define J ∗ as the annihilator of I∗, i.e.

J ∗ :=
{

α ∈
∧∗

h : α ∧ θ = 0 and α ∧ dθ = 0
}

.

Remark 2.4.2. I∗ and J ∗ are graded, that is

I∗ =
2n+1⊕

k=1

Ik and J ∗ =
2n+1⊕

k=1

J k

where

Ik :=
{

β ∧ θ + γ ∧ dθ : β ∈
∧k−1

h, γ ∈
∧k−2

h
}

J k :=
{

α ∈
∧k

h : α ∧ θ = 0 and α ∧ dθ = 0
}

.

For 1 ≤ k ≤ n we have I2n+1−k =
∧2n+1−k

h and J k = 0.

Let us define

ker Ik :=
{

v ∈
∧

k
h : 〈ϕ|v〉 = 0 ∀ϕ ∈ Ik

}

and let us define analogously ker J2n+1−k. The following identities, or natural
isomorphisms, hold.

Theorem 2.4.3. For 1 ≤ k ≤ n

H

∧
k

= ker Ik and H

∧
2n+1−k

'
∧

2n+1−kh

ker J2n+1−k
(2.23)

H

∧k '
∧k

h

ker Ik
and H

∧2n+1−k
= J 2n+1−k (2.24)
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Proof. (see [58]) Let us prove the first equality in (2.23). If v ∈ ∧
k h the

condition 〈γ ∧ dθ|v〉 = 0 for all β ∈ ∧k−1
h implies v ∈ ∧

k h1, hence we get

ker Ik =
{

v ∈
∧

k
h1 : 〈γ ∧ dθ|v〉 = 0 ∀γ ∈

∧k−2
h
}

.

We conclude by the equivalence of i and iii in Theorem 2.3.16.

To prove the second one in (2.23) recall that, by definition 2.3.12,

H

∧
2n+1−k

= ∗H

∧
k

= ∗ ker Ik.

Moreover,

ker Ik =
{

v ∈
∧

k
h : 〈ϕ\, v〉 = 0 ∀ϕ ∈ Ik

}
.

Hence

∗(ker Ik) =
{

v ∈
∧

2n+1−k
h : 〈∗ϕ\, v〉 = 0 ∀ϕ ∈ Ik

}
. (2.25)

Now notice that

ϕ ∈ Ik ⇐⇒ ∗ϕ\ ∈ kerJ 2n+1−k. (2.26)

Indeed ∗ϕ\ ∈ kerJ 2n+1−k ⇐⇒
⇐⇒ 〈ψ| ∗ ϕ\〉 = 0, ∀ψ ∈ J 2n+1−k ⇐⇒ 〈∗ψ|ϕ\〉 = 0, ∀ψ ∈ J 2n+1−k

hence

⇐⇒ 〈α|ϕ\〉 = 0,∀α ∈ ∗(J 2n+1−k) = (Ik)⊥ ⇐⇒ 〈α, ϕ〉 = 0,∀α ∈ (Ik)⊥ ⇐⇒ ϕ ∈ Ik.

Finally, from (2.25) and (2.26) it follows

∗
(

H

∧
k

)
' ∗ (

ker Ik
)

=
{

v ∈
∧

2n+1−k
h : 〈ψ, v〉 = 0 ∀ψ ∈ kerJ 2n+1−k

}
=

=
(
kerJ 2n+1−k

)⊥ '
∧

2n+1−kh

kerJ 2n+1−k
.

This concludes the proof of the second part of (2.23).
Let us prove (2.24). Recall that for 1 ≤ k ≤ 2n + 1, H

∧k =
∧1 (H

∧
k).

Given that for any two finite dimensional vector spaces V and W with V
subspace of W , it holds that

∧1
(

W

V

)
' ker(V ) and

∧1
V '

∧1W

ker(V )
,
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we have for k = 1, ..., n

∧1 (
ker Ik

) '
∧1 ∧

k h

ker (ker Ik)
'

∧k
h

ker Ik
,

and for k = n + 1, ..., 2n + 1

∧1
( ∧

k h

kerJ k

)
' ker

(
kerJ k

)
= J k.

Remark 2.4.4. Let us write explicitly an isomorphism realizing (2.24). For
1 ≤ k ≤ n denote by

R :H
∧k →

∧k
h

Ik

the map defined by Rα := [α], where [α] is the equivalence class of α. Then
denote by

P :

∧k
h

Ik
→H

∧k

the map [α] → π(α) that associates with a class [α] the orthogonal projection
π(α) in

∧k
h of a representative of [α] on the orthogonal complement I⊥k of

the linear space

Ik :=
{

β ∧ θ + γ ∧ dθ : β ∈
∧k−1

h, γ ∈
∧k−2

h
}

.

Note that this definition does not depend on the representative chosen.

Let us note that PRα = α for any α ∈H

∧k. Moreover, if [α] ∈
∧k h
Ik then

α − π(α) ∈ Ik, so that [α] = [π(α)] = [P [α]], and hence RP [α] = α for any

[α] ∈
∧k h
Ik .

Let us now show that I⊥k =H

∧k. If α = (v1 ∧ ... ∧ vk)
\ ∈H

∧k is a simple

k-covector, then for any β =
∑

J=(j1,...,jk−1) βJθj1 ∧ ... ∧ θjk−1
∈ ∧k−1

h1 we
have, recalling the notation θ = θ2n+1

〈β ∧ θ, α〉 =
∑

J

βJ〈θj1 ∧ ... ∧ θjk−1
∧ θ2n+1|v1 ∧ ... ∧ vk〉 =

=
∑

J

βJ det (〈θji
|vl〉) = 0

for 〈θ2n+1|vl〉 = 0 for l = 1, ..., k. Moreover for any γ ∈ ∧k−2
h,

〈γ ∧ dθ, α〉 = 〈γ ∧ dθ|v1 ∧ ... ∧ vk〉 = 0,
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by Theorem 2.3.16. Thus α ∈ I⊥k and hence H

∧k is a linear subspace of I⊥k .

On the other hand, by (2.24), both H

∧k and I⊥k have the same dimension

dim
∧k

h− dim Ik, and hence they coincide. ¤

Remark 2.4.5. Let us finally observe that

if k ≤ n J k = {0},

if k ≥ n + 1

∧k
h

Ik
= {0}.

Let us study the Rumin complex, cfr. [8, 58, 90].

Theorem 2.4.6. There exists a second order operator D :
∧n h
In → J n+1 such

that the contact-complex

0 −→ R −→ C∞(Hn)
dc−→

∧1
h

I1

dc−→ ...
dc−→

∧n
h

In

D−→

D−→ J n+1 dc−→ J n+2 dc−→ ...
dc−→ J 2n+1 dc−→ 0

has the same cohomology as De Rham complex, where dc is a first-order
operator that depends only by horizontal derivatives.

Remark 2.4.7. If n + 1 ≤ k ≤ 2n + 1 dc is the usual exterior differential.

If 1 ≤ k ≤ n− 1 dc is the operator on the quotient spaces

∧k
h

Ik
such that, if

[α] ∈
∧k

h

Ik

dc[α] = [dα].

By Theorem 2.4.3

∧k
h

Ik
is isomorphic to H

∧k, let us also define the differen-

tial operator d′c := PdcR that make the following diagram to be commutative:

H

∧k d′c //

R
²²

H

∧k+1

∧k
h

Ik

dc //
∧k+1

h

Ik+1

P

OO

Let us write an explicit form of the operator d′c with respect to a left invariant
orthonormal moving frame {ξ1, ..., ξNk

} of H

∧k, obviously in the case 1 ≤
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k ≤ n − 1. By linearity, let for instance f be a smooth function, and let
i ∈ {1, ..., Nk} be fixed. We have

d′c(fξi) = PdcR(fξi) = P [d(fξi)] = P (df ∧ ξi) + fP (dξi).

ξi ∈H

∧k
h1 and hence it is a linear combination (with constant coefficients

determined by left translation at the origin) of dp1, ..., dp2n. Thus dξi = 0.
Thus, because df = dHf + (Tf)θ, we get

d′c(fξi)(p) = P [dHf ∧ ξi](p) =
2n∑

j=1

(Wjf(p))P [dpj ∧ ξi](p) =

=
2n∑

j=1

(Wjf(p))Λk+1dτp−1

(
P

[
Λk+1dτp(dpj ∧ ξi)

]
(e)

)
=

=
2n∑

j=1

(Wjf(p))
(
Λk+1dτp−1 (P [dpj ∧ ξi,e] (e))

)
.

If {η1, ..., ηNk+1
} is a left invariant orthonormal moving frame of H

∧k+1, then
there exist real constants cl

i,j,k such that

P [dpj ∧ ξi,e](e) =
∑

l

cl
i,j,kηl,e

and hence

d′c(fξi)(p) =
∑

l

(
2n∑

j=1

cl
i,j,k(Wjf(p))

)
ηl,p. (2.27)

Remark 2.4.8. We give an explicit representation of the operator D.

Let [β] ∈
∧n

h

In
. There exists an unique lifting β̃ such that dβ̃ ∈ J n+1, i.e.

dβ̃ ∧ θ = 0 and dβ̃ ∧ dθ = 0. Indeed in the class [β] there exists always a
purely horizontal element, that we can still denote by β, because any form
β ∈ ∧n

h can be written as β = βH + θ ∧ βT , with βH , βT ∈ D∗
HH purely

horizontal. Let us choose

β̃ := β − θ ∧ L−1 (dHβ) ,

where L is the operator defined in Lemma 2.3.25. Then (cfr. [8, 90]) the

operator D :H
∧n −→H

∧n+1 is defined setting Dβ := dβ̃, and so

Dβ = θ ∧ (LT β + dHL−1 (dHβ)
)

where LT is the Lie derivative along T .
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Remark 2.4.9. Thanks to Theorem 2.4.3 and remark 2.4.7 and 2.4.8, re-
calling definition 2.3.21 we can rewrite the Rumin complex as

0 −→ D0
H(Hn) −→ D1

H(Hn)
d′c−→ ...

d′c−→ Dn
H(Hn)

D−→
D−→ Dn+1

H (Hn)
dc−→ ...

dc−→ D2n+1
H (Hn)

dc−→ 0

see [8, 58].

We can give the definitions of ∇Hf and divHF in an alternative way
respect to definition 2.2.8, using the differential forms’ language, recalling
that H

∧
1 ≡ h1 ≡ HHn.

Definition 2.4.10. Let Ω ∈ Hn be an open set and f ∈ C1
H(Ω); let us define

∇Hf as the horizontal vector field

∇Hf := (d′cf)
\

(2.28)

Definition 2.4.11. Let Ω ∈ Hn be an open set and let F ∈ C1
H(Ω, HHn); let

us define

divHF :=
(∗d′c(∗F \)

)\
(2.29)

Remark 2.4.12. Because {W1, ..., W2n} is a left invariant orthonormal mov-
ing frame of H

∧
1 and a horizontal vector field F can be written in the

form F :=
2n∑

j=1

FjWj, F can be identified with the vector-valued function

(F1, ..., F2n). Thus

divHF =
2n∑

j=1

WjFj

Definition 2.4.13. Let F be a smooth section of H

∧
1, let us define

curlHF :=
(
DF \

)\
if n = 1 (2.30)

curlHF :=
(
d′cF

\
)\

if n ≥ 2 (2.31)

Remark 2.4.14. Let us give an explicit representation of curlHF .
If n = 1, an orthonormal left invariant moving frame of H

∧2 is given by
{θ2 ∧ θ3,−θ1 ∧ θ3}, see remark 2.3.17. By definition we have that

dHF \ = (W2F1)θ2 ∧ θ1 + (W1F2)θ1 ∧ θ2 = (W1F2 −W2F1)θ1 ∧ θ2.
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Since dθ3 := −θ1 ∧ θ2, it follows that

L−1
(
dHF \

)
= −(W1F2 −W2F1).

On the other hand

LT F \ = (W1W2 −W2W1)F1θ1 + (W1W2 −W2W1)F2θ2

and so

DF \ = θ3∧LT F \+dHL−1(dHF \) = θ3∧[(W1W2−W2W1)F1θ1+(W1W2−W2W1)F2θ2+

−W1(W1F2 −W2F1)θ1 −W2(W1F2 −W2F1)θ2] =

= θ3∧[(2W1W2F1−W2W1F1−W 2
1 F2)θ1+(W1W2F2−2W2W1F2−W 2

2 F1)θ2] =

= (2W1W2F1−W2W1F1−W 2
1 F2)(−θ1∧θ3)+(W1W2F2−2W2W1F2−W 2

2 F1)(θ2∧θ3).

Thus curlHF can be identified with the second order vector-valued operator

(F1, F2) 7−→ (2W1W2F1−W2W1F1−W 2
1 F2 , W1W2F2− 2W2W1F2−W 2

2 F1).
(2.32)

If n ≥ 2, let us denote by π0 the orthogonal projection in
∧2

h1 along the
linear space Θ spanned by dθ2n+1. Then by remark 2.4.7

d′cF
\ = π0(dHF \).

We compute

dHF \ = dH

(
2n∑

j=1

Fjθj

)
=

2n∑
j=1

2n∑
i=1

WiFj(θi ∧ θj) =

=
∑

1≤i<j≤2n

(WiFj −WjFi)θi ∧ θj =:
∑

1≤i<j≤2n

Fi,jθi ∧ θj.

Recalling that dθ2n+1 = −
n∑

k=1

θk ∧ θk+n and that

{θi ∧ θj} 1≤i<j≤2n
j 6=i+n

∪
{

1√
2
(θh ∧ θh+n − θh+1 ∧ θh+1+n)

}

h=1,...,n−1

is an orthonormal basis of
∧2

h1 ∩Θ⊥ =H

∧2 (see remark 2.3.17)

π0

(
dHF \

)
=

∑
1≤i<j≤2n

j 6=i+n

Fi,jθi∧θj+
1√
2

n−1∑

h=1

(Fh,h+n+Fh+1,h+1+n)(θh∧θh+n−θh+1∧θh+1+n).
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Thus curlHF can be identified with the first order vector valued operator

(F1, . . . , F2n) 7−→
(

. . . , Fi,j, . . . ,
1√
2
(Fh,h+n − Fh+1,h+1+n), . . .

)

with 1 ≤ i < j ≤ 2n, j 6= i + n and h = 1, ..., n− 1.

Remark 2.4.15. Let us notice that curlH :H
∧1 →H

∧2, then curlHF ∈
H

∧2. It follows by Rumin Theorem 2.4.6 that curlH is a second order oper-
ator if n = 1 and a first order operator if n ≥ 2.

The Rumin Theorem 2.4.6 yields an exactitudes’ result of the 1-differential
forms in Hn. Similarly to the classical Poincarè Lemma in Euclidean setting,
we have that if F = (F1, ..., F2n) with Fj ∈ D′(Ω), where Ω ⊂ Hn is open
and simply connected, there exists f ∈ D′(Ω) such that

∇Hf = F if and only if curlHF = 0, (2.33)

where the equalities have to be understood in distributional sense.
We can give an alternative proof of this result, that does not use the differen-
tial forms’ language and that is obtained by the commutation of the vector
fields Wj = Xj, Yj, T . If n = 1 this equivalence is proved in [59].

Theorem 2.4.16. Let Ω ⊆ Hn be a simply connected open set and let F =
(F1, ..., F2n) with Fj ∈ D′(Ω) j = 1, ..., n. Then the following conditions are
equivalent

i there exists f ∈ D′(Ω) such that

∇Hf = F in Ω (2.34)

in distributional sense.

ii If n = 1

TF1 = X2
1F2 −X1Y1F1 and TF2 = Y1X1F2 − Y 2

1 F1 (2.35)

in distributional sense.
If n ≥ 2, for each i, j = 1, ..., n

XiFj = XjFi, XiFj+n = YjFi, YiFj+n = YjFi+n with i 6= j
(2.36)

XjFj+n − YjFj = XiFi+n − YiFi (2.37)

in distributional sense.
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Proof. i⇒ii: If n = 1 we have TX1f = X1Tf and TY1f = Y1Tf . Since
T = X1Y1 − Y1X1 we have

T (X1f) = X1(X1Y1 − Y1X1)f and T (Y1f) = Y1(X1Y1 − Y1X1)f.

If ∃f distributional solution of (2.34) we have therefore

TF1 = X2
1F2 −X1Y1F1 and TF2 = Y1X1F2 − Y 2

1 F1.

If n ≥ 2 let us consider the vector fields Xi, Xj, Yi and Yj with i 6= j. This
fields are commutative, i.e. XiXj = XjXi, XiYj = YjXi and YiYj = YjYi. Let
f be a distributional solution of (2.34), by XiXjf = XjXif , XiYjf = YjXif
and YiYjf = YjYif in distributional sense, we obtain (2.36).

We obtain the condition (2.37) from the commutation of Xj and Yj ∀ j =
1, ..., n. In fact we have XjYj − YjXj = T . But, for i 6= j we have XiYi −
YiXi = T too. Therefore we have in distributional sense

XjYjf − YjXjf = Tf = XiYif − YiXif,

if f is a distributional solution of (2.34) we obtain (2.37).

ii⇒i: In the following the derivatives must be understood in distributional
sense.
Step 1. Let us show that the problem (2.34) is equivalent to an Euclidean
type problem. Let us define for fixed i ∀j = 1, ..., n the vector field F ∈
D′(Ω,R2n+1) 



Fj = Fj + 1

2
xj+n(XiFi+n − YiFi)

Fj+n = Fj+n − 1
2
xj(XiFi+n − YiFi)

F2n+1 = XiFi+n − YiFi

(2.38)

If f ∈ D′(Ω) is a distributional solution of (2.34) we have

Fj = Xjf +
1

2
xj+nTf =

∂f

∂xj

Fj+n = Xj+nf − 1

2
xjTf =

∂f

∂xj+n

F2n+1 = XiYif − YiXif = Tf =
∂f

∂t

We obtain that f satisfies
∇f = F (2.39)

On the other side, let F be defined as in (2.38) and let f such that (2.39)
holds. By definition

∂f

∂t
= F2n+1 = XiFi+n − YiFi
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and
Fj = Fj + 1

2
xj+nF2n+1

Fj+n = Fj+n − 1
2
xjF2n+1

Because f solves (2.39) by assumption, we have

Fj =
∂f

∂xj

− 1

2
xj+n

∂f

∂t
= Xjf

Fj+n =
∂f

∂xj+n

+
1

2
xj

∂f

∂t
= Yjf

and so we obtain that (2.34) and (2.39) are equivalent.

By classical Poincaré lemma the existence of distributional solution f for
the problem (2.39) is equivalent to ask, for i, j = 1, ..., 2n,

∂Fj

∂t
=

∂F2n+1

∂xj

(2.40)

∂Fj

∂xi

=
∂Fi

∂xj

(2.41)

In the following we are going to prove that the condition (2.35) when n = 1
and the conditions (2.36),(2.37) when n ≥ 2 infer (2.40),(2.41).

Step 2. If n = 1 let us consider the first condition (2.35)

X2
1F2 −X1Y1F1 = TF1

That is

X1(X1F2 − Y1F1)− ∂F1

∂t
= 0,

therefore

∂

∂x
(X1F2 − Y1F1)− 1

2
y

∂

∂t
(X1F2 − Y1F1)− ∂F1

∂t
= 0

∂

∂x
(X1F2 − Y1F1)− ∂

∂t

(
F1 +

1

2
y(X1F2 − Y1F1)

)
= 0

and so we have the conditions (2.40)

∂F3

∂x
− ∂F1

∂t
= 0.

Analogously, from
Y1X1F2 − Y 2

1 F1 = TF2
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we obtain
∂F3

∂y
− ∂F2

∂t
= 0.

By the conditions (2.40) we obtain immediately (2.41) by Schwarz Theorem.

Step 3. If n ≥ 2 let us prove that conditions (2.36),(2.37) imply

XjXiFi+n −XjYiFi = TFj and YjXiFi+n − YjYiFi = TFj+n ∀ i, j = 1, ..., n
(2.42)

Let us consider the identity of (2.36) in distributional sense

XjFi+n = YiFj

XjFi = XiFj

with i, j = 1, ..., n, i 6= j, i.e.
∫

Ω

Fi+nXjψ dL2n+1 =

∫

Ω

FjYiψ dL2n+1

∫

Ω

FiXjψ dL2n+1 =

∫

Ω

FjXiψ dL2n+1

∀ψ ∈ C∞
c (Ω). Let us choose ψ = Xiϕ in the first equation and ψ = Yiϕ in

the second one, with ϕ ∈ C∞
c (Ω), we find

∫

Ω

Fi+nXjXiϕdL2n+1 =

∫

Ω

FjYiXiϕ dL2n+1

∫

Ω

FiXjYiϕdL2n+1 =

∫

Ω

FjXiYiϕdL2n+1
(2.43)

Therefore ∀ϕ ∈ C∞
c (Ω)

∫

Ω

(Fi+nXiXjϕ− FiYiXjϕ) dL2n+1 =

∫

Ω

(FjXiYiϕ− FjYiXiϕ) dL2n+1

that is in distributional sense

XjXiFi+n −XjYiFi = TFj. (2.44)

By (2.37) we have by (2.44)

Xj(XjFj+n − YjFj) = TFj (2.45)

(2.44) and (2.45) infer a part of the conditions (2.42)

XjXiFi+n −XjYiFi = TFj ∀ i, j = 1, ..., n
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If we consider the identities of (2.36)

YjFi+n = YiFj+n

YjFi = XiFj+n

we obtain in the same way the remaining conditions (2.42).
Step 4. Let us consider the conditions (2.42): for j = 1, ..., n and i fixed

we have
XjXiFi+n −XjYiFi = TFj

That is

Xj(XiFi+n − YiFi)− ∂Fj

∂t
= 0,

therefore

∂

∂xj

(XiFi+n − YiFi)− 1

2
xj+n

∂

∂t
(XiFi+n − YiFi)− ∂Fj

∂t
= 0

∂

∂xj

(XiFi+n − YiFi)− ∂

∂t

(
Fj +

1

2
xj+n(XiFi+n − YiFi)

)
= 0

and so we have the conditions (2.40)

∂F2n+1

∂xj

− ∂Fj

∂t
= 0.

Analogously, from
YjXiFi+n − YjYiFi = TFj+n

we obtain
∂F2n+1

∂xj+n

− ∂Fj+n

∂t
= 0.

Step 5. Now let us consider the conditions (2.36)

XiFj −XjFi = 0 ∀ i, j = 1, ..., n, i 6= j.

We have

∂Fj

∂xi

−1

2
xi+n

∂Fj

∂t
−1

4
xi+nxj+n

∂F2n+1

∂t
−∂Fi

∂xj

+
1

2
xj+n

∂Fi

∂t
+

1

4
xj+nxi+n

∂F2n+1

∂t
= 0

Therefore

∂Fj

∂xi

+
1

2
xj+n

∂

∂t

(
Fi +

1

2
xi+nF2n+1

)
−∂Fi

∂xj

−1

2
xi+n

∂

∂t

(
Fj +

1

2
xj+nF2n+1

)
= 0
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∂Fj

∂xi

+
1

2
xj+n

∂Fi

∂t
− ∂Fi

∂xj

− 1

2
xi+n

∂Fj

∂t
= 0

For the conditions (2.40), that we have proved in step 3, we get

∂Fj

∂xi

+
1

2
xj+n

∂F2n+1

∂xi

− ∂Fi

∂xj

− 1

2
xi+n

∂F2n+1

∂xj

= 0

Then, if i, j = 1, ..., n i 6= j,

∂

∂xi

(
Fj +

1

2
xj+nF2n+1

)
− ∂

∂xj

(
Fi +

1

2
xi+nF2n+1

)
= 0

and so we have the conditions (2.41) ∀ i, j = 1, ..., n, i 6= j

∂Fj

∂xi

− ∂Fi

∂xj

= 0.

By using the remaining identities of (2.36)

XiFj+n − YjFi = 0, YiFj+n − YjFi+n = 0

we find
∂Fj+n

∂xi

− ∂Fi

∂xj+n

= 0 and
∂Fj+n

∂xi+n

− ∂Fi+n

∂xj+n

= 0

Step 6. Let us consider the conditions (2.37) ∀ j = 1, ..., n and i fixed as
in (2.38)

XjFj+n − YjFj = XiFi+n − YiFi = F2n+1.

Therefore

∂Fj+n

∂xj

−1

2
xj+n

∂Fj+n

∂t
+

1

4
xj+nxj

∂F2n+1

∂t
− ∂Fj

∂xj+n

−1

2
xj

∂Fj

∂t
−1

4
xjxj+n

∂F2n+1

∂t
= F2n+1

∂Fj+n

∂xj

−1

2
xj

∂

∂t

(
Fj +

1

2
xj+nF2n+1

)
− ∂Fj

∂xj+n

−1

2
xj+n

∂

∂t

(
Fj+n − 1

2
xjF2n+1

)
= F2n+1

∂Fj+n

∂xj

− 1

2
F2n+1 − 1

2
xj

∂Fj

∂t
− ∂Fj

∂xj+n

− 1

2
F2n+1 − 1

2
xj+n

∂Fj+n

∂t
= 0

By identities (2.40) already proved at the step 3, we obtain

∂Fj+n

∂xj

− 1

2
F2n+1 − 1

2
xj

∂F2n+1

∂xj

− ∂Fj

∂xj+n

− 1

2
F2n+1 − 1

2
xj+n

∂F2n+1

∂xj+n

= 0

Therefore

∂

∂xj

(
Fj+n − 1

2
xjF2n+1

)
− ∂

∂xj+n

(
Fj +

1

2
xj+nF2n+1

)
= 0
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from which (2.41) in the last case

∂Fj+n

∂xj

− ∂Fj

∂xj+n

= 0.



Chapter 3

Intrinsic Regular Hypersurfaces
in the Heisenberg group

In this chapter we introduce the main object of the thesis: the H-regular hy-
persurfaces. Let us recall that in the Euclidean setting Rn, a C1-hypersurface
can be equivalently viewed as the (local) set of zeros of a function f : Rn → R
with non-vanishing gradient. Such a notion was easily transposed in [55] to
the Heisenberg group. We shall say that S ⊂ Hn is an intrinsic H-regular hy-
persurface if it is locally defined as the zero level set of f ∈ C1

H(Hn), provided
that ∇Hf 6= 0 on S (see Definition 3.1.1). These hypersurfaces can have an
extremely bad behavior from the Euclidean viewpoint (see [69]), nevertheless
they turn out to be regular with respect to the intrinsic geometry.
This definition of H-regularity yields an Implicit Function Theorem, proved
in [55] for the Heisenberg group and in [56] for a general Carnot group (see
also [32] for an extension to a CC metric space). By this Theorem an H-
regular hypersurfaces could be seen as a X1-graph, namely there exists a
continuous parametrization Φ : ω ⊂ R2n → Hn of S, see definition 3.1.12
and Theorem 3.1.13.
In section 3.2, 3.3 we recall the main results of [4, 94] and some improve-
ments of these contained in [18]: the ∇φ-differentiability and the description
of the normal of an H-regular hypersurface through a non linear partial dif-
ferential equation: the Burgers’ equation. We study in particular the role of
the ∇φ-exponential maps and the concept of broad* solution of the system
∇φφ = w. Let us underline the characterization given in Theorems 3.2.12
and 3.3.9: S = Φ(ω) = G1

H,φ(ω) is an H-regular surface if and only if the dis-

tribution ∇φφ is represented by a function w = (w2, ..., w2n) ∈ C0(ω;R2n−1)
and there exists a family (φε)ε>0 ⊂ C1(ω) such that, for any open set ω′, we
have

φε → φ and ∇φεφε → w uniformly in ω′.

69
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We give finally in Theorem 3.3.12 an important original improvement of the
compactness Theorem 5.9 of [4], with an Hölder continuous regularity result
for broad* solutions.
The last section 3.4 is devoted to the exposition of the results obtained
in [20] in collaboration with Davide Vittone. We give negative answers
to some questions about the parametrization Φ of H-regular hypersurface.
Ψ : (R2, ρ) → (H1, d∞) cannot be bi-Lipschitz where ρ = ((x, z), (x′, z′)) :=
|x−x′|+ |z− z′|1/2 (result obtained with the help of G. Citti and Z. Balogh)
and Φ : (R2n, d) → (Hn, d∞) cannot belong to any Sobolev class of metric-
space valued functions when d = || · || and d = d∞|ω.

3.1 Intrinsic Regular Hypersurfaces and

Implicit Functions Theorem

In this section we study some fundamental definitions and results following
[4, 55].

Definition 3.1.1. We shall say that S ⊂ Hn is an H-regular hypersurface
if for every P ∈ S there exist an open ball U∞(P, r) and a function f ∈
C1
H(U∞(P, r)) such that

i S ∩ U∞(P, r) = {Q ∈ U∞(P, r) : f(Q) = 0};
ii ∇Hf(P ) 6= 0.

We will denote with νS(P ) the horizontal normal to S at a point P ∈ S, i.e.
the unit vector

νS(P ) := − ∇Hf(P )

|∇Hf(P )|P
and with T g

HS(P ) the tangent group to S at P , i.e. the proper subgroup of
Hn defined by

T g
HS(P ) := {Q : 〈∇H(f ◦ τP )(0), π0(Q)) 〉0 = 0}.

Finally, we use the notation THS(P ) for the tangent plane to S at P , i.e. the
lateral P · T g

HS(P ).

Definition 3.1.2. Let S ⊂ Hn be an hypersurface, i.e. a submanifold of
topological codimension 1. A point P ∈ S is said to be characteristic for S
if the Euclidean tangent plane to S at P coincides with the horizontal fiber
HHn

P .
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Remark 3.1.3. From an intrinsic viewpoint the characteristic points are
singular points for S. If S is an H-regular hypersurfaces, every P ∈ S is not
characteristic because ∇Hf(P ) 6= 0.

The classes of euclidean regular hypersurfaces and of H-regular hypersur-
faces are disjoint, in the sense that there are H -regular surfaces in H1 ' R3

that are (Euclidean) fractal sets (see [69]), and conversely there are contin-
uously differentiable 2-submanifolds in R3 that are not H-regular hypersur-
faces (see [55], Remark 6.2). An euclidean regular hypersurfaces is H-regular
provided it has no characteristic points.

Example 3.1.4. In R3 ' H1 the Euclidean plane O := {(x, y, t) ∈ H1 : t =
0} is Euclidean regular while it is not H-regular at the origin: it is enough to

observe that O\{0} isH-regular and its horizontal normal νO\{0} =
(y,−x)√
x2 + y2

cannot be extended at the origin. Let us notice that regular Euclidean hy-
persurfaces whose points never are characteristic are H-regular.

Example 3.1.5. S := {(x, y, t) ∈ H1 : f(x, y, t) = x −
√

x4 + y4 + t2 = 0}
is H-regular in a neighborhood of 0 but not C1 regular at the origin.

Remark 3.1.6. H-regular hypersurfaces could be extremely bad from an
Euclidean point of view: indeed, there are examples (see [69]) of H-regular
surfaces in H1 which look as Euclidean fractal sets of Hausdorff dimension
5/2 in R3:

Theorem 3.1.7. There exists an H-regular surface S ⊂ H1 such that

H 5−ε
2 (S) > 0 ∀ ε ∈ (0, 1)

In particular, S is not 2-Euclidean rectifiable.

Let us recall two fundamental results about intrinsic regular hypersur-
faces: their proofs can be found in [55].

Theorem 3.1.8. [Blow-up Theorem] Let Ω be an open set in Hn and
let E ⊂ Hn be such that ∂E ∩ Ω = S ∩ Ω where S ⊂ Hn is an H-regular
hypersurface. If P0 ∈ S and r > 0 put

EP0,r := δ1/r(P
−1
0 · E) = {P ∈ Hn : δr(P

−1
0 · P ) ∈ E}.

Then there is a c(n) > 0 such that

i lim
r→0

|∂EP0,r|H(U∞(0, 1))= lim
r→0

|∂E|H(U∞(P0, r))

r2n+1
=H2n(T g

HS(P0)∩U∞(0, 1))=

c(n);
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ii |∂E|H Ω = c(n)SQ−1
∞ (S ∩ Ω).

Theorem 3.1.9. [Whitney Extension Theorem] Let F ⊂ Hn be a closed
set, and let f : F → R, k : F → HHn be two continuous functions. We set

R(Q,P ) :=
f(Q)− f(P )− 〈k(P ), πP (P−1 ·Q)〉P

d(P, Q)
,

and, if K ⊂ F is a compact set,

ρK(δ) := sup{|R(Q,P )| : P,Q ∈ K, 0 < d∞(P, Q) < δ}.
If ρK(δ) → 0 as δ → 0 for every compact set K ⊂ F , then there exist
f̃ : Hn → R, f̃ ∈ C1

H(Hn) such that f̃|F ≡ f and ∇Hf̃|F ≡ k.

Let us introduce some useful subspaces of hn (here X̂j means that in an
enumeration we omit Xj):

o := span{X1, . . . , X2n};
vj := span{X1, . . . , X̂j . . . , X2n, T} (1 ≤ j ≤ 2n);

oj := span{X1, . . . , X̂j . . . , X2n} (1 ≤ j ≤ 2n);
lj := span{Xj} (1 ≤ j ≤ 2n);
z := span{T}

and let πo, πvj
, πoj

, πlj , πz be the projections of hn onto o, vj, oj, lj and z re-
spectively. Define the following subsets of Hn:

O := exp(o) = {P ∈ Hn : p2n+1 = 0};
Vj := exp(vj) = {P ∈ Hn : pj = 0};
Oj := exp(oj) = O ∩ Vj = {P ∈ Hn : pj = p2n+1 = 0};
Lj := exp(lj) = {P ∈ Hn : pi = 0 ∀i 6= j};
T := exp(z) = {P ∈ Hn : p1 = · · · = p2n = 0}.

and let πO, πVj
, πOj

, πLj
and πT be the maps defined by exp ◦πo◦exp−1, exp ◦πvj

◦
exp−1 and so on; we will refer to them as orthogonal projections of Hn on
O,Vj,Oj,Lj and T.

The following properties of these projections are straightforward:

Proposition 3.1.10. For any P, Q ∈ Hn we have

πO1(P ) = πO ◦ πV1(P ) = πV1 ◦ πO(P )
πO1(P ·Q) = πO1(πO1(P ) · πO1(Q))
πT(P ·Q) = πT(P ) · πT(Q) · πT(πO(P ) · πO(Q))
‖πM(P )‖∞ ≤ ‖P‖∞ ∀M ∈ {O,O1,V1,L1,T}
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Remark 3.1.11. Let us observe that T is the center of the group, and that
only T,Lj and Vj are subgroups; Oj is a subgroup only if n = 1 (because
in this case it coincides with Lj), while O is never a subgroup. We agree to
indicate with αej the point exp(αXj) ∈ Lj; then for each P ∈ Hn there is a
unique way to write P in the form PVj

·PLj
for points PVj

∈ Vj, PLj
∈ Lj: it

is sufficient to take PLj
= pjej and PVj

= P · P−1
Lj
∈ Vj.

There is a natural identification between Vj and R2n given by a diffeo-
morphism

ι : R2n −→ Vj ⊂ Hn (3.1)

Without loss of generality we can assume j = 1 and define when n = 1 as

ι(η, τ) = (0, η, τ), (3.2)

while for n ≥ 2 and (η, v, τ) ∈ R2n ≡ Rη × R2n−2
v × Rτ ι is defined as

ι((η, v, τ)) = (0, v2, . . . , vn, η, vn+2, . . . , v2n, τ), (3.3)

where v = (v2, . . . , vn, vn+2, . . . , v2n). In this way we can introduce the notion
of intrinsic graph in Hn.

Definition 3.1.12. A set S ⊂ Hn is an X1-graph if there is a function
φ : ω ⊂ R2n → R such that S = G1

H,φ(ω) := {ι(A) · φ(A)e1 : A ∈ ω}.
More generally, after fixing an identification ιj : R2n → Vj, for j =

2, . . . , 2n we can define Xj-graphs as those subsets S of Hn for which there
exists a function φ : ω ⊂ R2n → R such that S = {ιj(A) · φ(A)ej : A ∈ ω}.
Moreover the notion of X1- graph is not a pointless generalization. For
instance there are H-regular X1- graphs in H1 which are not Euclidean graphs
(see [58], Example 3.9).

Let us recall the following results proved in [55].

Theorem 3.1.13. [Implicit Function Theorem] Let Ω be an open set in
Hn, 0 ∈ Ω, and let f ∈ C1

H(Ω) be such that X1f(0) > 0, f(0) = 0. Let

E := {(z, t) ∈ Ω : f(z, t) < 0}
S := {(z, t) ∈ Ω : f(z, t) = 0};

then there exist a connected open neighborhood U of 0 such that

E has finite H-perimeter in U ;
∂E ∩ U = S ∩ U ;
νE(P ) = −∇Hf(P )/|∇Hf(P )|P = νS(P ) for all P ∈ S ∩ U .
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Moreover there exists a unique continuous function φ : ω := [−δ, δ] ×
[−δ, δ]2n−2 × [−δ2, δ2] ⊂ R2n → [−h, h] such that S ∩ U = Φ(ω), where
δ, h > 0 and Φ is the map defined as Φ(η, v, τ) = ι(η, v, τ) · φ(η, v, τ)e1,
(η, v, τ) ∈ ω; given explicitly by

Φ(η, v, τ) =
(
φ(η, v, τ), v2, . . . , vn, η, vn+2, . . . , v2n, τ − η

2
φ(η, v, τ)

)
if n ≥ 2

Φ(η, τ) =
(
φ(η, τ), η, τ − η

2
φ(η, τ)

)
if n = 1.

(3.4)
The H-perimeter has the integral representation

|∂E|H(U) =

∫

ω

|∇Hf |
X1f

(Φ(A)) dL2n(A). (3.5)

Remark 3.1.14. We can rewrite Theorem 3.1.13 as follow: Let S = {f = 0}
be the level set of a C1

H function f such that X1f > 0. Then, locally on S,
there exists a unique continuous map φ : ω ⊂ R2n ' V1 → R such that
S = Φ(ω), where Φ is defined by

Φ(A) := exp(φ(A)X1)(ι(A)) (3.6)

with A ∈ ω. Moreover, Φ turns out to be an homeomorphism.

Notice the formal analogy of Theorem 3.1.13 with classical Implicit Func-
tion Theorem in Rn: in that setting, in fact, a C1 surface was seen as graph of
a function g : Rn−1 → R. The construction of the graph of g works on these
terms: start from a point A on Rn−1 (Rn−1 plays the role of V1 - again, a
maximal subgroup of Rn) and follow the orthogonal direction (the analogous
of our X1 direction) for a length g(A). The point you reach is the graph of
g over A: exactly what done in (3.6). Compare also figure 3.1

Let us recall by [69] a regularity result for the parametrization Φ of an
H-regular surfaces in H1.

Theorem 3.1.15. Let S ⊂ H1 be an H-regular surface. Let Φ : ω ⊂ R2 →
H1 be the locally parametrization of S in (3.4), then for each P0 ∈ S there
exist δ, L > 0 and an open neighborhood U of P0 such that

Φ
(
[−δ, δ]× [−δ2, δ2]

)
= S ∩ Ū

d∞ (Φ(u), Φ(v)) ≤ L|u− v| 12 ∀u, v ∈ [−δ, δ]× [−δ2, δ2]. (3.7)

Moreover the H-regular surface S = {(x, y, t) ∈ H1 : x = 0} cannot be locally
parametrized by means of any Hölder continuous map of order 1

2
< α ≤ 1.
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x

X1

t

A
Φ(A)

S

ω ⊂ V1

y

Figure 3.1: Intrinsic graphs.

Since V1 is a subgroup of Hn closed with respect to the dilations in (2.2),
R2n can be endowed through the identification ι by a structure of homoge-
neous group in the sense of Folland and Stein (see [53]), i.e. we can define a
group law in R2n

A ? B := ι−1(ι(A) · ι(B)) A,B ∈ R2n (3.8)

and a family of intrinsic dilations δ?
λ : R2n → R2n (λ > 0)

δ?
λ(A) := ι−1(δλ(ι(A)) ∈ R2n (3.9)

such that (R2n, ?, δ?
λ) turns out to be a homogeneous group.

Explicitly, if n > 1 and A = (η, v, τ), B = (η′, v′, τ ′) ∈ R2n we have

A ? B = (η + η′, v + v′, τ + τ ′ + c(v′, v)) (3.10)

where

c(v′, v) = +
1

2

n∑
j=2

(vn+jv
′
j − vjv

′
n+j) (3.11)

with v = (v2, . . . , vn, vn+2, . . . v2n), v′ = (v′2, . . . , v
′
n, v′n+2, . . . v

′
2n). If n = 1

and A = (η, τ), B = (η′, τ ′) ∈ R2 we have

A ? B = (η + η′, τ + τ ′). (3.12)
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The dilations become explicitly

δ?
λ(η, v, τ) = (λη, λv, λ2τ) for n ≥ 2

δ?
λ(η, τ) = (λη, λ2τ) for n = 1.

Notice that in both cases the induced group structure is the one aris-
ing from direct product R × R if n = 1, and R × Hn−1 if n > 1, via the
identification R2n = Rη × (R2n−2

v × Rτ ) = R×Hn−1.
We define a ?-linear functional L : R2n → R as a homomorphism which

is also positively homogeneous of degree 1 with respect to the dilations, i.e.
L ◦ δ?

λ = λL. The following Proposition comes from Proposition 5.4 in [55]:

Proposition 3.1.16. Let L : R2n → R be a ?-linear functional; then there is
a unique vector wL ∈ R2n−1 such that L(A) = 〈A,wL〉, where we intend that

〈A,wL〉 = ηwLn+1 +
2n∑
j=2

j 6=n+1

vjwLj if n ≥ 2, wL = (wL2, . . . , wL2n) and A = (η, v, τ)

〈A,wL〉 = ηwL2 if n = 1, wL = wL2 and A = (η, τ).

Conversely, through the previous formulas we can associate to each w ∈ R2n−1

a unique ?-linear functional Lw.

Observe that the choice of the enumeration of the components of wL has
been made in order to be coherent with the one made for the components of
v and with the fact that η is the (n + 1)-th coordinate of ι(A).

For n ≥ 2 the tangent space of V1 is linearly generated by the restric-
tions of X2, ..., Y1, ..., Yn, T to V1 and so we can define the vector fields
X̃2, ..., Ỹ1, ..., Ỹn, T̃ on R2n given by

X̃j := (ι−1)∗Xj, Ỹj := (ι−1)∗Yj, T̃ := (ι−1)∗T,

where (ι−1)∗ is the usual push forward of vector fields after the diffeomor-
phism ι−1. In coordinates, for j = 2, ..., n,

X̃j(η, v, τ) =
∂

∂vj

− vj+n

2

∂

∂t
, (3.13)

Ỹ1 =
∂

∂η
,

Ỹj(η, v, τ) =
∂

∂vj+n

+
vj

2

∂

∂t
,
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T̃ =
∂

∂τ
.

If n = 1 the tangent space to V1 is generated by the restriction of Y1 and T
to V1, we can so define

Ỹ1(η, τ) := (ι−1)∗Y1 =
∂

∂η
,

T̃ (η, τ) := (ι−1)∗T =
∂

∂τ
.

It follows from definition that X̃j, Ỹj, T̃ are ?-left-invariant.

Let us introduce the nonlinear differential operator

C1(ω) 3 φ → Bφ, (3.14)

where Bφ is a Burgers’ type operator which can be represented in distribu-
tional form as

Bφ =
∂φ

∂η
+

1

2

∂φ2

∂τ
. (3.15)

With this notations let us provide an improvement of Theorem 3.1.13:

Theorem 3.1.17. Under the same assumption of Theorem 3.1.13, let X̃j, Ỹj

be the vector fields defined in (3.13) and let Bφ the distribution in (3.15) on
ω, where φ and ω are given by Theorem 3.1.13. Then if n = 1

Bφ = − Y1f

X1f
◦ Φ,

if n ≥ 2

X̃jφ = −Xjf

X1f
◦ Φ, Ỹjφ = − Yjf

X1f
◦ Φ, Bφ = − Y1f

X1f
◦ Φ

where the equalities must be understood in distributional sense on ω.
Moreover, the H-perimeter has the integral representation

|∂E|H(U)=c(n)SQ−1
∞ (S ∩ U)=

∫

ω

√
1+(Bφ)2+

∑n
j=2[|X̃jφ|2+|Ỹjφ|2] dL2n.

(3.16)
If n = 1 we have simply

|∂E|H(U) = c(1)SQ−1
∞ (S ∩ U) =

∫

ω

√
1 + |Bφ|2 dη dτ.
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In agreement with (3.13) and Theorem 3.1.17 let φ : ω → R be a
given function; we will indicate with ∇φ the family of first-order operators
(∇φ

2 , . . . ,∇φ
2n) defined for n ≥ 2 by

∇φ
j :=





X̃j =
∂

∂vj

− vj+n

2

∂

∂τ
if 2 ≤ j ≤ n

Ỹ1 + φT̃ =
∂

∂η
+ φ

∂

∂τ
if j = n + 1

Ỹj−n =
∂

∂vj

+
vj−n

2

∂

∂τ
if n + 2 ≤ j ≤ 2n,

(3.17)

while for n = 1 we put ∇φ = ∇φ
2 := Ỹ1 + φT̃ =

∂

∂η
+ φ

∂

∂τ
.

We will denote ∇φ
n+1 := W φ and ∇̃H := (X̃2, ..., X̃n, Ỹ2, ..., Ỹn).

3.2 ∇φ-differentiability

In this section we will recall the main results of [4, 94]: the∇φ-differentiability
and its relation with H-regular hypersurfaces. For the proof see [4, 94].

Let ω be an open, connected and bounded subset of R2n = Rη×R2n−2
v ×Rτ

if n ≥ 1, of R2 = Rη × Rτ if n = 1 and let φ : ω → R be a given function.
Moreover let us define if n ≥ 2 and A0 = (η0, v0, t0) ∈ R2n = Rη×R2n−2

v ×Rτ

Ir(A0) := {(η, v, τ) ∈ R2n : |η − η0| < r, |v − v0| < r, |τ − τ0| < r} =

= (η0 − r, η0 + r)× U(v0, r)× (τ0 − r, τ0 + r)

where U(v0, r) denotes the Euclidean open ball centered at v0 with radius
r > 0 in R2n−2, and if n = 1 and A0 = (η0, τ0) ∈ R2 = Rη × Rτ

Ir(A0) := {(η, τ) ∈ R2 : |η−η0| < r, |τ−τ0| < r} = (η0−r, η0+r)×(τ0−r, τ0+r)

Definition 3.2.1. For A,B ∈ ω we define the graph distance

ρφ(A, B) := ‖πO1(Φ(A)−1 · Φ(B))‖∞ + ‖πT(Φ(A)−1 · Φ(B))‖∞ (3.18)

Explicitly, if n ≥ 2 and A = (η, v, τ), B = (η′, v′, τ ′) ∈ ω we have

ρφ(A,B) = |(η′, v′)−(η, v)|+
∣∣∣∣τ ′ − τ − 1

2
(φ(B) + φ(A))(η′ − η) + c(v, v′)

∣∣∣∣
1/2

;

if n = 1 and A = (η, τ), B′ = (η′, τ ′) ∈ ω we have

ρφ(A, B) = |η′ − η|+
∣∣∣∣τ ′ − τ − 1

2
(φ(B) + φ(A))(η′ − η)

∣∣∣∣
1/2

.
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Proposition 3.2.2. If there is an L > 0 such that

|φ(A)− φ(B)| ≤ L ρφ(A,B) (3.19)

for all A,B ∈ ω, then the quantity ρφ in (3.18) is a quasimetric on ω, id est

i ρφ(A,B) = 0 ⇐⇒ A = B;

ii ρφ(A,B) = ρφ(B, A);

iii there exists q > 1 such that ρφ(A,B) ≤ q [ ρφ(A,C) + ρφ(C, B) ]

for all A,B, C ∈ ω.

Remark 3.2.3. The distance ρφ is equivalent to the metric d∞ restricted to
the graph S, i.e. there exists a constant C > 0 such that

1

C
ρφ(A,B) ≤ d∞ (Φ(A), Φ(B)) ≤ Cρφ(A,B) ∀A,B ∈ ω.

Definition 3.2.4. Let φ : ω ⊂ R2n → R be a fixed continuous function, and
let A ∈ ω and ψ : ω → R be given.

i We say that ψ is ∇φ-differentiable at A if there is a ?-linear functional
L : R2n → R such that

lim
B→A

|ψ(B)− ψ(A)− L(A−1 ? B)|
ρφ(A,B)

= 0. (3.20)

ii We say that ψ is uniformly ∇φ-differentiable at A if there is a ?-linear
functional L : R2n → R such that, if we define

Mφ(ψ, A, L, r) := sup
B,B′∈Ir(A)

B 6=B′

{ |ψ(B′)− ψ(B)− L(B−1 ? B′)|
ρφ(B, B′)

}
(3.21)

then limr↓0 Mφ(ψ, A, L, r) = 0.

Remark 3.2.5. If ψ is ∇φ-differentiable at A, then it is continuous at A.
Indeed, if L : R2n → R is such that (3.20) holds and wL is as in Proposition
3.1.16, then for any B ∈ ω

ψ(B)− ψ(A) =
ψ(B)− ψ(A)− 〈wL, A−1 ? B〉

ρφ(A,B)
· ρφ(A,B) + 〈wL, A−1 ? B〉

and we deduce the continuity of ψ at A from the ∇φ-differentiability at A
together with the fact that ρφ(A,B) is bounded near A.
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Remark 3.2.6. We stress the fact that if ψ : ω → R is uniformly ∇φ-
differentiable at A ∈ ω, then ψ is Lipschitz continuous (between the spaces
(ω, ρφ) and (R, deucl)) in a neighborhood of A; in fact there exist C, r > 0
such that

|ψ(B)− ψ(A)− L(A−1 ? B)|
ρφ(A, B)

≤ C

for all B ∈ Ir(A), whence

|ψ(B)− ψ(A)| ≤ |〈wL, A−1 ? B〉|+ Cρφ(A,B) ≤ (|wL|+ C)ρφ(A,B)

We will indicate the ?-linear functional L such that (3.20) holds by
d∇φψ(A); we will call the vector wL the ∇φ-differential of ψ at A, and we
will indicate it by ∇φψ(A), writing ∇φ

j ψ(A) for wLj, j = 2, . . . , 2n. These
definitions are well posed because of the following

Lemma 3.2.7. Let φ, ψ : ω → R be such that ψ is ∇φ-differentiable at
A ∈ ω, and let L be a ?-linear functional such that (3.20) holds; then L is
unique.

Uniformly ∇φ-differentiable functions have continuous ∇φ-differentials:

Proposition 3.2.8. Let φ, ψ : ω → R be two continuous functions; suppose
that there exists an A ∈ ω such that ψ in uniformly ∇φ-differentiable at
A and that ψ is ∇φ-differentiable in an open neighborhood U of A. Then
∇φψ : U → R2n−1 is continuous at A.

Remark 3.2.9. The inverse proposition could be false: ∇φψ ∈ C0(ω), does
not infer that ψ is ∇φ-differentiable, as we can see this counterexample done
with V. Magnani.
Let ω := (−δ, δ)× (−δ, δ) φ ≡ 0 on ω and ψ = η + g(τ) with g /∈ C0(−δ, δ),
then ∇φψ = W φψ = ψη + 0 = 1 ∈ C0(ω), but ψ /∈ C0(ω) and therefore ψ is
not ∇φ-differentiable.

Proposition 3.2.10. Let φ, ψ : ω → R be continuous functions such that ψ
is ∇φ-differentiable at a point A = (η, v, τ) ∈ ω (respectively A = (η, τ) if
n = 1). For j = 2, . . . , 2n let γj : [−δ, δ] → ω be a C1-integral curve of the

vector field ∇φ
j with γj(0) = A and such that the map

[−δ, δ] 3 s 7−→ φ(γj(s)) ∈ R
is of class C1. Then we have

lim
s→0

ψ(γj(s))− ψ(γj(0))

s
= ∇φ

j ψ(A). (3.22)
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Theorem 3.2.11. Let φ, ψ ∈ C1(ω); then ψ is uniformly ∇φ-differentiable
at A for all A ∈ ω and

∇φψ(A) =

(
X̃2ψ, . . . , X̃nψ,

∂ψ

∂η
+ φ

∂ψ

∂τ
, Ỹ2ψ, . . . , Ỹnψ

)
(A)

for all A ∈ ω. In particular, ∇φψ : ω → R2n−1 is continuous.

Let us recall now the main Theorem of [4] and [94], that characterize the
relations between H-regular graphs and ∇φ-differentiability:

Theorem 3.2.12. Let φ : ω → R be a continuous function and let Φ : ω →
Hn be the function defined by Φ(A) := ι(A) · φ(A)e1. Let S := Φ(ω). Then
the following conditions are equivalent:

i S is an H-regular surface and ν
(1)
S (P ) < 0 for all P ∈ S, where νS(P ) =(

ν
(1)
S (P ), . . . , ν

(2n)
S (P )

)
is the horizontal normal to S at a point P ∈ S;

ii φ is uniformly ∇φ-differentiable at any A ∈ ω and the vector function
∇φφ : ω → R2n−1 is continuous.

Moreover, for every P ∈ S

νS(P ) =

(
− 1√

1 + |∇φφ|2 ,
∇φφ√

1 + |∇φφ|2

)
(Φ−1(P )), (3.23)

and

SQ−1
∞ (S) = c(n)

∫

ω

√
1 + |∇φφ|2 dL2n (3.24)

where L2n denotes the Lebesgue 2n-dimensional measure on R2n and c(n) a
positive constant depending only on n.

Remark 3.2.13. The parametrization φ of an H-regular hypersurface S
is regular in the sense of uniform ∇φ-differentiability along the directions
X̃j, Ỹ1 + φT̃ , Ỹj. These vector fields possess a precise relationship with the
structure of S, since they corresponds to the horizontal directions of S. Sup-
pose for a moment φ to be C1; then the intersection of the tangent space to
S with the horizontal layer is a 2n− 1 dimensional space, since the construc-
tion in (3.6) prevents the occurrence of characteristic points. The images on
the surface of this family of vector fields form a basis of the intersection of
tangent and horizontal space.
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3.3 ∇φ-exponential maps and characterization

of the uniform ∇φ-differentiability

Let us recall some results of [4, 18, 94], that will be crucial in our work:

Definition 3.3.1. Let φ : ω ⊆ R2n → R and w = (w2, ..., w2n) : ω ⊆ R2n →
R2n−1 be continuous functions. We call φ a broad* solution of the system

∇φφ = w in ω (3.25)

if for every A ∈ ω, ∀ j = 2, ..., 2n there exists a map, we will call exponential
map,

exp(·∇φ
j )(·) : [−δ2, δ2]× Iδ2(A) → Iδ1(A) b ω

where 0 < δ2 < δ1, such that if γB
j (s) = exp(s∇φ

j )(B),

(E.1) γB
j ∈ C1([−δ2, δ2])

(E.2)

{
γ̇B

j = ∇φ
j ◦ γB

j

γB
j (0) = B

(E.3) φ
(
γB

j (s)
)− φ

(
γB

j (0)
)

=

∫ s

0

wj

(
γB

j (r)
)

dr

∀B ∈ Iδ2(A), ∀ j = 2, ..., 2n.

Remark 3.3.2. When n = 1, then ∇φφ = Bφ =
∂φ

∂η
+ φ

∂φ

∂τ
and this defini-

tion extends the notion of broad solution for the Burgers equation Bφ = w
given in [21] (see Definition 2.3) provided φ,w : ω → R are (locally) Lips-
chitz continuous. In our case φ and w are supposed to be only continuous,
then the classical theory of solutions for ODEs breaks down and the notion
of broad solution does not apply (see [49] for an interesting account of this
subject and its recent developments).

Remark 3.3.3. Notice that if the exponential maps of ∇φ at A exist, then
the map

[−δ2, δ2] 3 s 7−→ φ
(
expA

(
s∇φ

j

)
(B)

)

is of class C1 for each j ∈ {2, . . . , 2n} and each B ∈ Iδ2(A).
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Remark 3.3.4. Observe that, because of the left invariance of the fields X̃j,
for j 6= n + 1 one must have

expA

(
s∇φ

j

)
(B) = B ? ι−1

(
exp sX̃j

)
= B ? ι−1(s ej). (3.26)

Moreover, if there are the exponential maps of ∇φ at A (in particular there
are wj as in (E.3)), then for any λ = (λ2, . . . , λn, λn+2, . . . , λ2n) ∈ R2n−2

there exists also an exponential map for the field
∑

λj∇φ
j , i.e. there are

two continuous maps γλ : [−δ2, δ2] × Iδ2(A) → Iδ1(A) b ω (with, possibly, a
δ2 > 0 smaller than the one in (E.2), depending on λ) and wλ : ω → R such
that

γ̇λ(s, B) =
∑

λj∇φ
j (γλ(s,B))

γλ(0, B) = B

φ(γλ(s,B))− φ(γλ(0, B)) =

∫ s

0

wλ(γ(r, B)) dr

In fact, it is sufficient to take γλ(s, B) := B ? (0, sλ, 0) and wλ :=
∑

λjwj.

The following Lemma provides sufficient conditions to guarantee the ex-
istence of exponential maps of ∇φ.

Lemma 3.3.5. Let φ : ω → R be continuous, and suppose that

i there exists w ∈ C0(ω) such that, in distributional sense,

w = (w2, . . . , w2n) =
(
X̃2φ, . . . , X̃nφ, Bφ, X̃n+2φ, . . . , X̃2nφ

)
if n ≥ 2

w = Bφ if n = 1

ii there is a family of functions {φε}ε>0 ⊂ C1(ω) such that for each ω′ b ω
we have

φε → φ, ∇φεφε → w uniformly on ω′.

Then for each A ∈ ω there are 0 < δ2 < δ1 such that, for each j = 2, . . . , 2n,
there exists expA(s∇φ

j )(B) ∈ Iδ1(A) b ω for all (s, B) ∈ [−δ2, δ2] × Iδ2(A);
moreover,

wj(B) =
d

ds
φ

(
expA(s∇φ

j )(B)
)
|s=0

for each B ∈ Iδ2(A).
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Remark 3.3.6. Let us explicitly stress that both the uniqueness and the
global continuity of the exponential maps

exp(·∇φ
j )(·) : [−δ2, δ2]× Iδ2(A) → Iδ1(A)

are not guaranteed provided only φ,w are continuous. Indeed notice that
Definition 3.3.1 is not asking the exponential maps to be continuous in the
parameter B, see for instance the following example of [94], Remark 4.34.

Example 3.3.7. Let us consider the function R2 → R

φ(η, τ) :=

{
− τα

1− α
if τ ≥ 0

0 if τ < 0
(3.27)

For 1
2

< α < 1 the X1-graph of φ is an H-regular surfaces (see Corollary
3.3.10) and

∇φφ(η, τ) = W φφ(η, τ) =

{ α

(1− α)2
τ 2α−1 if τ ≥ 0

0 if τ < 0

1
0,5
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0-3 y
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-2

-2

-1

x
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1
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0
-1

Figure 3.2: The intrinsic graph of the map φ in (3.27).
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S is the union of two C1 surfaces

S+ :=
{
(x, y, t) ∈ Hn : x = − 1

1−α

(
t + 1

2
xy

)α}
and S− :=

{
(0, y, t) ∈ H1 : t < 0

}

glued together along the line L := {(0, y, 0) : y ∈ R}. The surface S is not
C1 since the tangent planes to S+, S− at a point (0, y, 0) are different (see
figure 3.2).

Let us notice that the only possible definition of exponential maps is

exp0(xW φ)(0, z) =

{ (
x, (z1−α − x)

1
1−α

)
if x ≥ 0 and z > 0

(x, z) if x ≥ 0 and z < 0

which is not continuous since

lim
z→0+

exp0(xW φ)(0, z) =
(
x, |x| 1

1−α

)
6= (x, 0) = lim

z→0−
exp0(xW φ)(0, z)

for any x < 0. ¤

As in Euclidean spaces the gradient of a function is the vector composed
by the derivatives along the exponentials of the vectors of the canonical
basis, the ∇φ-differential is the vector made by the derivatives along the
exponentials of ∇φ, for the proof see [4, 94].

Theorem 3.3.8. Let φ : ω → R be a continuous function such that, for a
certain A ∈ ω, the following conditions are fulfilled:

i there are 0 < δ2 < δ1 such that, for each j = 2, . . . , 2n there exist a family
of exponential maps

expA

(
s∇φ

j

)
: [−δ2, δ2]× Iδ2(A) → Iδ1(A).

ii for each ω′ b ω

lim
r→0+

sup

{ |φ(B′)− φ(B)|
|B′ −B|1/2

: B′, B ∈ ω′, 0 < |B′ −B| ≤ r

}
= 0.

Then φ is uniformly ∇φ-differentiable at A and

(∇φ
j φ

)
(A) =

d

ds
φ
(
expA(s∇φ

j )(A)
)
|s=0

.

Let us now recall one of the main result of [4, 94], that is fundamental in
our work and that give the characterization of the uniform∇φ-differentiability.



86 CHAPTER 3. INTRINSIC REGULAR HYPERSURFACES

Theorem 3.3.9. Let φ : ω → R be a continuous function. Then the following
conditions are equivalent:

i φ is uniformly ∇φ-differentiable at A for each A ∈ ω;

ii the distribution ∇φφ is represented by a function w = (w2, ..., w2n) ∈
C0(ω;R2n−1) and there exists a family (φε)ε>0 ⊂ C1(ω) such that, for
any open set ω′ b ω, we have

φε → φ and ∇φεφε → w uniformly in ω′. (3.28)

Moreover, for every open set ω′ b ω

lim
r→0+

sup

{
|φ(A)− φ(B)|√

|A−B| : A,B ∈ ω′, 0 < |A−B| < r

}
= 0. (3.29)

An interesting application of Theorem 3.3.9 provides a simple way to
exhibit H-regular surfaces in H1 which are not Euclidean regular, see [94].

Corollary 3.3.10. Let φ : ω ⊂ R2 → R be a continuous function which
depends only on τ , i.e. φ = φ(τ) : I → R for a certain open interval
I ⊆ R, and suppose that φ2 : I → R is of class C1. Then φ is uniformly
∇φ-differentiable at A for every A ∈ ω and

∇φφ(A) =
1

2
(φ2)′(A).

In particular ∇φφ is continuous and φ parametrizes an H-regular surface in
H1.

The condition (3.29) is named in the literature little Hölder continuity of
order 1

2
. Due to the fact it will be needed in the sequel, let us introduce the

associated spaces (see, for instance, [75]).

Definition 3.3.11. Let Ω ⊆ Rn be a bounded open set open set.

i If α ∈ (0, 1) then let us denote by hα(Ω) the set of functions f ∈ C0(Ω)
such that

lim
r→0

Lα(Ω̄, f, r) = 0

where

Lα(f, Ω, r) := sup

{ |f(x)− f(y)|
|x− y|α : x, y ∈ Ω, 0 < |x− y| < r

}

(3.30)
We will denote by L0(f, Ω, r) the modulus of continuity of a function
f ∈ C0(Ω), i.e. the quantity in (3.30) with α = 0.
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ii Let us denote by hα
loc(Ω) the set of function f ∈ C0(Ω) such that f ∈

hα
(
Ω′) for each open set Ω′ b Ω.

iii If f ∈ Lip(Ω) let us denote

L1(f, Ω) := sup

{ |f(x)− f(y)|
|x− y| : x, y ∈ Ω, x 6= y

}
(3.31)

Let us show the following fundamental Hölder continuous regularity result
for broad* solutions which extends a previous one given in Theorem 5.8 of
[4] for C1 regular solution φ of (3.25).

Theorem 3.3.12. Let us assume that φ : ω ⊆ R2n → R and w = (w2, ..., w2n) :
ω ⊆ R2n → R2n−1 are continuous functions and that φ is a broad* solution of
the system ∇φφ = w in ω. Then for each A0 ∈ ω there exist 0 < r2 < r1 and
a function α : (0, +∞) → [0, +∞), which depends only on A0, ‖φ‖L∞(Ir1(A0)),
‖w‖L∞(Ir1(A0)) and on the modulus of continuity of wn+1 on Ir1(A0), such that
limr→0 α(r) = 0 and

L 1
2

(
φ, Ir2(A0), r

)
= sup

{ |φ(A)− φ(B)|
|A−B|1/2

: A,B ∈ Ir2(A0), 0 < |A−B| ≤ r

}
≤ α(r)

(3.32)
for all r ∈ (0, r2).

Before the proof of Theorem 3.3.12 let us introduce a key preliminary
result.

Lemma 3.3.13. Let Q1 := [−δ2, δ2]× [τ0− δ1, τ0 + δ1] and Q2 := [−δ2, δ2]×
[τ0 − δ2, τ0 + δ2] with 0 < δ2 < δ1. Let fi ∈ C0(Q1) (i = 1, 2) and x : Q2 →
[τ0 − δ1, τ0 + δ1] be given such that

i x(·, τ) ∈ C2([−δ2, δ2]) ∀τ ∈ [τ0 − δ2, τ0 + δ2];

ii 



di

dsi
x(s, τ) = fi(s, x(s, τ)) (i = 1, 2)

x(0, τ) = τ

∀s ∈ [−δ2, δ2], τ ∈ [τ0 − δ2, τ0 + δ2].

Then

L 1
2
(g, [τ0−δ2, τ0 +δ2], r) ≤ max

{
r1/4, 2

√
2 L0(f2, Q1, r + 2 c0 r1/4)

}
(3.33)
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for each r ∈ (0, r0), where g(τ) := f1(0, τ), c0 := 2 ‖f1‖L∞(Q1), 0 < r0 <
δ4
2

16
. Moreover if f2 ∈ Lip(Q1) and L1 = L1(f2, Q1) then

L1(g, [τ0 − δ2, τ0 + δ2]) ≤ 2

δ2

(3.34)

Proof. First let us prove (3.33). Let us denote

β(r) := L0(f2, Q1, r), α(r) := max

{
r1/4, 2

√
2 β(r + 2 c0 r1/4)

}

if r ≥ 0. Let us observe that

β
(
r + 2 c0

√
r

α(r)

)

α(r)2
≤ 1

8
∀r > 0 . (3.35)

Indeed since α(r) ≥ r1/4 then
√

r
α(r)

≤ r1/4. Therefore

β

(
r +

2 c0

√
r

α(r)

)
≤ β

(
r + 2 c0 r1/4

) ≤ α(r)2

8
.

Let us introduce the curves

γτ (s) := (s, x(s, τ))

if s ∈ [−δ2, δ2]. By assumptions i and ii we can represent each x(·, τ) for
each τ ∈ [τ0 − δ2, τ0 + δ2] as

x(s, τ) = τ +

∫ s

0

f1(γτ (σ)) dσ

= τ + f1(0, τ) s +

∫ s

0

(s− σ)f2(γτ (σ)) dσ ∀s ∈ [−δ2, δ2] .

(3.36)
By the first equality in (3.36) we get

|x(s, τ)− x(s, τ ′)| ≤ |τ − τ ′|+ c0 |s| ∀s ∈ [−δ2, δ2], τ, τ
′ ∈ [τ0 − δ2, τ0 + δ2]

(3.37)
and then

|f2(γτ (σ))− f2(γτ ′(σ))| ≤ β(|γτ (σ)− γτ ′(σ)|) ≤ β(|τ − τ ′|+ c0 |s|) (3.38)

for each |σ| ≤ |s| and τ, τ ′ ∈ [τ0 − δ2, τ0 + δ2].
In particular by the second equality in (3.36) and (3.38), for 0 ≤ s ≤ δ2,

x(s, τ)− x(s, τ ′) ≤ τ1 − τ2 + (g(τ)− g(τ ′))s + β(|τ − τ ′|+ c0 |s|) s2 (3.39)
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for each τ, τ ′ ∈ [τ0 − δ2, τ0 + δ2].
By contradiction, let us assume there exist τ0 − δ2 ≤ τ2 < τ1 ≤ τ0 + δ2,

0 < r̄ < r0 such that
0 < |τ1 − τ2| ≤ r̄ (3.40)

|g(τ1)− g(τ2)|√
τ1 − τ2

> α(r̄) . (3.41)

By (3.41) we get
g(τ1)− g(τ2) < −α(r̄)

√
τ1 − τ2 (3.42)

or
g(τ1)− g(τ2) > α(r̄)

√
τ1 − τ2 (3.43)

Let us prove now that if (3.42) holds then there exists 0 < s∗ < δ2 such that

x(s∗, τ1) = x(s∗, τ2). (3.44)

Let s̄ := 2

√
τ1 − τ2

α(r̄)
then

s̄ ∈ [0, δ2], x(s̄, τ1)− x(s̄, τ2) < 0 . (3.45)

Indeed by (3.40) and the definition of α, s̄ ≤ 2
√

τ1−τ2
α(|τ1−τ2|) ≤ 2 (τ1 − τ2)

1/4 ≤
2 r̄1/4 ≤ 2 r

1/4
0 ≤ δ2. On the other hand by (3.39) (with s = s̄, τ = τ1,

τ ′ = τ2), (3.42) and (3.35)

x(s̄, τ1)− x(s̄, τ2) ≤ τ1 − τ2 − 2 (τ1 − τ2) + 4
β(|τ1 − τ2|+ c0 s̄)

α(r̄)2
(τ1 − τ2)

= (τ1 − τ2)

(
−1 + 4

β(r̄ + 2 c0

√
r̄/α(r̄))

α(r̄)2

)

≤ −1

2
(τ1 − τ2) < 0 .

Then (3.45) follows. Let

s∗ := sup{s ∈ [0, δ2] : x(s, τ1) > x(s, τ2)} (3.46)

then by (3.44) 0 < s∗ < s̄ ≤ δ2 and it satisfies (3.44).
If (3.43) holds let us consider

f ∗1 (η, τ) = −f1(−η, τ), f ∗2 (η, τ) = f2(−η, τ) (η, τ) ∈ Q1

x∗(s, τ) = x(−s, τ), (s, τ) ∈ Q2 ,

g∗(τ) = −f1(0, τ) τ ∈ [τ0 − δ1, τ0 + δ1] .



90 CHAPTER 3. INTRINSIC REGULAR HYPERSURFACES

Then since in this case

di

dsi
x∗(s, τ) = f ∗i (s, x∗(s, τ)) if |s| ≤ δ2, τ ∈ [τ0 − δ1, τ0 + δ1], (i = 1, 2)

g∗(τ1)− g∗(τ2) < −α(r̄)
√

τ1 − τ2

we can repeat the argument above, getting that there exist −δ2 < s∗ < 0
such that (3.44) still holds. Let us prove now that

f1(γτ1(s∗)) 6= f1(γτ2(s∗)), (3.47)

then a contradiction and (3.33) will follow. Indeed, for instance, let us assume
(3.42). Then by (3.36) and (3.38)

f1(γτ1(s∗))− f1(γτ2(s∗)) = g(τ1)− g(τ2)+

∫ s∗

0

(f2(γτ1(σ))− f2(γτ2(σ))) dσ ≤

≤ g(τ1)− g(τ2) + β(|τ1− τ2|+ c0 s∗) s∗ ≤ g(τ1)− g(τ2) + β(|τ1− τ2|+ c0 s̄) s̄

≤ −α(r̄)
√

τ1 − τ2 + 2
β(|τ1 − τ2|+ c0 s̄)

α(r̄)

√
τ1 − τ2 ≤

≤ −α(r̄)
√

τ1 − τ2 + 2
β(r̄ + 2 c0

√
r̄/α(r̄))

α(r̄)

√
τ1 − τ2 =

= 2 α(r̄)
√

τ1 − τ2

[
−1

2
+

β(r̄ + 2 c0

√
r̄/α(r̄))

α(r̄)2

]
.

By (3.35) we get that

f1(γτ1(s∗))− f1(γτ2(s∗))) < 0

and (3.47) follows.
Let us prove now (3.34). The proof’s scheme partially follows the previous

one. By contradiction, let us assume there exist τ0 − δ2 ≤ τ2 < τ1 ≤ τ0 + δ2

such that |g(τ1)− g(τ2)|
τ1 − τ2

>
2

δ2

For instance let us assume that

K :=
g(τ1)− g(τ2)

τ1 − τ2

< − 2

δ2

(3.48)

otherwise we can argue as before to reduce to this case. Then we have only
to prove there exists 0 < s∗ < δ2 such that (3.44) holds. Indeed we can
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apply now the classical uniqueness result for ODEs’ solutions with Lipschitz
continuous data to the Cauchy problem





d2

ds2
y(s) = f2(s, y(s))

y(s∗) = τ ∗,
d

ds
y(s∗) = f1(s

∗, τ ∗)

where τ ∗ = x(s∗, τ1) = x(s∗, τ2) and we get a contradiction.
Let s∗ be as in (3.46), then 0 < s∗ ≤ δ2. Because f2 ∈ Lip(Q1), by the

second equality in (3.36) and (ii), for 0 ≤ s ≤ δ2,

x(s, τ1)− x(s, τ2) ≤ τ1− τ2 + (g(τ1)− g(τ2))s + L1s

∫ s

0

|x(σ, τ1)− x(σ, τ2)|dσ.

(3.49)
Let us prove (3.44). Let

u(s) :=

∫ s

0

(x(σ, τ1)− x(σ, τ2))dσ

if 0 ≤ s ≤ s∗, then by (3.49)

d

ds
u(s) ≤ a(s) + b(s)u(s) 0 ≤ s ≤ s∗

with a(s) := τ1 − τ2 + (g(τ1)− g(τ2))s, b(s) = L1 s. By applying Gronwall’s
inequality (see, for instance, [51], appendices B.2 j) we get if 0 ≤ s ≤ s∗

0 ≤
∫ s

0

(x(σ, τ1)−x(σ, τ2))dσ = u(s) ≤ exp

(∫ s

0

b(σ)dσ

)
·
[
u(0) +

∫ s

0

a(σ)dσ

]
=

(3.50)

= exp

(
L1

s2

2

)[
(τ1 − τ2)s +

g(τ1)− g(τ2)

2
s2

]
= exp

(
L1

s2

2

)
(τ1 − τ2) s

(
1 +

K

2
s

)
.

Let s̄ := −2/K and notice that by (3.48) 0 < s̄ < δ2. Then by (3.50) we
infer 0 < s∗ ≤ s̄ < δ2 and (3.44) follows.

Remark 3.3.14. Notice that in order to get (3.34) we have actually exploited
the weak assumption

|f2(η, τ)− f2(η, τ ′)| ≤ L1 |τ − τ ′| ∀η ∈ [−δ2, δ2], τ ∈ [τ0 − δ1, τ0 + δ1]

instead of f2 ∈ Lip(Q1).
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Proof of Theorem 3.3.12. Let A0 = (η0, τ0) ∈ ω if n = 1 and A0 = (η0, v0, τ0) ∈
ω if n ≥ 2. Then since φ is a broad* solution of (3.25) there exists family of
exponential maps at A0

expA0
(·∇φ

j )(·) : [−δ2, δ2]× Iδ2(A0) → Iδ1(A0) b ω (3.51)

where 0 < δ2 < δ1 and j = 2, . . . , 2n satisfying (E.1), (E.2) and (E.3).
Let us denote I1 := Iδ1(A0), I2 := Iδ2(A0), K := supA∈I1 |A|,M :=

‖φ‖L∞(I1), N := ‖∇φφ‖L∞(I1); let β(r) := L0(wn+1, I1, r) be the modulus
of continuity of wn+1 on I1.

Let A = (η, τ) ∈ I2 if n = 1 and A = (η, v, τ) ∈ I2 if n ≥ 2 and
let us denote by γA(s) = γA

n+1(s) = expA0
(s∇φ

n+1)(A) if s ∈ [−δ2, δ2]. Let
γA(s) = (η + s, τA(s)) if n = 1 and γA(s) = (η + s, v, τA(s)) if n ≥ 2. Then
τA satisfies





d2

ds2
τA(s) =

d

ds
[φ(γA(s))] = wn+1(γA(s)) ∀ s ∈ [−δ2, δ2]

τA(0) = τ,
d

ds
τA(0) = φ(A)

(3.52)

Let us observe also that

expA0
(·∇φ

n+1)(·) : [−r2, r2]× Ir2(A0) → Iδ2(A0) = I2 (3.53)

provided

r2 <
δ2

M + 2
. (3.54)

Indeed if (s, A) ∈ [−r2, r2]× Ir2(A0) then by (3.51) and (E.2)

γA(s)− A0 =

{
(η − η0 + s, τA(s)− τ0) if n = 1

(η − η0 + s, v − v0, τA(s)− τ0) if n ≥ 2
∈ Iδ2(0)

provided (3.54) holds.
First let us consider the case n = 1 and divide the proof in three steps.
Step 1. Let us prove that

sup

{ |φ(A)− φ(B)|
|A−B|1/2

: A = (η, τ), B = (η, τ ′) ∈ I2, 0 < |A−B| ≤ r

}
≤ α1(r)

(3.55)
for every r ∈ (0, r0) where
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α1(r) := max

{
r1/4,

√
L0(wn+1, I1, r + 2 M r1/4)

}
, 0 < r0 <

δ4
2

16
. (3.56)

Let A = (η, τ) ∈ I2 = [η0− δ2, η0 + δ2]× [τ0− δ2, τ0 + δ2] and let x(s, τ) :=
τA(s) if |s| ≤ δ2 and τ ∈ [τ0−δ2, τ0 +δ2], f1,η(s, τ) := φ(η+s, τ), f2,η(s, τ) :=
w2(η + s, τ), gη(τ) = φ(η, τ) if (s, τ) ∈ Q1 := [−δ2, δ2]× [τ0 − δ1, τ0 + δ1] and
η ∈ [η0 − δ2, η0 + δ2] is fixed. By (3.52) and since

‖f1,η‖L∞(Q1) ≤ M, L0(f2,η, Q1, r) ≤ L0(w2, I1, r) ∀η ∈ [η0 − δ2, η0 + δ2]

we can apply (3.33) of Lemma 3.3.13 and (3.55) follows.
Step 2. Let us prove that

sup

{ |φ(A)− φ(B)|
|A−B|1/2

: A = (η, τ), B = (η′, τ) ∈ Ir2(A0), 0 < |A−B| ≤ r

}
≤ α2(r)

(3.57)
for every r ∈ (0, r2) where

α2(r) :=
√

M α1(M r) + N
√

r, 0 < r2 < min

{
δ2

M + 2
,

r0

M

}
(3.58)

and α1(r) and r0 are the quantities in (3.56).
Suppose on the contrary there exist Ā = (η̄′, τ̄), B̄ = (η̄, τ̄) ∈ Ir2(A0),

0 < r̄ ≤ r2 such that 0 < |Ā− B̄| ≤ r̄ and

|φ(Ā)− φ(B̄)|
|Ā− B̄|1/2

>
√

M α1(M r̄) + N
√

r̄ . (3.59)

Let C̄ := γĀ(η̄− η̄′) = (η̄, τ̄ ′) and let us notice that C̄ ∈ I2 because (3.53)
and (3.54). Moreover

|τ̄ ′ − τ̄ | =
∣∣∣∣∣
∫ η̄−η̄′

0

φ(γĀ(σ)) dσ

∣∣∣∣∣ ≤ M |η̄ − η̄′| . (3.60)

On the other hand by (3.59) and (E.3)

|φ(B̄)− φ(C̄)| ≥ |φ(B̄)− φ(Ā)| − |φ(Ā)− φ(C̄)|
≥ [√

M α1(M r̄) + N
√

r̄ −N
√
|η̄ − η̄′| ]

√
|η − η′|

≥ √
M α1(M r̄)

√
|η̄ − η̄′|

(3.61)
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Let us notice that τ̄ 6= τ̄ ′. If not C̄ = (η̄, τ̄ ′) = (η̄, τ̄) = B̄ and since
α1(r) > 0∀r > 0 by (3.61) M = 0. Therefore φ ≡ 0 in I1 and then a
contradiction by (3.59).

By (3.61) and (3.60) we get B̄ = (η̄, τ̄), C̄ = (η̄, τ̄ ′) ∈ I2 and

|φ(B̄)− φ(C̄)|√
|B̄ − C̄|

≥ α1(M r̄)

with 0 < |B̄ − C̄| = |τ̄ − τ̄ ′| ≤ M r̄ ≤ M r2 ≤ r0 and then a contradiction
for step 1.

Step 3. Let A = (η, τ), B = (η′, τ ′) ∈ Ir2(A0) with 0 < |A−B| ≤ r then

|φ(A)− φ(B)|
|A−B|1/2

≤ |φ(η, τ)− φ(η′, τ)|
|η − η′|1/2

+
|φ(η′, τ)− φ(η, τ ′)|

|τ − τ ′|1/2
. (3.62)

By steps 1, 2 and (3.62) we get the thesis by choosing r1 = δ1, r2 as
in (3.58) and α(r) = α1(r) + α2(r) where α1(r) and α2(r) are respectively
defined in (3.56) and (3.58).

Let us consider now the case n ≥ 2. Let ·̂ : R2n = Rη × R2n−2
v × Rτ →

R2 = Rη × Rτ the projection defined as ̂(η, v, τ) = (η, τ). Let us notice that

Îr(A) = Ir(Â) for each A ∈ R2n. For fixed v ∈ U(v0, δ1) let us define

φv(η, τ) := φ(η, v, τ), wv(η, τ) := wn+1(η, v, τ) if (η, τ) ∈ Iδ1(Â0)

and notice that

̂expA0
(s∇φ

n+1)(A) = expÂ0
(s∇φv

2 )(Â) s ∈ [−δ2, δ2]

for each A ∈ Iδ2(A0) where expA0
(·∇φ

n+1)(·) is the exponential map in (3.51)
with j = n + 1. In particular

expÂ0
(·∇φv

2 )(·) : [−δ2, δ2]× Iδ2(Â0) → Iδ1(Â0)

and it satisfies (E.1), (E.2) and (E.3) in the case n=1 with w2 = wv. More-
over

Mv := ‖φv‖L∞(Iδ1
(Â0)) ≤ M, Nv := ‖wv‖L∞(Iδ1

(Â0)) ≤ N,

L0(wv, Iδ1(Â0), r) ≤ L0(wn+1, Iδ1(A0), r)
(3.63)



3.4. NEGATIVE ANSWERS TO QUESTIONS OF GOOD PARAMETRIZATION95

for each v ∈ U(v0, δ1) and r > 0. Therefore we can apply the case n = 1
and by (3.63) we get

sup

{ |φ(A)− φ(B)|
|A−B|1/2

: A = (η, v, τ), B = (η′, v, τ ′) ∈ Ir2(A0), 0 < |A−B| ≤ r

}
≤ α3(r)

(3.64)
for each r ∈ (0, r2) where α3(r) = α1(r)+α2(r) and α1(r) is defined in (3.56),
α2(r) and r2 are defined in (3.58).

In order to achieve the proof we can follow the argument given in step 5 of
the proof of Theorem 5.8 in [4]. Indeed we can carry out the same estimates
and we get

|φ(A)− φ(B)|
|A−B|1/2

≤ N |A−B|1/2 +

(
K

2
+ 2

)
α3(|A−B|)

for each A, B ∈ Ir2(A0) and 0 < |A−B| ≤ r2 and we have done.

3.4 Negative answers to questions of good

parametrization

A problem raised in [55], directly related to the theory of rectifiability in
the Heisenberg group (see also [1, 58, 85, 91]), is the following one: is it
possible to seeH-regular hypersurfaces as bi-Lipschitz deformations of a given
“model” metric space? Here, by bi-Lipschitz we mean Lipschitz continuous
maps with Lipschitz continuous inverse map. In [34], D. R. Cole and S.
Pauls have proved that, in the setting of the first Heisenberg group H1,
any noncharacteristic C1-surface S can be locally parametrized by means
of a Lipschitz homeomorphism defined on an open subset of the plane R2

x,z

endowed with the “parabolic” distance % defined by

%
(
(x, z), (x′, z′)

)
:= |x− x′|+ |z − z′|1/2 ;

this space can be naturally identified with the subgroup V1 ⊂ H1 endowed
with the restriction of d∞. We are able to show that Cole-Pauls homeomor-
phism is indeed bi-Lipschitz continuous, cfr. [20, 94].

Theorem 3.4.1. Let S be a C1 surface; then for any non characteristic point
P ∈ S there is a Lipschitz continuous mapping

Ψ : (A, %) −→ (U , d∞) ,

from an open set A ⊂ R2 to a neighbourhood U of P in S, with Lipschitz
inverse map Ψ−1.
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Proof. It is not restricting to suppose that P = 0 and that a neighbourhood
U ⊂ S of 0 is parametrized by a C1 function φ : ω → R with φ(0) = 0, where
ω ⊂ (R2, ρφ). Recalling that in H1 ∇φ = W φ, let us introduce the map

ψ : A → ω

(x, z) 7→ exp(xW φ)(0, z)

which is defined, possibly restricting ω, on a proper open set A ⊂ R2. It
is not difficult to notice that the Lipschitz homeomorphism Ψ : A → U
introduced by D. R. Cole and S. Pauls is such that Ψ = Φ ◦ ψ. Since Φ is
a (ρφ-d∞) bi-Lipschitz homeomorphism, it will be sufficient to show that the
inverse map ψ−1 is (ρφ-%)-Lipschitz continuous.

To this aim, for any A = (η, τ) ∈ ω let us introduce the curve zA solution
to the ODE

zA(η) = τ, żA(s) = φ(s, zA(s)) .

It is immediate to see that ψ−1(A) = ψ−1(η, τ) = (η, zA(0)). The Lipschitz
estimate we need to prove is therefore

|η′ − η|+ |zB(0)− zA(0)|1/2 ≤ c ρφ(A,B) ∀ A = (η, τ), B = (η′, τ ′) ∈ ω .

If η′ = η we have

|zB(0)− zA(0)| =
∣∣∣∣τ ′ − τ +

∫ 0

η

[φ(s, zB(s))− φ(s, zA(s))]ds

∣∣∣∣ ≤

≤ |τ ′ − τ |+ c1

∫ 0

η

|zB(s)− zA(s)|ds

and by Gronwall’s lemma one conclude that

%(ψ−1(A), ψ−1(B)) = |zB(0)− zA(0)|1/2 ≤ c2|τ ′ − τ |1/2 = ρφ(A,B) .

If η′ 6= η we define C := exp((η − η′)W φ)(B) = (η, τ ′′). We refer to [4,
Theorem 3.8] for the proof of the inequality |τ ′′ − τ ′|1/2 ≤ c3ρφ(A,B); with
this in our hands we can conclude in a stroke since

%(ψ−1(A), ψ−1(B)) = |η′ − η|+ |zB(0)− zA(0)|1/2

= |η′ − η|+ |zC(0)− zA(0)|1/2

≤ |η′ − η|+ c2|τ ′′ − τ |1/2

≤ c ρφ(A,B) .
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Theorem 3.4.1 fails to hold for general H-regular surfaces: the counterex-
ample is provided exactly by the intrinsic graph S := Φ(ω) = S+ ∪ S− of the
map φ in example 3.3.7. Notice that (R2, %) is not connected by curves of
finite length, while (S+∪L, d∞) is. This happens because the upper halfplane
in V1 ' R2 is connected by means of the exponential curves of W φ, namely
by the curves {c+

w}w∈R and c−0 in (3.65) and (3.66).

Theorem 3.4.2. There exists an H-regular hypersurface S ⊂ H1 and a point
P ∈ S such that, for any open set A ⊂ R2 and any neighborhood U of P on
S, there cannot exists a bi-Lipschitz map Ψ : (A, %) → (U , d∞).

Theorem 3.4.2 follows immediately from the next result: in the latter,
however, we follow a slightly different path from the one outlined above,
thus proving a stronger statement.

Theorem 3.4.3. Let S be the H-regular surface given by the X1-graph of the
map φ in example 3.3.7 with 1

2
< α < 1, and suppose that

Ψ : (A, %) −→ (U , d∞)

is a Lipschitz continuous and surjective map from an open set A ⊂ R2 to a
neighborhood U of 0 in S. Then Ψ is not an homeomorphism; in particular,
it cannot be bi-Lipschitz.

Proof. Step 1: horizontal curves on S. For any fixed z the curve γz :=
Ψ(·, z) : R → H1 is Lipschitz continuous; in particular (see [83]) it must be
horizontal, i.e. absolutely continuous and such that γ̇z ∈ g1 almost every-
where. Since γz lies on S, and the latter is the union of two C1 surfaces, γz

must be contained in (a piece of) an integral curve of the vector field

Y1 + (W φφ ◦ Φ−1)X1 ,

which is (up to a normalization) the unique vector field which is both hor-
izontal and tangent to S; thanks to proposition 3.1.17, Φ−1(γz) must be (a
piece of) an integral curve of W φ in R2.

Let us investigate the behaviour of the integral curves of W φ, i.e. the
solutions of the Cauchy problem

c′(s) = W φ(c(s)) = ∂η + φ(c(s))∂τ .

More precisely, if c(s) = (cη(s), cτ (s)) we have

c′η = 1 and c′τ = − cα
τ

1− α
.
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Lipschitz regularity of the coefficients of the ODE is violated at points (η, 0),
therefore we cannot expect uniqueness of solutions whenever cτ = 0. By
standard considerations on this kind of problem we can divide the solutions
of the ODE into two families {c+

w}w∈R and {c−ζ }ζ≤0:

c+
w(s) =

{
(s, (w − s)

1
1−α ) if s ≤ w

(s, 0) if s > w
(3.65)

c−ζ (s) = (s, ζ). (3.66)

Notice that for a given curve c+
w the parameter w denotes the point (w, 0)

where it meets the horizontal axis η, cfr. also figure 3.3. We will also write
c++
w to denote the restriction of c+

w to (−∞, w], i.e. the part of c+
w lying in

the upper halfplane. The upper (closed) halfplane is connected by means of
c−0 and of paths of type c+

w .

c−ζζ

τ

η

w

c+
w

c++
w

Figure 3.3: Exponential lines of W φ.

Step 2: a curve passing through 0. It will not be restrictive to suppose
Ψ(0, 0) = 0 ∈ S and U = Φ

(
(−δ, δ)2

)
for some δ > 0. Let us denote by ψ

the (%-ρφ)-Lipschitz induced map Φ−1 ◦Ψ : A → (−δ, δ)2, which is surjective
and such that ψ(0, 0) = (0, 0); suppose by contradiction that it is also an
homeomorphism. Then the set

K := ψ−1{(0, τ) : τ ∈ [0, δ/2]}
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is a compact subset of A, and so for sufficiently small r > 0

{(x + h, z) : (x, z) ∈ K,−r ≤ h ≤ r} ⊂ A . (3.67)

Let us set
r+ := sup{x > 0 : ψ(x, 0) ∈ R× {0}} ≥ 0
r− := inf{x < 0 : ψ(x, 0) ∈ R× {0} ≤ 0 .

One cannot have r+ = r− = 0; indeed, this would imply

{ψ(x, 0) : x > 0} ⊂ Im c++
0 \{0} and {ψ(x, 0) : x < 0} ⊂ Im c++

0 \{0} ,

and by continuity (ψ(0, 0) = 0) we obtain

{ψ(x, 0) : x > 0} ∩ {ψ(x, 0) : x < 0} 6= ∅
i.e. ψ is not injective, a contradiction.

Step 3: conclusion. Therefore, one between r+ and r− is nonzero: by
substituting ψ with ψ′(x, z) := ψ(−x, z) if necessary, we can suppose that
r+ > 0. One has

{ψ(x, 0) : 0 ≤ x ≤ r+} ⊂ R× {0},
otherwise the curve ψ(·, 0)|[0,r+] would ”leave” the horizontal axis R × {0}
and then ”return” on it after some time. This could be possible only by
covering forward and then backward a piece of some c++

w , and contradicting
in particular the injectivity of ψ. We can choose r ∈ (0, r+) such that (3.67)
holds. Set A := ψ(r, 0) = (η, 0); by continuity one must have

[0, η]× {0} ⊂ {ψ(x, 0) : 0 ≤ x < r} if η > 0
[η, 0]× {0} ⊂ {ψ(x, 0) : 0 ≤ x < r} if η < 0.

(3.68)

Since A 6= 0 (i.e. η 6= 0) we easily find an ε > 0 such that

V1 ∩ V2 = ∅,
where (cfr. figure 3.4)

V1 :=
⋃

0<w<ε

Im c++
w and V2 :=

⋃
η−ε<w<η+ε

Im c++
w .

Notice that A ∈ V2, since A ∈ c++
η . Now, it is not difficult to prove that, in

order join a point A1 ∈ V1 with a point A2 ∈ V2 by following only exponential
lines of W φ, one must cover the whole segment I defined by

I := [ε, η − ε]× {0} if η > 0, I := [η + ε, 0]× {0} if η < 0 .
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c++
η̄−ε

ε

V1 V2

0

c++
η̄+ε

A
I

η̄ − ε η̄ + ε

Figure 3.4: The sets V1 and V2 and the interval I.

Setting (xτ , zτ ) := ψ−1(0, τ), one can notice that

lim
τ→0

ψ(xτ + r, zτ ) = ψ(r, 0) = A.

For sufficiently small τ > 0 the curve ψ(·, zτ ) joins A1 := (0, τ) ∈ V1 to
A2 := ψ(xτ + r, zτ ) following only exponentials of W φ; moreover, A2 must
belong to V2. This implies that I ⊂ Im ψ(·, zτ ); since (see (3.68)) we have
also I ⊂ Im ψ(·, 0), this would contradict the injectivity of ψ provided we are
able to choose a sufficiently small τ such that zτ 6= 0. Were this not possible,
there would exist λ > 0 such that ψ−1(0, τ) = (xτ , 0) for any τ ∈ [0, λ], i.e.

{0} × [0, λ] ⊂ Im ψ(·, 0) .

Therefore the image Φ({0}× [0, λ]) would be a horizontal curve, while it can
be easily checked that this is not the case. A contradiction arises and the
proof is completed.

Remark 3.4.4. Since Φ : (ω, ρφ) → (U , d∞) is bi-Lipschitz, see remark 3.2.3,
the problem of Theorems 3.4.1 and 3.4.2 is equivalent of finding a bi-Lipschitz
mapping ψ : (A, ρ) → (ω, ρφ).

Remark 3.4.5. In the spirit of Federer’s approach to rectifiability (see [52])
it would be interesting to understand if H-regular surfaces can be seen as
Lipschitz images of the parabolic plane. In this sense, Theorem 3.4.3 essen-
tially says that one cannot expect injectivity of the parametrization, since
the images on S of horizontal lines (·, τ) ⊂ (R2, %) are forced to meet.
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The surface S can be locally parametrized by means of Lipschitz images
of the parabolic plane. This clearly follows by Theorem 3.4.1 for neighbour-
hoods of points in S+ ∪ S−. For points P ∈ L, it will be sufficient to observe
that P−1 · S = S (thus reducing to the case P = 0) and to show that the
map

ψ(x, z) :=

{
c+
z−1(x) if z > 0

c−z (x) if z ≤ 0 ,

is (%-ρφ)-Lipschitz continuous from a neighbourhood of (0, 0) to a neighbour-
hood of (0, 0) in V1 ' R2. Explicitely, we have

ψ(x, z) =





(x, (z − 1− x)1/1−α) if z > 0 and x ≤ z − 1
(x, 0) if z > 0 and x ≥ z − 1
(x, z) if z ≤ 0 .

Clearly, ψ is not injective, as ψ(0, z) = (0, 0) for any z ∈ [0, 1].

It is not difficult (see [4]) to show that exponential curves of W φ are
(locally) Lipschitz continuous with respect to ρφ; in particular

ρφ(ψ(x1, z), ψ(x2, z)) ≤ c|x1 − x2|

for (x1, z), (x2, z) in a neighbourhood of (0, 0). It will therefore be sufficient
to prove that

ρφ(ψ(x, z1), ψ(x, z2)) ≤ C|z1 − z2|1/2

for some C > 0 and any (x, z1), (x, z2) in a neighbourhood of (0, 0). We have
several cases to take into account. If z1, z2 > 0, x ≤ z1 − 1 and x ≤ z2 − 1
then

ρφ(ψ(x, z1), ψ(x, z2)) = |(z1−1−x)1/1−α−(z2−1−x)1/1−α|1/2 ≤ C|z1−z2|1/2 ,

where we used that s 7→ s1/1−α is locally Lipschitz continuous since 1/(1 −
α) > 2. If z1, z2 > 0 and z2 − 1 ≤ x ≤ z1 − 1 then

ρφ(ψ(x, z1), ψ(x, z2)) = (z1−1−x)1/2(1−α) ≤ (z1−z2)
1/2(1−α) ≤ C|z1−z2|1/2 .

If z1 > 0, z2 ≤ 0 and x ≤ z1 − 1 we can restrict to x ≥ −1 to get

ρφ(ψ(x, z1), ψ(x, z2)) = ((z1−1−x)1/1−α−z2)
1/2 ≤ (z

1/1−α
1 −z2)

1/2 ≤ (Cz1−(C∨1)z2)
1/2 .

The remaining cases z1 > 0, z2 ≤ 0, x > z1 − 1 and z1, z2 ≤ 0 are easy to
handle.
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Remark 3.4.6. The problem of finding bi-Lipschitz (or even just Lipschitz)
parametrizations of H-regular surfaces in Hn, n ≥ 2, is still open even for
smooth hypersurfaces. The model space should be R×Hn−1 ' R2n endowed
with the product distance

%̃
(
(x,A), (x′, A′)

)
:= |x− x′|+ d∞(A,A′) (x,A), (x′, A′) ∈ R×Hn−1 .

It can be easily seen that this distance is equivalent to the restriction of d∞
to R2n ' V1, as both of them are homogeneous and left invariant on V1.

Moreover, it is still not clear whether the statement of Theorem 3.4.2
extends to the higher dimensional case n ≥ 2: namely, if there exist H-regular
hypersurfaces in Hn that are not bi-Lipschitz equivalent to R×Hn−1. Notice,
for istance, that R × Hn−1 is connected by means of finite length curves;
the same happens for any H-regular surface, the subgroup V1 being always
connected by integral curves of span{X2, . . . , Xn,W

φ, Y2, . . . , Yn} when n ≥ 2
(see [4, 32]).

An other problem of regularity of the parametrization of H-regular hyper-
surfaces S is studied in [69]. They show that each H-regular surfaces S ⊂ H1

can be locally parameterized by means a Hölder continuous map of order
1
2
, see Theorem 3.1.15. At least in the H1 case (see Remark 4.3 therein) it

was conjectured that the parametrization Φ : (ω, d) → (S, d∞) should belong
to W 1,4

m ((ω, d), (Hn, dc)), where the distance on ω is the Euclidean one on
V1 ' R2. Therefore it would be interesting to investigate the regularity of
Φ with respect to some “fixed” distance d on ω; in this sense, the question
risen in [69] was to understand whether the map Φ belongs to some Sobolev
class of maps between metric spaces.

To answer this question, let us recall the definition of Sobolev space
W 1,p(M,N) for (M, dM) and (N, dN) metric space, see [5], that is equiva-
lent to the classical in the euclidean setting.

Definition 3.4.7. Let (M, dM), (N, dN) be metric spaces and let µ a non-
negative Borel measure, finite on bounded subsets of M . For p ∈ [1, +∞] let
us define W 1,p

m (M,µ, N)as the space of all functions u : M → N (with the
identification u ≡ v if u = v µ-a.e.) with the following property:
∃ g ∈ Lp(M, dµ) ∃E ⊂ M such that g ≥ 0, µ(E) = 0 and

dN(u(A), u(B)) ≤ dM(A,B)(g(A) + g(B)) ∀A,B ∈ M \ E. (3.69)

Such a map g is called upper gradient of u. In the Heisenberg setting we
shall denote W 1,p

m (ω,Hn) ≡ W 1,p
m (ω,L2n,Hn). We are able to show that the

intrinsic parametrization (3.4) of H-regular surfaces does not belong to any
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Sobolev class of metric-space valued functions between (R2n, d) and (Hn, d∞)
when d = ||·|| is the Euclidean metric and when d = d∞|ω if φ is not identically
vanishing, where d∞|ω(A,B) := d∞(ι(A), ι(B)) ∀ A,B ∈ ω.

Theorem 3.4.8. The parametrization Φ : ω ⊂ R2n → S of an H-regular
hypersurface S does not belong to W 1,p

m ((ω, d), (Hn, d∞)) for any 1 ≤ p ≤ +∞
when d = || · || is the Euclidean distance on ω. The same result holds when
d = d∞|ω on ω provided Φ is not the inclusion map ω ↪→ Hn (i.e. if φ 6≡ 0).

Theorem 3.4.8 follows by Theorem 3.4.9 in the case d = || · || and by
Theorem 3.4.11 in the case d = d∞|ω.

Theorem 3.4.9. Let φ : ω ⊂ R2n → R be a continuous function; then there
cannot exist a function g ∈ Lp

loc(ω) such that

d∞(Φ(A), Φ(B)) ≤ (g(A) + g(B))||A−B|| .
Theorem 3.4.9 immediately follows from the following

Lemma 3.4.10. Under the same hypothesis on φ of Theorem 3.4.9; there
exists no measurable function g : ω → R such that

i g is L2n-a.e. finite;

ii for any A = (η, v, τ), A′ = (η′, v′, τ ′) ∈ ω it holds

∣∣∣∣τ ′ − τ − 1

2
(φ(A′) + φ(A))(η′ − η) + c(v′, v)

∣∣∣∣
1/2

≤ (g(A)+g(A′))||A−A′|| .

As usually, we use the notation c(v′, v) := 1
2

∑n
j=2(vn+jv

′
j − vjv

′
n+j).

Proof. We reason by contradiction. Since L2n
({|g| < +∞}) > 0 there exist

η̄, v̄ such that

L1
({τ ∈ R : (η̄, v̄, τ) ∈ ω, |g(η̄, v̄, τ)| < ∞}) > 0 .

In particular there is M ∈ R with L1(EM) > 0, where EM is defined by

EM := {τ ∈ R : (η̄, v̄, τ) ∈ ω, |g(η̄, v̄, τ)| ≤ M}.
Let us choose a Lebesgue point τ̄ ∈ EM ; in particular |g(η̄, v̄, τ̄)| ≤ M and
there exists a sequence {τj}j∈N ⊂ EM with τj → τ̄ . Let us then exploit
condition ii for points A = (η̄, v̄, τ̄) and Aj = (η̄, v̄, τj) to get

|τj − τ̄ |1/2 ≤ (g(A) + g(Aj))||A− Aj||
≤ 2M |τj − τ̄ |
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and so
1

|τj − τ̄ |1/2
≤ 2M.

We then let j →∞ to obtain a contradiction.

Similarly, we have the following

Theorem 3.4.11. Let φ : ω ⊂ R2n → R be a continuous, non identically
vanishing function; then there cannot exist a function g ∈ Lp

loc(ω) such that

d∞(Φ(a), Φ(B)) ≤ (g(A) + g(B))d∞|ω(A,B) .

Theorem 3.4.11 immediately follows from the following

Lemma 3.4.12. Under the same hypothesis on φ of Theorem 3.4.11; there
exists no measurable function g : ω → R such that

i g is L2n-a.e. finite;

ii for any A = (η, v, τ), A′ = (η′, v′, τ ′) ∈ ω it holds

∣∣∣∣τ ′ − τ − 1

2
(φ(A′) + φ(A))(η′ − η) + c(v′, v)

∣∣∣∣
1/2

≤ (g(A)+g(A′))d∞|ω(A,A′) .

Proof. Since L2n
({φ 6= 0} ∩ {|g| < +∞}) > 0 there exist v̄, τ̄ such that

L1
({η ∈ R : (η, v̄, τ̄) ∈ ω, φ(η, v̄, τ̄) 6= 0, |g(η, v̄, τ̄)| < ∞}) > 0 .

In particular there is M ∈ R with L1(EM) > 0, where EM is defined by

EM := {η ∈ R : (η, v̄, τ̄) ∈ ω, φ(η, v̄, τ̄) 6= 0, |g(η, v̄, τ̄)| ≤ M}.
Let us choose a Lebesgue point η̄ ∈ EM ; in particular, φ(η̄, v̄, τ̄) 6= 0,
|g(η̄, v̄, τ̄)| ≤ M and there exists a sequence {ηj}j∈N ⊂ EM with ηj → η̄.
Let us then exploit condition ii for points A = (η̄, v̄, τ̄) and Aj = (ηj, v̄, τ̄) to
get

∣∣∣∣−
1

2
(φ(A) + φ(Aj))(ηj − η̄)

∣∣∣∣
1/2

≤ (g(A) + g(Aj))d∞|ω(A,Aj)

≤ 2M |ηj − η̄|
whence

|φ(A) + φ(Aj)| ≤ 8M2|ηj − η̄|1/2 .

We then let j →∞ to obtain φ(A) = 0, a contradiction.
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Remark 3.4.13. Let us notice that, if φ : (ω, d∞|ω) → (Hn, d∞) is identically
vanishing and ω is bounded, then φ ∈ W 1,p(ω,Hn). Indeed we have

Φ(η, v, τ) = ι(η, v, τ) · 0e1 = (0, v2, ..., vn, η, vn+2, ..., v2n, τ).

If g ≡ 1 then g ∈ Lp(ω) because ω is bounded and, for A = (ηA, vA, τA), B =
(ηB, vB, τB) ∈ ω we have

d∞(Φ(A), Φ(B)) = d∞
(
ι(ηA, vA, τA), ι(ηB, vB, τB)

)
= d∞|ω(A,B).
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Chapter 4

Intrinsic regular graphs vs.
Weak Solution of non linear
first-order PDEs

In this chapter we expose the main results of [18, 19], written in collaboration
with F. Serra Cassano. We are going to study the links between H-regular
intrinsic graphs and suitable notions of weak-solution for a system of non
linear first-order PDEs.

In section 4.1 we establish the relationship between H-regular graphs and
the notion of broad* solution for

∇φφ = w in ω (4.1)

and we give an important characterization of the functions φ : ω → R for
which S = Φ(ω) = G1

H,φ(ω) is H-regular. More precisely we will prove that
G1
H,φ(ω) is H-regular if and only if φ is a broad* solution of (4.1) (Theorem

4.1.1).
When n = 1 the notion of broad* solution extends the classical notion of

broad solution for Burgers’s equation through characteristic curves provided
φ and w are locally Lipschitz continuous (see Definition 1.4.9 and Remark
3.3.2). In our case φ and w are supposed to be only continuous then the
classical theory of solutions for ODEs breaks down and the notion of broad
solution does not apply (see [49] for an interesting account of this subject
and its recent developments). On the other hand broad* solutions φ of (4.1)
can be constructed with a continuous datum w in such a way their intrinsic
graph S = G1

H,φ(ω) looks as a fractal set from the Euclidean point of view
(see Remark 4.1.6).

In section 4.2 we prove an important relationship between weak solution of
(4.1) and H-regular graphs, which characterize them. In analogy to euclidean

107
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case, if φ, w ∈ C0(ω), then φ is a distributional solution of (4.1) if and only if
G1
H,φ(ω) is H-regular. Indeed we conclude that the notions of distributional,

entropy and broad* solution of (4.1) are the same in the case of φ continuous.

In section 4.3 we face the problem of existence and uniqueness of the
broad* solution of the system (4.1). By proposition 1.2.9, Theorem 3.3.9
and Kružhkov’s global uniqueness result for entropy solutions of conservation
laws (see Theorem 1.3.3), we can infer a local uniqueness result for broad*
solution of (4.1) uniformly bounded in ω provided initial value conditions (see
Theorem 4.3.1). Using the duality between H-regular graphs and the notion
of broad* solution of (4.1) proved in section 4.1, we can see this uniqueness
result by a geometrical point of view: in H1 if two H-regular surfaces S1, S2

have a common vertical curve and the same horizontal normal, then S1 = S2.
To obtain the same result in Hn it is enough that the H-regular surfaces
have only a common point and the same horizontal normal. As far as the
existence of broad* solutions for (4.1) is concerned we will prove that there
doesn’t always exist for any assigned datum w, but only for suitable one.
If n ≥ 2 we will give a characterization in order to be a regular solution of
(4.1) with regular datum w, indeed we write in Theorem 4.3.5 compatibility’s
conditions (among the regular components of the datum w) equivalent to the
existence of broad* solution of (4.1), as pointed out in Remark 4.3.6.

In section 4.4 we will study the Euclidean regularity of a H-regular graph
S = G1

H,φ(ω) through the regularity of its intrinsic gradient ∇φφ. In the
main result we will prove that φ is locally Lipschitz continuous whenever
S = G1

H,φ(ω) is H-regular and the (n+1)-th component W φφ of the intrinsic

gradient ∇φφ is locally Lipschitz continuous (see Theorem 4.4.1). Moreover
a regularizing effect of the intrinsic gradient ∇φφ when n ≥ 2 is stressed
by an higher regularity result which fails if n = 1 (see Corollary 4.4.6 and
Remark 4.4.7). More precisely if ∇φφ = w ∈ Lip(ω,R2n−1) a.e. in ω, then
φ ∈ C1(ω), see Theorem 4.4.8.

4.1 H-Regular Hypersurfaces and Weak So-

lutions of Non Linear First-Order PDEs

We can provide a characterization of H-regular hypersurfaces of Hn in term
of broad* solutions of the system (4.1) (see also [32], Theorem 1.4).

Theorem 4.1.1. Let ω ⊆ R2n be an open set and let φ : ω → R and
w = (w2, ..., w2n) : ω → R2n−1 be continuous functions. Then the following
conditions are equivalent:
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i
φ is a broad* solution of the system ∇φφ = w in ω ; (4.2)

ii S = G1
H,φ(ω) is H-regular and ν

(1)
S (P ) < 0 for all P ∈ S, where we denote

with νS(P ) =
(
ν

(1)
S (P ), . . . , ν

(2n)
S (P )

)
the horizontal normal to S at a

point P ∈ S. Moreover

νS(P ) =

(
− 1√

1 + |∇φφ|2 ,
∇φφ√

1 + |∇φφ|2

)
(
Φ−1(P )

)

∀P ∈ S where ∇φφ denotes the intrinsic gradient of Φ.

The proof of Theorem 4.1.1 relies on a preliminary result. The following
is given in [4] though not explicitly stated.

Lemma 4.1.2. Let φ,w be as in Theorem 4.1.1. Then the thesis of Theorem
4.1.1 holds provided that the condition

φ ∈ h
1
2
loc(ω) (4.3)

is also required in the statement i.

Proof. i ⇒ ii The thesis follows at once by Theorems 3.2.12 and 3.3.8.
ii ⇒ i: By Theorems 3.2.12 and 3.3.9 we get (4.3) holds and there is a family
(φε)ε ⊂ C1(ω) such that

φε → φ, ∇φεφε → ∇φφ (4.4)

uniformly on the compact sets contained in ω. Finally by (4.4) and Lemma
3.3.5, we get (4.2).

Proof of Theorem 4.1.1. We have only to prove that the assumption (4.3)
can be omitted. It follows by the Hölder continuous regularity result for
broad* solutions of Theorem 3.3.12.

Remark 4.1.3. Let us explicitly point out that the characterization of H-
regular intrinsic graphs in Theorem 4.1.1 is not contained in [4] (see Theorems
3.2.12 and 3.3.9). Indeed the results contained in [4] yield the thesis of
Theorem 4.1.1 provided the additional assumption that φ is little Hölder
continuous of order 1/2 (see Lemma 4.1.2). Here the key step to the proof of
Theorem 4.1.1 will be to gain 1/2-little Hölder continuity when φ is supposed
to be only a (continuous) broad* solution of the system (4.1) (see Theorem
3.3.12).
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By Theorem 4.1.1 we get that each (classical) Lipschitz continuous point-
wise solution of the system ∇φφ = w with w continuous induces a H-regular
X1-graph. More precisely

Corollary 4.1.4. Let φ ∈ Liploc(ω), w ∈ C0(ω;R2n−1) such that ∇φφ = w
a.e. in ω. Then G1

H,φ(ω) is H-regular. In particular G1
H,φ(ω) turns out to be

H-regular when φ ∈ C1(ω).

Proof. By Theorem 4.1.1 we have only to prove (4.2). Let us pick A ∈ ω,
then by classical basic ODE theory there exists 0 < δ2 < δ1 such that for
each B ∈ Iδ2(A), ∀ j = 2, ..., n there is an unique classical solution

γB
j : [−δ2, δ2] → Iδ1(A) b ω

of the Cauchy problem

{
γ̇B

j (s) = ∇φ
j

(
γB

j (s)
) ∀s ∈ [−δ2, δ2]

γB
j (0) = B.

Thus (E.1) and (E.2) of Definition 3.3.1 follow. On the other hand since
φ ∈ Liploc(ω) by the chain rule [−δ2, δ2] 3 s → φ

(
γB

j (s)
)

is differentiable a.e.
and

d

ds
φ

(
γB

j (s)
)

= wj

(
γB

j (s)
)

a.e. s ∈ [−δ2, δ2] .

Therefore (E.3) follows too.

Corollary 4.1.5. Let φ ∈ C0(ω) and w = (w2, ..., w2n) ∈ C0(ω;R2n−1). Let
us assume that φ is a broad* solution of (4.1). Then φ is also a distributional
solution, i.e. for each ϕ ∈ C∞

c (ω)

∫

ω

φX̃iϕdL2n = −
∫

ω

wiϕdL2n ∀ i 6= n + 1 (4.5)

and ∫

ω

(
φ

∂ϕ

∂η
+

1

2
φ2∂ϕ

∂τ

)
dL2n = −

∫

ω

wn+1ϕdL2n (4.6)

Proof. By Theorems 4.1.1 and 3.3.9 there exists a family (φε)ε ⊂ C1(ω) such
that for each open set ω′ b ω

φε → φ, ∇φεφε → w uniformly in ω′.

Thus integrating by parts we get (4.5) and (4.6).
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Remark 4.1.6. Corollary 4.1.4 yields that H-regular graphs could not be
C1 Euclidean regular. Actually in H1 ' R3 there are examples of H-regular
graphs S = G1

H,φ(ω) such that H2+ε(S) > 0 ∀ 0 < ε < 1
2

(see [69]), i.e. S
looks as a fractal set in R3 from Euclidean metric point of view. In particular
by Theorem 4.1.1 the defining function φ : ω → R of the graph is a broad*
solution of the system ∇φφ = w in ω for a suitable continuous function
w : ω → R. Let us stress that, since S is not a 2-rectifiable set from Euclidean
metric point of view, φ /∈ BVloc(ω), where BVloc(ω) denotes the set of the
functions of locally bounded variations in ω (see also [4], Corollary 5.10).
Moreover arguing as in [69] a similar H-regular graph can be constructed in
Hn with n ≥ 2.

4.2 H-Regular Hypersurfaces and Continuous

Solutions of Non Linear First-Order PDEs

Now we are ready to state a new characterization of H-regular graphs Φ(ω),
see [19].

Theorem 4.2.1. Let ω ⊂ R2n be an open set and let φ : ω → R be a
continuous function. The following conditions are equivalent:

i The set S := Φ(ω) is an H-regular hypersurface and ν1
S(P ) < 0 for all

P ∈ S, where νS(P ) = (ν1
S(P ), . . . , ν2n

S (P )) is the horizontal normal to
S at P .

ii There exists w = (w2, . . . , w2n) ∈ C0(ω;R2n−1) such that φ is a distribu-
tional solution of the system (4.1).

Remark 4.2.2. The characterization given in Theorem 4.2.1 is the exact
counterpart of the distributional one in the Euclidean setting. Namely a
function φ ∈ C1(ω) can be understood as a continuous distributional solution
of ∇φ = w in ω, provided w ∈ C0(ω;Rm) and ω ⊂ Rm open set.

Remark 4.2.3. Let us observe that the strong approximation assumption
∇φεφε → ∇φφ of Theorem 3.3.9 is not required in the statement of Theorem
4.2.1 ii. Its equivalence to the statement of Theorem 3.3.9 is not immediate.
Our strategy will be to prove the equivalence between Theorem 4.2.1 and
Theorem 4.1.1, i.e. to prove that each continuous distributional solution of
the system (4.1) is a broad* solution.

On the other hand we do not know whether the approximation ∇φεφε →
∇φφ can be directly obtained by recoursing to technical devices like molli-
fication or approximation by vanishing viscosity of the continuous distribu-
tional solutions of the system (4.1). A very deep study of vanishing viscosity
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solutions with bounded variation of nonlinear hyperbolic systems has been
carried out in [15] (see also the remark in [15], section 1.3). This study does
not seem to apply to our context where the solution is supposed to be only
continuous.

Proof of Theorem 4.2.1. i ⇒ ii: It follows at once by Theorems 3.2.12 and
3.3.9.

ii⇒ i: Our strategy is to prove that each continuous distributional solu-
tions of (4.1) is a broad* solution. Then the thesis will follow by Theorem
4.1.1. We will divide the proof in two steps.

Step 1. Let us assume n = 1. In this case φ is a distributional solution
of Burgers’ equation

∂

∂η
u +

1

2

∂

∂τ
(u2) = g in ω. (4.7)

Let us fix A0 = (η0, τ0) ∈ ω and let I2δ1(A0) b ω. Let M = supI2δ1
(A0) |φ| and

δ2 = min
{

δ1
4
, δ1

2 M

}
, then Peano’s Theorem yields that ∀A = (η, τ) ∈ Iδ2(A0)

there exists a function ξA ∈ C1([−δ2, δ2]) such that

γA(s) := (η + s, τ + ξA(s)) ∈ Iδ1(A0) ∀s ∈ [−δ2, δ2] , (4.8)

and ξA is a solution of the Cauchy problem

{
ξ̇(s) = u(s, ξ(s))
ξ(0) = 0

(4.9)

where u : (−δ1, δ1)× (−δ1, δ1) → R is the function u(η̃, τ̃) := φ(η+ η̃, τ + τ̃).
On the other hand u is a continuous distributional solution of (4.7) with
g(η̃, τ̃) := w2(η + η̃, τ + τ̃) in ω = (−δ1, δ1)× (−δ1, δ1). By Theorem 1.4.15,
we have that

(
ξA(s), νA(s)

)
satisfies on [−δ2, δ2] the system of ODEs

{
ξ̇A(s) = νA(s)
ν̇A(s) = g(s, ξA(s))

(4.10)

where νA(s) = u(s, ξA(s)). In particular νA and ξ̇A ∈ C1([−δ2, δ2]). There-
fore the curve γA : [−δ2, δ2] → Iδ1(A0) satisfies (E.1), (E.2) and (E.3) for
each A ∈ Iδ2(A0) and we are done.

Step 2. Let us assume n ≥ 2. Let us notice that the 2n− 1 vector fields
X̃2, . . . , X̃n, Ỹ2, . . . , Ỹn, T̃ is the canonical basis of the Lie algebra hn−1 associ-
ated to Hn−1 ' R2n−2

v ×Rτ . A point p ∈ Hn−1 can be denoted by means of the
usual identification with R2n−1 by p = (v2, . . . , vn, vn+2, . . . , v2n, τ). We will
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characterize the exponential maps of definition 3.3.1 as integral curves respec-
tively of the 2(n−1) horizontal vector fields on Hn−1, X̃2, . . . , X̃n, Ỹ2, . . . , Ỹn,
and of the vector field on R2

∂

∂η
+ φ(·, v2, . . . , vn, vn+2, . . . , v2n, ·) ∂

∂τ
.

Let A0 = (η0, v0, τ 0) ∈ ω and let us fix r > 0 such that

Ir(A0) = (η0 − r, η0 + r)× U(v0, r)× (τ 0 − r, τ 0 + r) b ω (4.11)

where v0 = (v0
2, . . . , v

0
n, v0

n+2, . . . , v
0
2n) ∈ R2n−2 and U(v0, r) denotes the open

ball in R2n−2 centered at v0 with radius r. Let us denote

IHn−1,r(v
0, τ 0) := U(v0, r)× (τ 0 − r, τ 0 + r)

IR2,r(η
0, τ 0) := (η0 − r, η0 + r)× (τ 0 − r, τ 0 + r).

Let ψ : Ir(A0) → R be a given function then, for fixed η̄ ∈ (η0− r, η0 + r)
and v̄ ∈ U(v0, r), let us denote the functions ψ1,η̄ : U(v0, r)×(τ 0−r, τ 0+r) ⊂
Hn−1 → R, ψ2,v̄ : (η01− r, η0 + r)× (τ 0 − r, τ 0 + r) ⊂ R2 → R as

ψ1,η̄(v, τ) := ψ(η̄, v, τ), ψ2,v̄(η, τ) := ψ(η, v̄, τ) (4.12)

Let us observe now that, when j 6= n + 1 and A = (η, v, τ), a C1 curve
γ : [−δ2, δ2] → Iδ1(A0) satisfies (E.2) and (E.3) iff

γ(s) = (η, exp(s X̃j)(v, τ)) ∀s ∈ [−δ2, δ2] , (4.13)

[−δ2, δ2] 3 s → φ1,η(exp(s X̃j)(v, τ)) is C1 and

d

ds
φ1,η

(
exp(s X̃j)(v, τ)

)
= wj,1,η

(
exp(s X̃j)(v, τ)

) ∀s ∈ [−δ2, δ2] , (4.14)

Whereas, when j = n + 1 and A = (η, v, τ), γ : [−δ2, δ2] → Iδ1(A0) satisfies
(E.2) and (E.3) iff there exists a C1 function ξ : [−δ2, δ2] → [τ 0− δ1, τ

0 + δ1]
such that

γ(s) = (η + s, v, τ + ξ(s)),

{
ξ̇(s) = φ2,v(η + s, τ + ξ(s))
ξ(0) = 0

∀s ∈ [−δ2, δ2]

(4.15)
[−δ2, δ2] 3 s → φ2,v

(
η + s, τ + ξ(s)

)
is C1 and

d

ds
φ2,v

(
η + s, τ + ξ(s)

)
= wj,2,v

(
η + s, τ + ξ(s)

) ∀s ∈ [−δ2, δ2] , (4.16)
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where φi,η, wj,i,η, φi,v and wj,i,v are the functions defined in (4.12) respectively
with ψ ≡ φ and ψ ≡ wj.

By (4.11) and selecting test functions in (4.5) and (4.6) respectively of
the type

ϕ(η, v2, . . . , vn, vn+2, . . . , v2n, τ) = ϕ1(η) ϕ2(v2, . . . , vn, vn+2, . . . , v2n, τ)

with supp(ϕ1) b (η0 − r, η0 + r), supp(ϕ2) b IHn−1,r(v
0, τ 0) := U(v0, r) ×

(τ 0 − r, τ 0 + r) and

ϕ(η, v2, . . . , vn, vn+2, . . . , v2n, τ) = ϕ1(η, τ) ϕ2(v2, . . . , vn, vn+2, . . . , v2n)

with supp(ϕ1) b IR2,r(η
0, τ 0) := (η0− r, η0 + r)× (τ 0− r, τ 0 + r), supp(ϕ2) b

U(v0, r) we get

∫

IHn−1,r(v0,τ0)

φ1,η X̃jϕdL2n−1 = −
∫

IHn−1,r(v0,τ0)

wj,1,η ϕdL2n−1 ∀ j 6= n + 1

(4.17)
for each ϕ ∈ C∞

c (IHn−1,r(v
0, t0)) and η ∈ (η0 − r, η0 + r),

∫

IR2,r(η0,τ0)

(
φ2,v

∂ϕ

∂η
+

1

2
φ2

2,v

∂ϕ

∂τ

)
dL2 = −

∫

IR2,r(η0,τ0)

wn+1,2,v ϕdL2 (4.18)

for each ϕ ∈ C∞
c (IR2,r(η

0, τ 0)) and v ∈ U(v0, r). Let us notice now that
(4.17) means, by definition, that φ1,η ∈ C1

H (IHn−1,r(v
0, τ 0)) with respect to

the horizontal differentiable structure of Hn−1, for each η ∈ (η0 − r, η0 +
r). Meanwhile (4.18) and the previous step 1 yield that the intrinsic graph
Φ (IR2,r(η

0, τ 0)) ⊂ H1 induced by the function φ ≡ φ2,v is H-regular for each
v ∈ U(v0, r).

We have to prove to achieve the proof the existence, for every j =
2, . . . , 2n, of an exponential map

expA0
(·∇φ

j )(·) : [−δ2, δ2]× Iδ2(A0) → Iδ1(A0) b ω .

Namely for fixed A ∈ Iδ2(A0) the existence of a curve γA(s) := expA0

(
s∇φ

j

)
(A)

satisfying (4.13) and (4.14) when j 6= n + 1, and (4.15) and (4.16) when
j = n + 1.

If j 6= n + 1, by classical ODEs’ results, there exist 0 < δ2 < δ1 such that

exp(· X̃j)(·) : [−δ2, δ2]× IHn−1,δ2(v
0, τ 0) → IHn−1,δ1(v

0, τ 0) .
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Let A = (η, v, τ) ∈ Iδ2(A0). Then γA(s) :=
(
η, exp(s X̃j)(v, τ)

)
satisfies

(4.13) by construction and (4.14) by proposition 2.2.15 applied with Ω ≡
IHn−1,δ1(v

0, τ 0), f ≡ φ1,η and gj ≡ wj,1,η, since φ1,η ∈ C1
H
(
IHn−1,δ1(v

0, τ 0)
)
.

If j = n + 1, let I2δ1(A0) b ω and let M = supI2δ1
(A0) |φ| and δ2 =

min
{

δ1
4
, δ1

2 M

}
. Then we can repeat verbatim the construction of the step 1

to the function φ2,v : IR2,2 δ1(η
0, τ 0) → R for each v ∈ U(v0, δ2). Indeed let

A = (η, v, τ) ∈ Iδ2(A0), then there exists a C1 function ξ : [−δ2, δ2] → R
such that the curve γA(s) := (η + s, v, τ + ξ(s)) ∈ Iδ1(A0)∀s ∈ [−δ2, δ2] and
ξ is a solution of the Cauchy problem (4.9) with u(η̃, τ̃) = φ2,v(η + η̃, τ + τ̃) if

(η̃, τ̃) ∈ (−δ1, δ1)× (−δ1, δ1), for each v ∈ U(v0, δ2). In particular γA satisfies
(4.15). Moreover also (4.16) holds since the function νA(s) := u(s, ξ(s)) =
φ2,v(η + s, τ + ξ(s)) ∈ Lip([−δ2, δ2]) and satisfies the system (4.10) with

g(η̃.τ̃) := wn+1,2,v(η + η̃, τ + τ̃), for each v ∈ U(v0, δ2).

Let us stress the following link between H-regular hypersurfaces and en-
tropy solution of Burgers’ equation. This implication is automatically con-
tained in Theorem 4.2.1.

Proposition 4.2.4. Let ω = (−r0, r0) × (−r0, r0). Let us assume that S =
G1
H,φ(ω) ⊂ H1 is H-regular and let w := ∇φφ ∈ C0(ω). Then φ is an entropy

solution of the initial value problem{
uη +

(
u2

2

)
τ

= w in (0, r0)× (−r0, r0)

u(0, τ) = φ(0, τ) ∀ τ ∈ [−r0, r0]

Proof. By Theorems 3.2.12 and 3.3.9 there exists a family (φε) ⊂ C1(ω) such
that, for any open set ω′ b ω, we have

φε → φ ∇φεφε = W φεφε → w uniformly in ω′. (4.19)

Let us define uε(η, τ) := φε(η, τ), gε(η, τ) := W φεφε(η, τ) for (η, τ) ∈ (0, r0)×
(−r0, r0), then by (4.19) and Proposition 1.2.9 we have done.

Remark 4.2.5. Theorem 4.2.1 yields that the notions of distributional, en-
tropy and broad* solution of (4.1) are the same in the case of φ continuous.
Indeed we have the following link:

i φ distributional solution ⇐⇒ Φ(ω) H-regular ⇐⇒ φ broad* solution,
by Theorems 4.1.1 and 4.2.1.

ii φ distributional solution =⇒ φ broad* solution, by Theorem 1.4.17.

iii φ entropy solution =⇒ φ distributional solution, by defintion 1.2.4.

iv φ broad* solution =⇒ Φ(ω) H-regular =⇒ φ entropy solution, by The-
orem 4.1.1 and proposition 4.2.4.
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4.3 ∇φφ = w: uniqueness and existence

We are going now to study the local uniqueness in h
1
2
M(ω) and existence in

C2(ω) of broad* solution of the system ∇φφ = w. Let us begin with the
problem of the uniqueness.

Theorem 4.3.1. Let M > 0, A0 = (η0, τ0) ∈ R2 = Rη × Rτ if n = 1, A0 =

(η0, v0, τ0) ∈ R2n = Rη × R2(n−1)
v × Rτ if n ≥ 2, r0 > 0, w = (w2, ..., w2n) ∈

C0 (Ir0(A0);R2n−1) be given. Let φi ∈ C0
(
Ir0(A0)

)
verifying

|φi(A)| ≤ M ∀A ∈ Ir0(A0) (i = 1, 2) .

i Let n = 1, φ0 ∈ C0([τ0−r0, τ0+r0]), let φi (i = 1, 2) be two broad* solutions
of the initial value problem

{
W φφ = w in Ir0(A0)
φ(η0, τ) = φ0(τ) ∀τ ∈ [τ0 − r0, τ0 + r0]

(4.20)

Then φ1 = φ2 in Ir(A0) if 0 < r <
r0

1 + M
.

ii Let n ≥ 2, α ∈ R let φi (i = 1, 2) be two broad* solutions of the initial
value problem

{ ∇φφ = w in Ir0(A0)
φ(A0) = α

(4.21)

Then φ1 = φ2 in Ir(A0) if 0 < r <
r0

1 + M
.

Remark 4.3.2. It is well-known that the uniqueness fails for the problem
{

W φφ = 0 in Ir0((0, 0))
φ(η, 0) = 0 ∀τ ∈ [−r0, r0]

. (4.22)

Indeed, for instance, the functions φ1 := 0 and φ2(η, τ) :=
τ

η + c
with c ∈

R \ {0} are broad* solutions of (4.22) for r0 small enough.

Proof. i First let us observe without loss of generality we can assume that
A0 = (0, 0). Otherwise let us consider φ∗(η, τ) = φ(η − η0, τ − τ0) and the
associated initial value problem.

{
W φ∗φ∗ = w∗ in Ir0((0, 0))
φ∗(0, τ) = φ∗0(τ) ∀τ ∈ [−r0, r0]

(4.23)
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where w∗(η, τ) = w(η − η0, τ − τ0), φ∗0(τ) = φ0(τ − τ0), (η, τ) ∈ Ir0((0, 0)),
τ ∈ [−r0, r0]. Then it is easy to see by definition that φ is a broad* solution
of (4.20) if and only if φ∗ is a broad* solution of (4.23).

Let φi, i = 1, 2, be two broad* solutions of the problem (4.20). Then by

Theorem 4.1.1 Si = G1
H,φi

(
Ir0((0, 0))

)
are H-regular if ω = Ir0((0, 0)). On

the other hand by Proposition 4.2.4 φi are entropy solutions of the problem

{
uη + uuτ = g in (0, r0)× (−r0, r0)
u(0, τ) = φ0(τ) ∀τ ∈ [−r0, r0]

(4.24)

with g(η, τ) = w(η, τ). Thus Corollary 1.3.4 yields that for r <
r0

1 + M

φ1 = φ2 L2 − a.e. in (0, r)× (−r, r)

and by the continuity of φi we get

φ1 = φ2 in (0, r)× (−r, r). (4.25)

On the other hand it is easy to see, arguing in the same way, that ui(η, τ) =
−φi(−η, τ) (η, τ) ∈ [0, r0]× [−r0, r0] still turns out to be entropy solutions of
the problem (4.24) with g(η, τ) = w(−η, τ) (η, τ) ∈ (0, r0)× (−r0, r0), then

φ1 = φ2 in (−r, 0)× (−r, r). (4.26)

Thus by (4.25) and (4.26) we achieve the proof.

ii Arguing as before we can assume that A0 = (0, v0, 0). Let φi, i = 1, 2,
be broad* solutions of (4.21) with n ≥ 2. Let us fix η ∈ (−r0, r0) and let us
define

f
(η)
i (v, τ) = φi(η, v, τ) (v, τ) ∈ U(v0, r0)× (−r0, r0).

By Theorems 4.1.1, 3.2.12 and 3.3.9 there exist two families (φi,ε)ε ⊂ C1 (Ir(A0))
such that

φi,ε → φi, ∇φi,εφi,ε → w uniformly in Ir(A0) (4.27)

for every 0 < r < r0. In particular from (4.27), for a fixed η ∈ (−r, r)

∇̃Hf
(η)
i = ŵn+1(η, ·, ·) in U(v0, r)× (−r, r) (4.28)

in distributional sense. By linearity, if f (η)(v, τ) := f
(η)
1 (v, τ)− f

(η)
2 (v, τ)

∇̃Hf (η) = 0 in U(v0, r)× (−r, r) (4.29)
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in distributional sense. By (4.29) and Lemma 2.2.12 there exists a function
ψ = ψ(η) : (−r, r) → R such that

φ2(η, v, τ) = ψ(η) + φ1(η, v, τ) ∀(η, v, τ) ∈ Ir(A0). (4.30)

Since φi(A0) = α, i = 1, 2, by (4.30) we get that ψ(0) = 0. Then

φ
(v)
0 := φ1(0, v, τ) = φ2(0, v, τ) ∀ (v, τ) ∈ U(v0, r)× (−r, r). (4.31)

Let us fix now v ∈ U(v0, r) and let us define

ui ≡ u
(v)
i (η, τ) := φi(η, v, τ) (η, τ) ∈ (0, r)× (−r, r).

In order to achieve the proof it is enough to show that ui, i = 1, 2, are entropy
solutions of the initial value problem

{
uη + uuτ = g in (0, τ)× (−r0, r0)

u(0, τ) = φ
(v)
0 (τ) ∀τ ∈ [−r0, r0]

(4.32)

where g(η, τ) := wn+1(η, v, τ). Indeed by Corollary 1.3.4 and arguing as
before we can conclude that φ1 = φ2 in Ir(A0). For fixed v ∈ U(v0, r) let, for
i = 1, 2,

ui,ε(η, τ) := φi,ε(η, v, τ) (η, τ) ∈ [0, r]× [−r, r],

gi,ε(η, τ) := ∇φi,εφi,ε(η, v, τ) (η, τ) ∈ [0, r]× [−r, r].

By (4.27) and Proposition 1.2.9 we infer at once that ui are entropy solutions
of the problem (4.32) and we have done.

Theorem 4.3.1 yields the following local uniqueness result for H-regular
graphs with a prescribed horizontal normal.

Corollary 4.3.3. Let M, r0 > 0, A0 = (η0, τ0) ∈ R2 = Rη × Rτ if n = 1,

A0 = (η0, v0, τ0) ∈ R2n = Rη ×R2(n−1)
v ×Rτ if n ≥ 2. Let w = (w2, . . . , w2n) :

Ir0(A0) → R2n−1 be continuous and let us denote

ν(A) :=

(
− 1√

1 + |w(A)|2 ,
w(A)√

1 + |w(A)|2

)
A ∈ Ir0(A0) .

Let Γ0 ⊂ Hn, P0 ∈ Hn be

Γ0 := {(0, η0, τ) · φ0(τ) e1 : τ ∈ [τ0 − r0, τ0 + r0]} , P0 = (0, η0, τ0)· φ0(τ0)e1

if n = 1 where φ0 ∈ C0([τ0 − r0, τ0 + r0]) is given, and

Γ0 := {P0}, P0 = (0, η0, v0, τ0) · α e1
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if n ≥ 2 where α ∈ R is given. Let Si = G1
H,φi

(Ir0(A0)) ⊂ Hn (i = 1, 2) be
two H-regular graphs such that

|φi(A)| ≤ M ∀A ∈ Ir0(A0) (i = 1, 2) ,

νSi
(P ) = ν

(
Φ−1

i (P )
) ∀P ∈ Si∩U∞(P0, r0), Γ0∩U∞(P0, r0) ⊂ Si∩U∞(P0, r0)

where Φi : Ir0(A0) → Hn is the parameterization in (3.4) with φ ≡ φi. Then,

if 0 < r <
r0

1 + M
,

φ1 = φ2 in Ir(A0)

Now let us deal with the problem of the local existence of broad* solutions
for the system (4.1). We are going to prove there are broad* solution of the
problems (4.20) and (4.21) for arbitrary initial value conditions for suitable
data w.

Theorem 4.3.4. Let A0 = (η0, τ0) ∈ R2 = Rη × Rτ if n = 1, A0 =

(η0, v0, τ0) ∈ R2n = Rη × R2(n−1)
v × Rτ if n ≥ 2.

i Let n = 1, φ0 ∈ h
1
2 ([τ0− r0, τ0 + r0]), w0 ∈ C0([τ −0− r0, τ0 + r0]) be given.

Then there exist φ,w ∈ C0
(
Ir0(A0)

)
such that φ is a broad* solution

of the initial value problem (4.20) for r0 small enough and w ≡ w0 on
[τ0 − r0, τ0 + r0].

ii Let n ≥ 2, α ∈ R, w0 = (w0
2, ..., w

0
2n) ∈ R2n−1 be given. Then the function

φ(η, v, τ) = α + w0
n+1 · (η − η0) +

2n∑
i=2

i6=n+1

w0
i · (vi − v0

i ) (η, v, τ) ∈ R2n

is a broad* solution of the problem (4.21) with w = w0.

Proof. i Let us observe that, arguing as in the proof of Theorem 4.3.1 i we
can assume that A0 = (0, 0). With the notation of Theorem 3.1.9 let

F := {(φ0(τ), 0, τ) : τ ∈ [−r0, r0]}

f ≡ 0, k : F → HH1 ' R2, k(x, y, t) :=
(
1,−w0

(
y, t +

xy

2

))
if (x, y, t) ∈ F.

Let Q = (φ0(τ
′), 0, τ ′), P = (φ0(τ), 0, τ) with τ 6= τ ′ ∈ [−r0, r0], then

|R(Q,P )| = |f(Q)− f(P )− 〈k(P ), πp(P
−1 ·Q)〉P |

d∞(P,Q)
= (4.33)
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=
| − (φ0(τ

′)− φ0(τ)) + w0(0, τ) · 0|
max

{
|φ(τ ′)− φ(τ)|,

√
|τ ′ − τ |

} ≤ |φ0(τ
′)− φ0(τ)|√
|τ ′ − τ |

Since φ0 ∈ h
1
2 ([−r0, +r0]), for compact set K ⊆ F , by (4.33) we get

lim
δ→0+

ρK(δ) = 0.

Then by Whitney’s extension Theorem 3.1.9 there exists f̃ : H1 → R, f̃ ∈
C1
H(H1) such that

f̃ = 0 and ∇Hf̃ = k in F. (4.34)

Let P0 := (φ0(0, 0), 0, 0) ∈ F , g(P ) := f̃(P0 · P ) for P ∈ H1, S = {P ∈ H1 :
g(P ) = 0}. Since g ∈ C1

H(H1), 0 ∈ S, X1g(0) = 1 by the Implicit Function
Theorem 3.1.13 and Proposition 3.1.17 there exists an open neighborhood
U ⊆ H1 of 0 such that

S ∩ U is H-regular. (4.35)

Moreover there exist δ > 0 and an unique continuous function φ̃ : Ĩ =
[−δ, δ]× [−δ2, δ2] → R such that

Φ̃
(
Ĩ
)

= G1
H,φ̃

(
Ĩ
)

= S ∩ U (4.36)

if Φ̃(η̃, τ̃) = (0, η̃, τ̃) · φ̃(η̃, τ̃)e1 with (η̃, τ̃) ∈ Ĩ and

Bφ̃ = w̃ in Ĩ (4.37)

in distributional sense, where

w̃(η̃, τ̃) =

(
− Y1g

X1g
◦ Φ

)
(η̃, τ̃) = − Y1f̃

X1f̃

(
P0 · Φ̃(η̃, τ̃)

)
.

Let us perform now the change of variable ψ : Ĩ → R2

ψ(η̃, τ̃) = (η̃, τ̃ + φ0(0)η̃) = (η, τ)

and let I := ψ
(
Ĩ
)
. Let us define

φ(η, τ) := φ0(0, 0) + φ̃(η, τ − φ0(0)η) (η, τ) ∈ I.

Then by (4.36)

S0 := τP0

(
S ∩ U)

= τP0

(
G1
H,φ̃

(Ĩ)
)

= G1
H,φ(I). (4.38)
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Let r0 > 0 so small such that Ir0(0, 0) ⊂ I. By (4.34), (4.35) and (4.38) we
get that

φ(0, τ) = φ0(τ) ∀τ ∈ [−r0, r0], (4.39)

G1
H,φ(Ir0(0, 0)) isH-regular. (4.40)

On the other hand it is easy to see that by (4.37)

Bφ = w in Ir0(0, 0) (4.41)

in distributional sense, where

w(η, τ) = w̃
(
ψ−1(η, τ)

)
(η, τ) ∈ Ir0(0, 0).

Thus by (4.40) and (4.41) and Theorem 3.3.9 we get

φ ∈ h
1
2
loc (Ir0(0, 0)) (4.42)

and
W φφ = w in Ir0(0, 0). (4.43)

Finally by (4.39), (4.40), (4.43) and Theorem 4.1.1 we get that φ is a broad*
solution of W φφ = w in ω.

ii It is an easy calculation.

Now we are going to see that in the case n ≥ 2 there are C2-regular
solutions of the system∇φφ = w = (w2, ..., w2n) in ω provided compatibility’s
conditions among the components wi.

Theorem 4.3.5. Let us denote ω = (η0−r0, η0+r0)×ω̂ where ω̂ ⊆ R2(n−1) is
an open set and P0 = (η0, v0, τ0) and r > 0. Let w = (w2, ..., wn+1, ..., w2n) ∈
C2(ω;R2n−1), n ≥ 2. Let us define

ψ(η, v, τ) :=
(
X̃2w2+n − Ỹ2w2

)
(η, v, τ)

E(η, v, τ) = e
− ∫ η

η0
ψ(η′,v,τ) dη′

I(η, v, τ) =

∫ η

η0

wn+1(η
′, v, τ)

E(η′, v, τ)
dη′

E1(η, v, τ) = E(η, v, τ)I(η, v, τ)

a = (a2, ..., an, an+2, ..., a2n) aj =
X̃jE

E

b = (b2, ..., bn, bn+2, ..., b2n) bj =
wj − X̃jE1

E
where η0 ∈ R is fixed and ŵn+1 := (w2, ..., wn, wn+2, ..., w2n). Then the fol-
lowing statements are equivalent:
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i There exists φ ∈ C2(ω) solution of (4.1).

ii There exists C ∈ C2(ω̂) such that

∇̃HC(v, τ) = ŵn+1(η0, v, τ) ∀ (v, τ) ∈ ω̂ (4.44)

and
a(η, v, τ)C(v, τ) = b(η, v, τ)− b(η0, v, τ). (4.45)

∀η ∈ (η0−r, η0+r), ∀(v, τ) ∈ ω̂. Moreover φ and C are linked by the relation

φ(η, v, τ) = E1(η, v, τ) + E(η, v, τ)C(v, τ). (4.46)

Proof. It is not restrictive to assume η0 = 0.

i ⇒ ii Let us assume that there exists φ ∈ C2(ω) such that ∇φφ = w in
ω. Let us observe that

∂φ

∂τ
= T̃ φ = [X̃2Ỹ2 − Ỹ2X̃2]φ = X̃2w2+n − Ỹ2w2 =: ψ. (4.47)

Thus we can linearize the system getting

∇̃Hφ = ŵn+1 in ω (4.48)

∂φ

∂η
+ φψ = wn+1 in ω (4.49)

For fixed (v, τ) ∈ ω̂, by the uniqueness of linear ODE (4.49), we can represent
φ as

φ(η, v, τ) = E1(η, v, τ) + E(η, v, τ)φ(0, v, τ) (4.50)

Let us denote
C(v, τ) := φ(0, v, τ) (v, τ) ∈ ω̂

and let us prove (4.45). By (4.48) and (4.50) we get that

ŵn+1 = ∇̃H(E1 + EC) = ∇̃HE1 + ∇̃HE · C + E∇̃HC

and then ∀ (η, v, τ) ∈ ω

∇̃HC(v, τ) + a(η, v, τ)C(v, τ) = b(η, v, τ). (4.51)

By choosing η = 0, since b(0, v, τ) = ŵn+1(0, v, τ) and a(0, v, τ) ≡ 0 we get
at once (4.44) and (4.45).

ii ⇒ i Let us assume that there exists C ∈ C2(ω̂) such that (4.44) and
(4.45) hold. Let us define φ as in (4.50) with C(η, τ) ≡ φ(0, η, τ), then it is
easy to verify that ∇φφ = w in ω.



4.3. ∇φφ = W : UNIQUENESS AND EXISTENCE 123

Remark 4.3.6. Let us explicitly point out the system (4.1) differs from
system (2.34). For instance, let us assume that w ∈ C2(R2n,R2n−1) such
that

ŵn+1(η, v, τ) ≡ 0 in ω := R2n (4.52)

and
wn+1(η, v, τ) = wn+1(v, τ) (4.53)

with
∇̃Hwn+1 6≡ 0 in ω (4.54)

Then compatibility’s condition (4.44) is satisfied with C ≡ cost in ω̂ :=
R2n−1 by Lemma 2.2.12. On the other hand since ψ ≡ 0 we have E ≡ 1,
E1(η, v, τ) = I(η, v, τ) = (η − η0)wn+1(v, τ), a ≡ 0,

b(η, v, τ) = −(η − η0)∇̃Hwn+1(v, τ). Then by (4.54)

b(η, v, τ)− b(η0, v, τ) = −∇̃HE1(η, v, τ) = −(η − η0)∇̃Hwn+1(v, τ) 6≡ 0.

Therefore compatibility’s condition (4.45) is not satisfied and by Theorem
4.3.5 there are no C2 solutions of the system (4.1).

We are going now to give some explicit regular solutions of the system
(4.1) in H2 by means of Theorem 4.3.5. We will assume in the examples below
that φ ∈ C2(ω) is a solution of system (4.1), ω = (η0 − r0, η0 + r0) × ω̂ =
(η0 − r0, η0 + r0) × U(v0, r0) × (τ0 − r0, τ0 + r0), and we will use the same
notations of Theorem 4.3.5.

Remark 4.3.7. Let us assume that ∃φ ∈ C2(ω) solution of (4.1). If C(v, τ) ≡
0 in ω then b(η, v, τ) ≡ 0 in ω.

Indeed let us notice that by (4.45) we have

b(η, v, τ)− b(0, v, τ) = a(η, v, τ)C(v, τ) = 0 ∀(η, v, τ) ∈ ω, (4.55)

then by (4.44)

∇̃HC(v, τ) = ŵ3(η0, v, τ) ≡ 0 ∀(η, v, τ) ∈ U(v0, r0)× (τ0 − r0, τ0 + r0)

and by (4.46)
φ(η, v, τ) = E1(η, v, τ) in ω.

Let us observe that by definition

E(η0, v, τ) ≡ 1 E1(η0, v, τ) ≡ 0,

therefore b(η0, v, τ) ≡ 0 and by (4.55) we conclude b(η, v, τ) ≡ 0 in ω. ¤
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Remark 4.3.8. Let us assume that a(η, v, τ) ≡ 0 in ω and that ∃φ ∈ C2(ω)
solution of (4.1), then it is of the type φ(η, v, τ) = ψ(η)τ + k(η, v).

Indeed by the definition of a

0 = ∇̃HE(η, v, τ) = −E(η, v, τ)

∫ η

η0

∇̃Hψ(η, v, τ) dη′

∀η ∈ (η0 − r0, η0 + r0), ∀(v, τ) ∈ ω̂. Since for fixed (v, τ) ∈ ω̂ ∇̃Hψ(·, v, τ) ∈
C0((η0 − r0, η0 + r0);R2) we can conclude that

∇̃Hψ ≡ 0 in ω (4.56)

By (4.56) and Lemma 2.2.12 we get that ψ = ψ(η) η ∈ (η0 − r0, η0 + r0).
Therefore we can conclude by Theorem 4.3.5 and Theorem 2.4.16 there are
solution φ ∈ C2(ω) of the system (4.1) of the type

φ(η, v, τ) = ψ(η)τ + k(η, v) ∀(η, v, τ) ∈ ω.

¤
Example 4.3.9. Let us assume now w = w(η, v). Let us observe that in this
case ψ = ψ(η, v), E = E(η, v), E1 = E1(η, v), a = a(η, v) and b = b(η, v).
By Theorem 4.3.5 each solution φ ∈ C2(ω) of the system (4.1) is of the type

φ(η, v, τ) = E1(η, v) + E(η, v)C(v, τ) (4.57)

and
∇̃HC(v, τ) = ŵ3(η0, v) (4.58)

a(η, v)C(v, τ) = b(η, v)− b(η0, v) (4.59)

∀η ∈ (η0 − r0, η0 + r0), ∀v ∈ U(v0, r0), ∀τ ∈ (τ0 − r0, τ0 + r0). By Theorem
2.4.16 the condition (4.58) is equivalent to

0 =

(
∂2w4

∂v2
2

− ∂2w2

∂v4∂v2

)
(η0, v) =

(
∂2w4

∂v2∂v4

− ∂2w2

∂v2
4

)
(η0, v) (4.60)

Let us assume now that a(η, v) 6≡ 0 in ω. Then by (4.59) we get that
C(v, τ) = C(v). Thus by (4.57) φ(η, v, τ) = φ(η, v) provided (4.60) holds.
On the other hand let a(η, v) ≡ 0 in ω. In this case φ can depend on τ . For
instance, it is immediate to see that

φ(η, v, τ) =
τ

η + 2
(η, v, τ) ∈ (−1, 1)× U(0, 1)× (−1, 1)

is a solution of the system (4.1) with

w(η, vτ) := w(η, v) =

(
− v4

2(η + 2)
, 0,

v2

2(η + 2)

)
∀(η, v, τ) ∈ ω.
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Example 4.3.10. In the same assumption of example 4.3.9, if w = w(η)

then a solution φ of ∇φφ = w is such that
∂φ

∂τ
= 0.

Indeed let us observe that, since w = w(η), ψ = X̃2w2+n − Ỹ2w2 = 0. We

conclude so
∂φ

∂τ
= ψ = 0.

Example 4.3.11. In the case w = w(v, τ) we can find φ(η, v, τ) solutions of

∇φφ = w such that
∂φ

∂η
6= 0.

Let us assume in H2

w =
(
−v4

2
, τ,

v2

2

)
, ω = (−1, 1)4.

Then φ(η, v, τ) = τ + e−η is a solution of ∇φφ = w in ω.

Example 4.3.12. In the case w = w(η, τ) we can find φ(η, v, τ) solution of

∇φφ = w such that
∂φ

∂vi

6= 0 for some i ∈ {2, ..., 2n}.
Let us assume in H2

w = (1, 2η, 0) , ω = (−1, 1)4.

Then φ(η, v, τ) = v2 + η2 is a solution of ∇φφ = w in ω.

4.4 Euclidean Regularity of H-Regular Graphs

In this section we are going to prove that for a given H-regular graph G1
H,φ(ω)

the Euclidean Lipschitz regularity of the (n + 1)-th component W φφ of its
intrinsic gradient ∇φφ yields its Euclidean Lipschitz regularity (see Theorem
4.4.1). Moreover when n ≥ 2 more regularity holds provided each component
of the intrinsic gradient ∇φφ is locally Lipschitz continuous (see Theorem
4.4.8).

Theorem 4.4.1. Let ω ⊂ R2n be an open set, let G1
H,φ(ω) be H-regular

in Hn and let us assume the (n + 1)-th component of its intrinsic gradient
W φφ ∈ Liploc(ω). Then φ ∈ Liploc(ω).

Remark 4.4.2. i Let us point out that Theorem 4.4.1 is sharp. Indeed in
[11], Example 2.8, it was considered the function φ : ω := (−1, 1)2 → R,

φ(η, τ) :=





τ

η + 1
τ ≥ 0

τ

η − 1
τ < 0
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We compute easily that

∂φ

∂η
(η, τ) =





−τ

(η + 1)2
τ ≥ 0

−τ

(η − 1)2
τ < 0

∂φ

∂τ
(η, τ) =





1

η + 1
τ ≥ 0

1

η − 1
τ < 0

then φ ∈ Liploc(ω) \ C1(ω) and its intrinsic gradient ∇φφ = W φφ ≡ 0 ∈
Lip(ω). G1

H,φ(ω) is H-regular in H1 by Theorem 4.2.1.

ii Weakening the assumption W φφ ∈ Lip(ω) with W φφ ∈ C0,α(ω) the
thesis of Theorem 4.4.1 can fail. For instance, if n = 1 by [4] Corollary 5.11
(see also [94]) we can construct for each α ∈ (

1
2
, 1

)
a function φ ∈ C0,α(ω)

such that G1
H,φ(ω) is H-regular and ∇φφ = W φφ ∈ C0,2α−1(ω), see example

3.3.7, where φ is of the type φ(η, τ) := C|τ |α and W φφ = sgn(τ) 2αC|τ |2α−1,
C constant.

Before the proof of Theorem 4.4.1 we will need some preliminary results.
The first key tool for the proof of Theorem 4.1 will be the following one.

Lemma 4.4.3. Let A0 = (η0, τ0) ∈ R2 if n = 1, A0 = (η0, v0, τ0) ∈ R2n if
n ≥ 2, r0 > 0, let φ : Ir0(A0) → R and w = (w2, . . . , w2n) : Ir0(A0) → R2n−1

be given continuous functions. Let us assume

i φ is a broad* solution of ∇φφ = w in Ir0(A0);

ii wn+1 ∈ Lip
(
Ir0(A0)

)
.

Then for some 0 < r < r0, if n = 1

sup

{ |φ(A)− φ(B)|
|A−B| : A = (η, τ), B = (η, τ ′) ∈ Ir(A0), A 6= B

}
< ∞

(4.61)
and, if n ≥ 2

sup

{ |φ(A)− φ(B)|
|A−B| : A = (η, v, τ), B = (η, v, τ ′) ∈ Ir(A0), A 6= B

}
< ∞ .

(4.62)

Proof. We are going to follow here the same proof’s strategy of Theorem
3.3.12.

Since φ is a broad* solution there exists a family of exponential maps at
A0
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expA0
(·∇φ

j )(·) : [−δ2, δ2]× Iδ2(A0) → Iδ1(A0) b Ir0(A0) (4.63)

where 0 < δ2 < δ1 and j = 2, . . . , 2n satisfying (E.1), (E.2) and (E.3).
Let us denote I1 := Iδ1(A0), I2 := Iδ2(A0). Let A = (η, τ) ∈ I2 if n = 1

and A = (η, v, τ) ∈ I2 if n ≥ 2 and let us denote by γA(s) = γA
n+1(s) =

expA0
(sW φ)(A) if s ∈ [−δ2, δ2]. Let γA(s) = (η + s, τA(s)) if n = 1 and

γA(s) = (η + s, v, τA(s)) if n ≥ 2. Then τA satisfies





d2

ds2
τA(s) =

d

ds
[φ(γA(s))] = wn+1(γA(s)).

τA(0) = τ,
d

ds
τA(0) = φ(A)

(4.64)

First let us consider the case n = 1. Let A = (η, τ) ∈ I2 = [η0 − δ2, η0 +
δ2]×[τ0−δ2, τ0+δ2] and let x(s, τ) := τA(s) if |s| ≤ δ2 and τ ∈ [τ0−δ2, τ0+δ2],
f1,η(s, τ) := φ(η + s, τ), f2,η(s, τ) := w2(η + s, τ), gη(τ) = φ(η, τ) if (s, τ) ∈
Q1 := [−δ2, δ2]× [τ0− δ1, τ0 + δ1] and η ∈ [η0− δ2, η0 + δ2] is fixed. By (4.64)
and since

L1(f2,η, [τ0 − δ1, τ0 + δ1]) ≤ L1(f2, I1) < ∞ ∀η ∈ [η0 − δ2, η0 + δ2]

we can apply (3.34) of Lemma 3.3.13 and (4.61) follows with r = δ2.
In the case n ≥ 2 and A = (η, v, τ) ∈ I2 = [η0−δ2, η0+δ2]×U(v0, δ2)×[τ0−

δ2, τ0+δ2] let x(s, τ) := τA(s) if |s| ≤ δ2 and τ ∈ [τ0−δ2, τ0+δ2], f1,η,v(s, τ) :=
φ(η + s, v, τ), f2,η,v(s, v, τ) := wn+1(η + s, v, τ), gη,v(τ) = φ(η, v, τ) if (s, τ) ∈
Q1 := [−δ2, δ2] × U(v0, δ1) × [τ0 − δ1, τ0 + δ1] and η ∈ [η0 − δ2, η0 + δ2], v ∈
U(v0, δ2) are fixed. By (4.64) and since

L1(f2,η,v, [τ0−δ1, τ0+δ1]) ≤ L1(f2, I1) < ∞ ∀η ∈ [η0−δ2, η0+δ2], v ∈ U(v0, δ1)

we can argue as before to get (4.62).

Remark 4.4.4. Actually in order to get (4.61) and (4.62), by Remark 3.3.14

we can weaken the assumption wn+1 ∈ Lip
(
Ir0(A0)

)
in

sup

{ |wn+1(A)− wn+1(B)|
|A−B| : A = (η, τ), B = (η, τ ′) ∈ Ir2(A0), A 6= B

}
< ∞

if n = 1 and,

sup

{ |wn+1(A)− wn+1(B)|
|A−B| : A = (η, v, τ), B = (η, v, τ ′) ∈ Ir2(A0), A 6= B

}
< ∞

if n ≥ 2.
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Proof of Theorem 4.4.1. Let A0 ∈ ω and r0 > 0 be such that Ir0(A0) b ω.
It is sufficient to prove that φ ∈ Lip(Ir(A0)) for some 0 < r < r0.

Let A0 = (η0, τ0) ∈ R2 if n = 1, A0 = (η0, v0, τ0) ∈ R2n if n ≥ 2. Let us
observe that by Theorem 4.1.1 φ is a broad* solution of the system

∇φφ = w in ω := Ir0(A0) . (4.65)

Then we can apply Lemma 4.4.3 and, for some 0 < r < r0, we get at
once that

|φ(η, τ)− φ(η, τ ′)| ≤ L |τ − τ ′| ∀η ∈ [η0 − r, η0 + r], τ , τ ′ ∈ [τ0 − r, τ0 + r]

if n = 1 and

|φ(η, v, τ)−φ(η, v, τ ′)| ≤ L |τ−τ ′| ∀η ∈ [η0−r, η0+r], v ∈ U(v0, r), τ , τ ′ ∈ [τ0−r, τ0+r]

if n ≥ 2. Notice also that in both cases there exists

∂φ

∂τ
=∈ L∞(ω) (4.66)

in distributional sense. Let us prove now that there exists

∂φ2

∂τ
= 2φ

∂φ

∂τ
∈ L∞(ω) (4.67)

in distributional sense. Let us fix an open set ω′ b ω and let 0 < ε <
dist(ω′,R2n \ ω). Then it is well-defined the convolution

φε := (φ ∗ ρε)(x) x ∈ ω′

where (ρε)ε is a standard family of mollifiers. In particular by (4.67)

φε ∈ C1(ω′) and
∂φε

∂τ
=

∂φ

∂τ
∗ ρε ∈ ω′ (4.68)

φε → φ
∂φε

∂τ
→ ∂φ

∂τ
(4.69)

in Lp(ω′) ∀ 1 ≤ p < ∞. On the other hand, ∀ϕ ∈ C1
c (ω′), by (4.68)

∫

ω′
φ2

ε

∂ϕ

∂τ
dL2n = −2

∫

ω′
φε

∂φε

∂τ
ϕ dL2n

and taking the limit as ε → 0+ we get
∫

ω′
φ2∂ϕ

∂τ
dL2n = −2

∫

ω′
φ

∂φ

∂τ
ϕ dL2n
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and we have done. Let us recall now that by Corollary 4.1.5 φ is a distribu-
tional solution of (4.65) too, i.e. (4.5) and (4.6) hold. By (4.6) and (4.67)
there exists

∂φ

∂η
= wn+1 − 1

2

∂φ2

∂τ
∈ L∞(ω) .

Meanwhile by (4.67) and (4.5) we get there exist

∂φ

∂vj

= wj +
vj+n

2

∂φ

∂τ
∈ L∞loc(ω)

∂φ

∂vj+n

= wj+n − vj

2

∂φ

∂τ
∈ L∞loc(ω).

and we have done.

Let us deal now only with the case n ≥ 2. We will see there is a stronger
regularizing effect of the intrinsic gradient ∇φφ on φ.

Theorem 4.4.5. Let ω ⊆ R2n be an open set with n ≥ 2, let φ : ω → R,
w = (w2, ..., wn+1, ..., w2n) : ω → R2n−1. Let us assume

i φ ∈ L∞loc(ω), wi ∈ L∞loc(ω) ∀ i = 2, ..., n and, for some i0 = 2, ..., n, there
exists

X̃i0wi0+n − Ỹi0wi0 ∈ L∞loc(ω) (4.70)

in distributional sense,

ii φ is a distributional solution of the system (4.1).

Then φ ∈ Liploc(ω).

Proof. By i

∫

ω

φX̃i0ϕdL2n = −
∫

ω

wi0ϕdL2n ∀ϕ ∈ C1
c (R2n).

Let us prove there exists

∂φ

∂τ
= X̃i0wi0+n − Ỹi0wi0 ∈ L∞loc(ω) (4.71)

in distributional sense. In fact
∫

ω

φ
∂ϕ

∂τ
dL2n = −

∫

ω

φ
(
X̃i0Ỹi0 − Ỹi0X̃i0

)
ϕdL2n =
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= −
∫

ω

(
−X̃i0φỸi0ϕ + Ỹi0φX̃i0ϕ

)
dL2n =

= −
∫

ω

(
−wi0Ỹi0ϕ + wi0+nX̃i0ϕ

)
dL2n = −

∫

ω

(
Ỹi0wi0 − X̃i0wi0+n

)
ϕdL2n.

From (4.71) we have for j = 2, ..., n there exist

∂φ

∂vj

= wj +
vj+n

2

∂φ

∂τ
∈ L∞loc(ω)

∂φ

∂vj+n

= wj+n − vj

2

∂φ

∂τ
∈ L∞loc(ω).

in distributional sense. Arguing now as in (4.67) we get there exists

∂φ2

∂τ
= 2φ

∂φ

∂τ
∈ L∞loc(ω) (4.72)

in distributional sense. Therefore

∂φ

∂η
= wn+1 − 1

2

∂φ2

∂τ
∈ L∞loc(ω)

and we achieve the proof.

Through the same techniques exploited in Theorem 4.4.5 we can get a Ck

regularity result for distributional solutions of system (4.1).

Corollary 4.4.6. Under the same assumptions of Theorem 4.4.5 let us re-
place (4.70) with

wj ∈ Ck(ω) (4.73)

for j = 2, . . . , 2n, and some k ≥ 1. Then φ ∈ Ck(ω).

Proof. By Theorem 4.4.5, (4.73) and (4.71) we get φ ∈ Liploc(ω) and there
exists

∂φ

∂τ
= X̃i0wi0+n − Ỹi0wi0 ∈ Ck−1(ω) (4.74)

in distributional sense. Then arguing as in the proof of Theorem 4.4.5 we
get at once there exists for j = 2, . . . , n

∂φ

∂vj

= wj +
vj+n

2

∂φ

∂τ
∈ Ck−1(ω) (4.75)

∂φ

∂vj+n

= wj+n − vj

2

∂φ

∂τ
∈ Ck−1(ω) (4.76)
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in distributional sense. In order to achieve the proof we have to show there
exists

∂φ

∂η
∈ Ck−1(ω) (4.77)

in distributional sense. Indeed by (4.74), (4.75), (4.76) and (4.77), through a
standard approximation argument by convolution it follows that φ ∈ Ck(ω).
Let us prove (4.77). As in (4.72) it is enough to prove there exists

∂φ2

∂τ
= 2φ

∂φ

∂τ
∈ Ck−1(ω) (4.78)

in distributional sense. By induction on k, since φ ∈ C0(ω), (4.78) follows.

Remark 4.4.7. Example given in Remark 4.4.2 i infers that the thesis of
Corollary 4.4.6 fails if n = 1.

Finally let us stress an interesting regularity result for the solutions of
system (4.1) in the case n ≥ 2.

Theorem 4.4.8. Let n ≥ 2, ω = (η0 − r0, η0 + r0) × ω̂ where ω̂ ⊆ Hn−1 '
R2n−1

(v,τ) is a connected bounded open set and let φ ∈ Lip(ω) and w = (w2, . . . ., w2n) ∈
Lip(ω;R2n−1) such that

∇φφ = w a.e. in ω.

Then φ ∈ C1(ω).

Proof. We have only to prove that

∂φ

∂τ
∈ C0(ω) . (4.79)

Indeed by (4.79) arguing as in the proof of Corollary 4.4.6 we get φ ∈ C1(ω).

We will reduce to deal with the linear system ∇̃Hφ = ŵn+1 in ω. Then,
without loss of generality, we can suppose that ω = R2n. Otherwise, for a
fixed open set ω′ b ω, let χ ∈ C∞

c (ω) a cut- off function such that χ ≡ 1
in ω′. Then we can replace φ and ŵn+1 with φ∗ := χφ ∈ Lip(R2n) and

ŵ∗
n+1 := (w∗

2, . . . , w
∗
n, w

∗
n+2, . . . , w

∗
2n) where w∗

j := χwj + X̃jχφ ∈ Lip(R2n)

if j = 2, . . . , n and w∗
j := χwj + Ỹjχφ ∈ Lip(R2n) otherwise. Moreover we

can suppose that ∇̃Hφ(A) = ŵn+1(A) for all A ∈ R2n since w is continuous.
We divide the proof in four steps.
Step 1 : We observe that there exist

(
X̃j

∂φ

∂τ
, Ỹj

∂φ

∂τ

)
=

(
∂wj

∂τ
,
∂wj+n

∂τ

)
∈ (L∞(ω))2 (4.80)
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(
X̃j

∂φ

∂η
, Ỹj

∂φ

∂η

)
=

(
∂wj

∂η
,
∂wj+n

∂η

)
∈ (L∞(ω))2 (4.81)

in distributional sense, for j = 2, ..., n.

Step 2 : Fix η ∈ R and define uη(v, τ) :=
∂φ

∂τ
(η, v, τ) for (v, τ) ∈ Hn−1, then

by (4.80) and Theorem 2.2.21 we obtain that ∀η ∈ R
uη ∈ LipH(Hn−1) (4.82)

where LipH(Hn−1) denotes the space of intrinsic locally Lipschitz functions
in Hn−1 with respect to the distance (2.7) d∞ in Hn−1 ' R2n−1

(v,τ) and

∥∥∥
(
X̃juη, Ỹjuη

)∥∥∥
(L∞(Hn−1))2

≤
∥∥∥∥
(

∂wj

∂τ
,
∂wj+n

∂τ

)∥∥∥∥
(L∞(Hn))2

< ∞ ∀η ∈ R.

(4.83)

Let us observe also that
∂φ

∂τ
(η, ·, ·) ∈ C0(Hn−1) ∀η ∈ R. In fact by (4.82) and

Remark 2.2.20 we have that uη ∈ LipH(Hn−1) ⊆ C0(Hn−1) and so we have
done.

Step 3 : Let us prove that that for every fixed (v, τ) ∈ Hn−1 ∂φ

∂τ
(·, v, τ) ∈ C0(R).

It is enough to show that if ηh → η0 when h →∞, then ∀ (v, τ) ∈ Hn−1

∂φ

∂τ
(ηh, v, τ) → ∂φ

∂τ
(η0, v, τ).

Since 



(
X̃jφ

)
(ηh, v, τ) = wj(ηh, v, τ)(

Ỹjφ
)

(ηh, v, τ) = wj+n(ηh, v, τ)

∀ (v, τ) ∈ Hn−1, ∀h ∈ N and for j = 2, ..., n, then we have L2n−1−a.e. (v, τ) ∈
Hn−1

∂φ

∂τ
(ηh, v, τ) =

(
X̃jỸjφ− ỸjX̃jφ

)
(ηh, v, τ) =

(
X̃jwj+n(ηh, v, τ)

)
−

(
Ỹjwj(ηh, v, τ)

)
.

(4.84)
Let us denote, for (v, τ) ∈ Hn−1 and a fixed j ∈ {2, ..., n},

wh(v, τ) =
(
X̃jwj+n

)
(ηh, v, τ)−

(
Ỹjwj

)
(ηh, v, τ).

The sequence (wh)h ⊆ L∞(Hn−1) and sup
h∈N

||wh||L∞(Hn−1) < ∞, then for weak*-

compactness there exists w∗ ∈ L∞(Hn−1) such that, up to a subsequence,

wh → w∗ in L∞(Hn−1)−weak∗. (4.85)
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We show now that L2n−1 − a.e. (v, τ) ∈ Hn−1

w∗(v, τ) =
(
X̃jwj

)
(η0, v, τ)−

(
Ỹjwj+n

)
(η0, v, τ) =

∂φ

∂τ
(η0, v, τ) (4.86)

By definition, ∀ϕ ∈ C1
c (Hn−1)

∫

Hn−1

w∗(v, τ)ϕ(v, τ) dv dτ = lim
h→∞

∫

Hn−1

wh(v, τ)ϕ(v, τ) dv dτ =

= lim
h→∞

∫

Hn−1

[(
X̃jwj+n

)
(ηh, v, τ)−

(
Ỹjwj

)
(ηh, v, τ)

]
ϕ(v, τ) dv dτ =

= − lim
h→∞

∫

Hn−1

[
wj+n(ηh, v, τ)X̃jϕ(v, τ)− wj(ηh, v, τ)Ỹjϕ(v, τ)

]
dv dτ =

= −
∫

Hn−1

[
wj+n(η0, v, τ)X̃jϕ(v, τ)− wj(η0, v, τ)Ỹjϕ(v, τ)

]
dv dτ =

=

∫

Hn−1

[(
X̃jwj+n

)
(η0, v, τ)−

(
Ỹjwj

)
(η0, v, τ)

]
ϕ(v, τ) dv dτ =

=

∫

Hn−1

∂φ

∂τ
(η0, v, τ)ϕ(v, τ) dv dτ

and so we obtain (4.86).
Let us define

uh(v, τ) := uηh
(v, τ) =

∂φ

∂τ
(ηh, v, τ) (v, τ) ∈ Hn−1

by (4.84) and (4.86) we obtain

uh → uη0 in L∞(Hn−1)−weak∗ (4.87)

Moreover by step 1 we obtain that the sequence (uh)h ⊆ LipH(Hn−1) verifies
that

sup
Hn−1

|uh| ≤ sup
R2n

∣∣∣∣
∂φ

∂τ

∣∣∣∣ (4.88)

∃L > 0 : |uh(v, τ)− uh(v
′, τ ′)| ≤ Ld∞ ((v, τ), (v′, τ ′)) ∀ (v, τ), (v′, τ ′) ∈ Hn−1, ∀h ∈ N.

(4.89)
By Arzelá-Ascoli’s Theorem, up to a subsequence, there exists u∗ ∈ LipH̃(Hn−1)
such that

uh → u∗ uniformly on compact sets of Hn−1 (4.90)
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By uniqueness, (4.87) and (4.90) we obtain that uη0 = u∗ L2n−1-a.e. in Hn−1.
Moreover, because uη0 , u

∗ ∈ C0(Hn−1), we have that

∂φ

∂τ
(η0, v, τ) = u∗(v, τ) ∀ (v, τ) ∈ Hn−1 (4.91)

The thesis follows by (4.90) and (4.91).
Step 4 : Let us show (4.79). Let us prove that for each sequence (ηh, vh, τh)h ⊂
R2n such that

(ηh, vh, τh) → (η0, v0, τ0) inR2n

then

lim
h→∞

∂φ

∂τ
(ηh, vh, τh) =

∂φ

∂τ
(η0, v0, τ0).

Let us observe that

∂φ

∂τ
(ηh, vh, τh)− ∂φ

∂τ
(η0, v0, τ0) =

=

(
∂φ

∂τ
(ηh, vh, τh)− ∂φ

∂τ
(ηh, v0, τ0)

)
+

(
∂φ

∂τ
(ηh, v0, τ0)− ∂φ

∂τ
(η0, v0, τ0)

)
=

= I
(1)
h + I

(2)
h .

By step 2 the exists L > 0 such that ∀ (v, τ), (v′, τ ′) ∈ Hn−1, ∀η ∈ R
∣∣∣∣
∂φ

∂τ
(η, v, τ)− ∂φ

∂τ
(η, v′, τ ′)

∣∣∣∣ ≤ Ld∞ ((v, τ), (v′, τ ′)) .

Thus we have there exists lim
h→∞

I
(1)
h = 0. For step 3 we have there exists

lim
h→∞

I
(2)
h = 0 too, and then we have done.

Remark 4.4.9. Theorem 4.4.8 does not hold in H1. As counterexample let

us consider the function φ(η, τ) :=
τ

η + τ
|τ |

of remark 4.4.2. Indeed ∇φφ ≡
0 ∈ Lip(ω) but φ /∈ C1(ω).

Corollary 4.4.10. Let ω ⊆ R2n be an open set with n ≥ 2, let φ ∈ L∞loc(ω)
and w = (w2, ..., wn+1, ..., w2n) ∈ Lip(ω; R2n−1). Let us assume that φ is a
distributional solution of ∇φφ = w in ω. Then G1

H,φ(ω) is C1-regular.

Proof. Immediate by Theorems 4.4.8 and 4.4.5.

By the previous regularity results we can get of the following corollary.
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Corollary 4.4.11. Let w = (w2, . . . , w2n) : ω ⊆ R2n → R2n−1 and let us
denote

ν(A) :=

(
− 1√

1 + |w(A)|2 ,
w(A)√

1 + |w(A)|2

)
A ∈ ω .

Let S = G1
H,φ(ω) ⊂ Hn be a H-regular graph such that

νS(P ) = ν(Φ−1(P )) ∀P ∈ S ∩ U∞(P0, r0),

where Φ : ω → Hn is the parameterization in (3.4) and P0 = Φ(A0).

i If wn+1 is Lipschitz continuous then S ∩U∞(P0, r) is a Lipschitz hypersur-
face for some r < r0, i.e. S ∩ U∞(P0, r) = Φ(ω) ∩ U∞(P0, r) and

Φ : ω ⊂ (R2n, | · |) → (R2n+1, | · |)

is Lipschitz continuous and one-to-one;

ii if n ≥ 2 and w is Lipschitz continuous then S ∩ U∞(P0, r) is a C1 hyper-
surface in R2n+1 for some r < r0. Moreover if w ∈ Ck(ω;R2n−1) for
some k ≥ 1 then S ∩U∞(P0, r) is a Ck hypersurface in R2n+1 for some
r < r0.

To conclude, let us rewrite some of our results about H-regular hyper-
surfaces in wiev of study characterizations and regularity of the solutions of
Burgers’ equation

∂

∂η
u +

1

2

∂

∂τ
(u2) = g in ω. (4.92)

Corollary 4.4.12. Let φ, w ∈ C0(ω) and let us assume that φ is a distribu-
tional solution of Burgers’ equation (4.92) with g ≡ w. Then

i there exists a family (φε)ε>0 ⊂ C1(ω) such that as ε → 0+

φε → φ and W φεφε → w in L∞loc(ω) .

ii φ is locally little Hölder continuous in ω of order 1/2, i.e. for every open
set ω′ b ω

lim
r→0+

sup

{
|φ(A)− φ(B)|√

|A−B| : A,B ∈ ω′, 0 < |A−B| < r

}
= 0 .

iii φ is locally Lipschitz continuous in ω provided w is Lipschitz continuous.
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Proof. Let us notice that φ is a continuous ditributional solution of (4.1)
in the case n = 1, then by Theorem 4.2.1 S = Φ(ω) ⊂ H1 is an H-regular
surface, where Φ is the parametrization induced by φ and given in Theorem
3.1.13.
Then thesis i follows by Theorem 3.3.9, equation (3.28).
Theorem 4.1.1 yields that φ is a broad* solution of (4.1) too, then by Theorem
3.3.13 we obtain thesis ii.
Finally thesis iii follows by Theorem 4.4.1.

Remark 4.4.13. The regularity results in Corollary 4.4.12 ii and iii are
sharp. For instance, there are examples of H-regular graphs Φ(ω) with φ no
better than little Hölder continuous of order 1/2 and Lipschitz continuous
even if w ≡ 0, see for instance Theorem 3.1.15 and example 3.3.7. (see [69],
[4] and [18] too).
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[26] J.Cheeger, Differentiability of Lipschitz functions on metric measure
spaces, Geom.Funct.Anal. 9 (1999), 428–517.

[27] J.Cheeger, B.Kleiner, Generalized differential and bi-Lipschitz
nonembedding in L1, C. R. Math. Acad. Sci. Paris 343 (2006), no. 5,
297–301.

[28] J.H.Cheng, J.F.Hwang, Properly embedded and immersed minimal
surfaces in the Heisenberg group, Bull. Austr. Math. Soc. 70 (2005),
507–520.

[29] J.H.Cheng, J.F.Hwang, A.Malchiodi, P.Yang, Minimal surfaces
in pseudohermitian geometry and the Bernstein problem in the Heisen-
berg group, Ann. Sc.Norm. Pisa Cl. Sci. 1 (2005), 129–177.

[30] J.H.Cheng, J.F.Hwang, A.Malchiodi, P.Yang, Existence and
uniqueness for p-area minimizers in the Heisenberg group, Math. Ann.
337 (2007), no. 2, 253–293.

[31] J.H.Cheng, J.F.Hwang, P.Yang, Regularity of C1 surfaces with pre-
scribed p-mean curvature in the Heisenberg group, Preprint, 2007.

[32] G. Citti, M. Manfredini, Implicit function Theorem in Carnot-
Carathodory spaces, Commun. Contemp. Math. 8 (2006), no. 5, 657–680.

[33] J.D.Cole, On a quasi-linear parabolic equation occurring in aerody-
namics, Quart. Appl. Math. 9 225–236 (1951).

[34] D.R. Cole, S.Pauls, C1,1 Hypersurfaces of the Heisenberg Group are
N-rectifiable, Houston J. Math. 32 (2006), no. 3, 713–724.

[35] J.G.Conlon, T.P.Liu, Admissibility Criteria for Hyperbolic Conser-
vation Laws, Ind. Uni.Math. J. 30, nr. 5 (1981).



140 BIBLIOGRAPHY

[36] L.Corrias, M.Falcone, R.Natalini, Numerical schemes for conser-
vation laws via Hamilton-Jacobi equations, Math. Comp. 64 (1995), no.
210, 555–580.

[37] M.G.Crandall, P.L.Lions, Viscosity solutions of Hamilton-Jacobi
equations, Trans. Amer. Math. Soc. 277 (1983), no. 1.

[38] M.G.Crandall, P.L.Lions, Two approximations of solutions of
Hamilton-Jacobi equations, Math. Comp. 43 (1984), no. 167, 1–19.

[39] M.G.Crandall, L.C.Evans, P.L.Lions, Some properties of viscosity
solutions of Hamilton-Jacobi equations, Trans. Amer. Math. Soc. 282
(1984), no. 2.

[40] C.M.Dafermos, Generalized Characteristics and the Structure of So-
lutions of Hyperbolic Conservation laws, Ind. U. Math. J. 26 (1977),
No.6 1097–1119.

[41] C.M.Dafermos, Hyperbolic Conservation Laws in Continuum Physics,
Springer Verlag, Heidelberg, (2000).

[42] C.M.Dafermos, Continuous solutions for balance laws, Ric.Mat 55
(2006), 79–91.

[43] D.Danielli, N.Garofalo, D.M.Nhieu, A notable family of entire
intrinsic minimal graphs in the Heinsenberg group which are not perime-
ter minimizing, Amer. J. Math. 130 (2008), no. 2, 317-339.

[44] D.Danielli, N.Garofalo, D.M.Nhieu, Minimal Surfaces in Carnot
groups, Preprint, 2004.

[45] D.Danielli, N.Garofalo, D.M.Nhieu, S.Pauls, Instability of graf-
ical strips and a positive answer to the Berstein problem in the Heisenbrg
group H1, Preprint, 2006.

[46] G.David, S.Semmes, Fractured Fractals and Broken Dreams. Self-
Similar Geometry through Metric and Measure, Oxford University Press,
(1997).

[47] E.De Giorgi, Un progetto di teoria delle correnti, forme differenziali
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[89] M.Ritoré, C.Rosales, Area-stationary surfaces in the Heisenberg
group H1, to appear on Adv. Math.



144 BIBLIOGRAPHY
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