MAXIMAL REGULARITY IN LP(RYN) FOR A CLASS OF ELLIPTIC
OPERATORS WITH UNBOUNDED COEFFICIENTS

GIOVANNI CUPINI
Dipartimento di Matematica “U. Dini”
Universita degli Studi di Firenze,

Viale Morgagni 67/A, 1-50134 Firenze (Italy)
e-mail: cupini@math.unifi.it

SIMONA FORNARO
Dipartimento di Matematica “E. De Giorgi”
Universita degli Studi di Lecce,
Via per Arnesano, C.P. 193, I-73100 Lecce (Italy)
e-mail: sfornaro@ilenic.unile.it

ABSTRACT. Strongly elliptic differential operators with (possibly) unbounded lower order coeffi-
cients are shown to generate Cp-semigroups on L” (]RN ), 1 < p < 4oo. An explicit characterization
of the domain is given.

1. INTRODUCTION

Linear elliptic operators with regular and bounded coefficients have nowadays a satisfactory the-
ory including existence, uniqueness and regularity for the solutions to the corresponding equations
in several Banach spaces, such as LP spaces, Holder spaces and so on. On the other hand, elliptic
operators with unbounded coefficients are still object of intensive investigation, as the recent lit-
erature shows. The increasing interest towards such class of operators is due also to the analytic
treatment of stochastic differential equations.

In this paper we consider the following class of second order elliptic operators

(1.1) Au = Apu — (F, Du) — Vu,
where
N
Aou = Z Di(qiiju) .
7,7=1

As usual, we will refer to F' and V' as the drift and the potential term, respectively, and neither F
nor V will be assumed to be bounded.

Our aim is to prove a generation result for A in LP(RY) (1 < p < 4o00) with respect to the
Lebesgue measure, providing an explicit description of the domain of the generator. Precisely, we
show that such domain is the intersection of the domains of each added of A as in (1.1).

There are several approaches to show that elliptic operators with unbounded coefficients generate
strongly continuous semigroups in LP. On this subject we mention [2], [3], [6], [11], [13], [14] and the
list of references therein. However only some of them give a precise description of the domain. In
[4], [5] and in [15] only the special case of p = 2 is considered. This paper gets inspiration essentially
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from [13] and [14]. In [13] the case V = 0 and F' globally Lipschitz continuous is considered. It is
proved that under the assumption (F, Dg;;) € L®(RY), i,j = 1,..., N, the corresponding operator

A, endowed with the domain {u € W2P(RN) : (F,Du) € LP(RN)}, generates a Cp-semigroup in

LP(RY), 1 < p < 4o00. Here, the characterization of the domain follows from regularity results for
the solution to the non homogenous Cauchy problem associated with A.

In [14] a second order operator in the general form (1.1) is considered and the description of the
domain of the generator is given in LP(RY) assuming the conditions |[DV| < 4V3/2 |F| < kV1/2
and divE < V. We observe that the first two assumptions are the same of Cannarsa and Vespri
in [3], whereas the last one replaces an additional bound on the constant x assumed in [3]. In
[14], with a more direct approach, it is proved that A generates an analytic semigroup on LP(RY),

1 < p < +o0, with domain {u e W2P(RN) : Vu € LP(RN)}. The cases p = 1 and p = 400 are
also considered.
In this paper we prove that if (Dp, || - ||p,), with 1 < p < +o0, is the Banach space defined as

D, = {u € W?*P(RY) : (F,Du) € LP(RY),Vu € LP(RN)},
ullp, := [lullwze®yy + IKF, Du) || po@ny + [Vl oy

then (A, D,) generates a Cp-semigroup in LP(RY), if suitable growth conditions on F, V and their
first order derivatives are assumed. As a by-product, one can deduce regularity results for the
solutions of the elliptic equation associated with A.

The paper is structured as follows. In Section 2 we establish the notation used throughout the
paper and we state our assumptions and our main results. We separately consider the particular
case p = 2 and the general case 1 < p < +00, owing to the two different approaches used, which
require different sets of hypotheses. Of course, those for p = 2 are weaker then those for an arbitrary
p. We remark that for suitable choices of the parameters involved, our framework covers [13] or
[14]. Thus, our results can be seen as a continuous interpolation between them. We also cover new
cases. We refer to Section 2 for further details and comments on the assumptions.

In Section 3 we consider, as in [13], the case where F' is globally Lipschitz, but here we focus on
an a priori estimate for the second order derivatives of a test function, precising the dependence of
the constants obtained. This fact will be crucial for the sequel.

In order to show that (A, D)) generates a semigroup, in Section 4 we prove a priori estimates for
Du and Vu with respect to the LP norm, for every p € (1,00) and every test function u. To do this
we use basically integrations by parts and other elementary tools. In the particular case p = 2, we
also get an estimate for the second order derivatives of w.

In Section 5 we deal with the generation result for p = 2 (see Theorem 2.1). As a simple consequence
of the estimates previously proved, (A,Ds) is closed and quasi dissipative. To prove that the
operator A — A : Dy — L?(RY) is surjective for A large enough we find the solution of the equation
Au— Au = f in the whole space as the limit of a sequence of solutions of the same equation in balls
with increasing radii and Dirichlet boundary conditions.

The generation result for the case 1 < p < 400 (see Theorem 2.2) is proved in Section 6. In
this framework the assumptions are more restrictive than before, since the variational method of
Section 4 fails to estimate the second order derivatives of u € C(RY). Therefore, we use a
different technique which works under stronger hypotheses. The idea is the following. We use a
change of variable, determined by V', together with a loocalization argument in order to obtain a
family of operators { A, }nen with globally Lipschitz drift coefficients and bounded potentials. To
each operator A, we apply the estimate of Section 3, thus obtaining local estimates in the original
setting, with uniform constants. Using a covering argument we get the global estimate we were
looking for. Once that the estimate on the second order derivatives is obtained, the surjectivity of
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the operator A— A follows by approximating A with a family of operators satisfying the assumptions
of Section 3.

Finally, in Section 7 we describe some properties of the above semigroups. We prove that they
are positive, not analytic in general, consistent with respect to p. Moreover if V' tends to +o0o as
|z| — +o00, then (A, Dp) has compact resolvent.

2. NOTATION AND STATEMENT OF THE MAIN RESULTS

Throughout this paper C°(R¥) is the space of real-valued C*°-functions on RY with compact

support and C’I}(RN ) is the space of real-valued functions on RY, which are bounded and continuous
together with their first order derivatives. We denote by || - [|lco the sup-norm in RY and by spt ¢
the support of a given function ¢.
For p > 1 and k € N, LP(RY) and W*P(R") are the usual Lebesgue and Sobolev spaces, respec-
tively. The norm of LP(RY) is denoted by || - ||, and || - ||x, denotes that of W*P(RY). Given a
function u on RY, we denote its gradient and its Hessian matrix by Du and D?u, respectively.
Moreover, we set

N N
|Dul? =% (Diu)?,  |D*uf* = ) (Diju)?,
i=1 i,j=1

where, clearly, D; = D;, and D;; = Dz

The ball in RY centered in  with radius » > 0 is indicated by B(x,r). To shorten the notation, if
x =0 we will write B, instead of B(0, 7).

If J is a set, card J is its cardinality and x s is the characteristic function of J, that is xs(x) = 1 if
x€Jand xyj(x)=0ifx & J.

In the following ¢(z) = (g;;(x)) is a N x N symmetric real matrix such that ¢;; € CL(RY) and

N
(2.1) (q(@)€,€) = > aqij(x) && > v[E, v >0,

ij—=1
for every x,& € RY. Moreover, we consider F' € C1(RY;RY) and V € C1(RY) and we assume that

V is bounded from below. Without loss of generality, we suppose that V > 1. We deal with the
elliptic operator

(2.2) Au = Apu — (F, Du) — Vu,
where Agu(x) := Zﬁ]j:l D;(gij(x)Dju(x)).
For 1 < p < 400, we define the space (D, || - [|p,) as
(2.3) D, = {ucW?*PR"Y) : (F,Du) € L(RY),Vu € LP(RM)},
(2.4) lullp, = lullzp + [(F, Du)lp + [Vl

We endow D), also with the graph norm of the operator A, namely

Julla = [[Aullp + [lullp-
In the case p = 2, besides the previous assumptions on the coefficients, we require that the following
growth conditions hold
(H1) |DV| < aV3/2 4 ¢,,

N
(H2) divF < BV +cg, Y. DiFj(2)&& > -7V (2)[€]* — - |¢)°, &2 eRY,
i,j=1

(H3) (F,DV) <~V2 +e¢,,
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(H4) |F(2)] < 0(1+ [2) 2V (@),
with o, 3,7, 7,0 > 0 and c,, cg, ¢y, ¢; > 0 satisfying

(2.5) 1—§—7‘>0,
and

M B v
2.6 P+ E+ L <
(2.6) 4a —|—2+2< ,

where M := sup,cgy maxe—1(q(2)¢,§). We note that the second inequality in (H2) is a dissipa-
tivity condition for the function —F.
The following generation result holds.

Theorem 2.1 (p=2). Suppose that (H1), (H2), (H3), (H4), (2.5) and (2.6) hold. Then the operator
(A, Dy) generates a Co-semigroup on L*(RN). If cg = 0, then the semigroup is contractive.

In Section 6 we prove an analogous result in the general case p > 1. To this aim we use a different
technique, which works under more restrictive assumptions on the coefficients of A. Precisely, we
replace assumptions (H1), (H2) and (H4) with the following ones

V27 (x)
ENFRE
(H2) [DF| < S (8V + ).

(H4) |F(2)] < 0(1+ |z[*)/2V7 (x),

(HY’) |DV(2)| <

respectively, where DF denotes the Jacobian matrix of F' and |DF|? = Z]k\{izl |DLF)?, a, 3,0 > 0,
cg > 0, % <o <1land0 < pu<1. Moreover, we suppose that for every = € RN
(H5) [(F(z), Dgij(x))| < £ V(2) + s,

holds, with constants x > 0 and ¢, > 0.
Analogously to the case p = 2, also in this case a smallness condition on the coefficients is required.

Let
M -1 27 if ) = l’O )
w::{ 1 (p—1)a*, if (o,p) <2 )

0, otherwise.
Then we assume that

1
+af? "2 <1, if1<p<2,
p

w+¢§(ﬁ+\/ﬁa0) (;Jr\/lﬁ) <1, ifp>2.

w4 V2 b+ VNab
(2.7) p

The following generation result holds.

Theorem 2.2 (1<p<+o0). Suppose that (H1’), (H2’), (H}’), (H5) and (2.7) are satisfied, for
some 1 < p < oo. Then the operator (A, D,) generates a Co-semigroup on LP(RYN), which turns
out to be contractive if cg = 0.

Remark 2.3. We observe that in (2.7) the condition for p > 2 implies the condition for 1 < p < 2,
since

\@ﬂ—i—\;ﬁoﬁ_i_aep;lSﬂ(ﬁ+ma9)<;+\/lﬁ), p>1.
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Moreover, we note that when p = 2, (2.7) is not equivalent to (2.6), but it is stronger. This fact
relies on the different technique employed in the general case and, in particular, on the fact that we
need that other suitable operators verify our assumptions. For further details we refer to Section
6. In any case, the two methods yields the same semigroup in L?(RY).

Finally, we point out that in Theorem 2.2 we do not explicitly assume (H3), since (H1’) and (H4’)
imply

(2.8) (F,DV)| < afV?.

Remark 2.4. Hypothesis (H1) is essential to determine the domain. In fact in [14, Example 3.7]
the authors present a Schrodinger operator A = A —V on L?(R®) such that (H1) holds with a
too large constant o and the domain is not W22(R3) N D(V). Moreover in [14] it is observed that
(H1) holds for example for any polynomial whose homogenous part of maximal degree is positive
definite. However (H1) fails for the function 1 + z%y%.

Remark 2.5. We note that making particular choices of the parameters p and o, we may cover
cases already known or discuss new ones. For example, if 4 = 0 and ¢ = %, then we get exactly
the framework of [14]

|F|<oV'/2  |DV|<aV3/?
and therefore of [3]. If we take V' constant, then we reduce to the case where F' is globally Lipschitz
studied in [13]. Setting = 0 and ¢ = 1 we have the case

[F| <6V,  [DV][<aV,

which, according to our knowledge, seems to be new. From the second condition above, one deduces
that V' grows at most exponentially. Observe, however, that the exponent « is small, by (2.7). In
any case, we can treat in this way polynomials V' as in Remark 2.4.

If we optimize assumption (H4’) choosing u = o = 1, analogously to (H4) in the case p = 2, then
(H1’) becomes |DV (z)| < a%, which is much more restrictive than (H1). This shows that
the cases p = 2 and p # 2 are quite different. Such a difference is also confirmed by the fact that
when p = 2 we do not require any condition on (Dg;;, F').

The assumptions for p # 2 are determined but our approach to estimate the second order
derivatives of a test function w in terms of v and Au. The idea is to get first local estimates. To
this aim we change variables and localize the equation Au = f in certain balls B(xg,7(z¢)). The
new operator produced by this technique (see (6.14)) has a globally Lipschitz drift term and a
bounded potential. The radius r(z¢) has to grow at most linearly with respect to |zg| in order to
use a covering argument and to obtain global estimates. So, roughly speaking, we must require
that r(xo) < 1+ |zo| and that V(z) is "close” to V(zg) if |x — x| < r(xp). This is exactly
guaranteed by assumptions (H4’) (see (6.2)) and (H1’) (see Lemma 6.3). The Lipschitz continuity
of the transformed drift coefficient follows from (H2’). All the details are given in Section 6.

3. OPERATORS WITH GLOBALLY LIPSCHITZ DRIFT COEFFICIENTS

In this section we collect all the results concerning operators with globally Lipschitz drift coef-
ficient and bounded potential term that will be used in the sequel. We use the same technique as
in [13], but here we precise how the constants involved depend on the operator.

Let

N N
(31) B = Z Di(aiij) — szDl — C
1,j=1 i=1

and assume that
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(i) aij = aji € CERY), TN_) ai;&&; > v[E]?,
(ii) b = (by,...,by) is globally Lipschitz in R,
(iii) c € LOO(RN)

(iv) supgern [(Daij(z),b(z))| < 400, 4,5=1,...,N.
The following a priori estimate is a crucial point for our aims.

=R

Theorem 3.1. There ezists a constant C depending on p, N, v, | aij||sc, [|Daij||oc, [|[{(Daij, b) oo,
|clloo and the Lipschitz constant of b, [bl1, such that for all u € C°(RY)

(3.2) / D2l dz < c/ (| Bul? + [ul?) do
RN RN

Proof. We split the proof in two steps.
Step 1. We assume that the operator B is written in the non-divergence form
N N
B = Z aijDij — szDz —C

ij=1 i=1
and that b € C?(R™; RY) with bounded first and second order derivatives, besides assumptions (),
(44), (4i7) and (iv).

Let u € C°(RY). Then u solves the equation
Diu—Bu=f in RV

with f = —Bu. Let us consider the ordinary Cauchy problem in RY

d¢
53 { T =-be), teR
£(0) = x.

Since b is globally Lipschitz, for all # € RY there is a unique global solution (¢, ) of (3.3) and the
identity

(3.4) x=E(tE(—t,x), teR, zeRY

holds. Moreover, from [12, Section 2.1] it follows that if £, denotes the Jacobian matrix of the
derivatives of £ with respect to x, then

|€:(t, )] < eltlPbllc ¢ e R 2 € RV

(3.5) € (t, 2)] < |IDbllocel! 1P, e R, € RV
'875536 (t,&(—t,2))| < || Db|soe® IPblle ¢ e R, 2 € RV,
With analogous notation we have also that
Eant. )] < el 1D0ee il Dbe _ 1y [P0l (g
(3.6) | Db]| 0%
‘a (t,&(—t,z))| < 3 IPlloo (It DYlloe _ 1) HDbH;O’ teR, 2 €RY, i=1,..N.

In particular, all the above functions are bounded in [T, 7] x RN, for every T > 0. Finally, the
matrix &, is invertible with determinant bounded away from zero in every strip [~7,T] x R".
Setting v(t,y) = u(&(—t,y)), a straightforward computation shows that

Dy — Bv = f, in RV+!
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with f(t,y) = f(£(~t,y)) and

N
&z] (ta y)Dyiyj + Z bl(t’ y)Dyl - ¢,

iMZ

B =

2,7=1 =1
N

aij(t,y) = Z thfi(t,f(_t,y))ahk(f(_t,y))Dwkfj(t7§(_t7y))
h,k=1

~ N

bi(tay) = Z D$h$k§i(t7f(_tﬂy))ahk(f(_tvy))v
h,k=1

E(ta y) = C(f(—t, y))

Since the coefficients a;; belong to C}(RY) and satisfy (iv), then (¢,y) — a;;j(£(—t,y)) is bounded
and differentiable with bounded derivatives in [T, T] x RY. Taking into account (3.5) and (3.6)
it follows that for all (¢,y) € [-T,T] x RY we have

‘aij(tvy” + ‘Dtaij(t7y)‘ + ’Dykaij(t>y)’ + |5¢(t,y)| < La i,j, k= 1, ...N,

where L depends on T, N, ||aij||co; || Daijl 0o, [[{Daij; b) ||oos | Dblloos || D?b]|oe. Moreover

N

> aii(t,y)mmy > vlnl*, n,y €RY, t € [T, 7],
ij=1

with 7 depending on v, T, | Db|«. Finally, the modulus of continuity of a;; depends only on
T, N, ||aijlloos | Daijlloos | (Daij, b)lsos | Dbloos | D?b]|cc- Therefore D; — B is a uniformly parabolic
operator in RV Applying the classical LP-estimates available from the theory of uniformly
parabolic operators (see e.g. [9, Section IV.10]) we have that

a0 [ [ sl + Dieaaa <& [ PP

where K depends on p, N, 7, ||| oo, | D@sjlc0, || Diti|oos 1Billoos [|Elleo, hence on p, N v, [laij]|oo,
[1Daijlloc: [{Daij, b} oo, | DBlloc, 1D2b]loos ll€lloc-

In order to come back to the function u, we observe that, setting (S(t)¢)(z) = ¢(£(t,x)) then, for
every fixed t, S(t) maps W2P(RY) into itself and

[ SOo@P < ait) [ 160)Pdy,
RN RN

[ D808 @Pds < astt) [ IDyow)dy,

RN RN

[ DHS@)@)Pds < aslt) [ (Do) +1Dy())dy,
with aq(t), aa(t), as(t) depending on ¢,p, N,supgpn |{4(—t,-)| and as(t) depending also on supgwny
|€22(—t, -)|. It follows that t — «a;(t), ¢ = 1,2, 3, are uniformly bounded in ¢ in the interval [—1, 1].
In the sequel we denote by «; the respective upper bound. Moreover, by (3.4) each S(t) is invertible

with S(t)~! = S(—t). Now, recalling that u = S(t)v, for every ¢, we have

[, IP2ute)pde < as [ (D3u(t )l + Dye(t p))dy.
RN RN
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Integrating from —1/2 to 1/2 and taking into account (3.7) we obtain

1 ~
[ Dtu@pds < sk [ [ (ftn)P + oty )y de
RN —1JRN

20109K | (@) +Ju(a)")dz,

IN

which is the claim.

Step 2. Take B in the general form (3.1) and assume that the coefficients satisfy (i), (i), (éii) and
(iv). Then we can write

N N /N
B = Z al-jDij + Z <ZD7’(LU — bj)Dj —C.
ij=1 j=1 \i=1
Let n € C°(RN), spt n C By, n >0, [pxn =1 and set b="bxn. If we define
A N N A~
B = Z aijD,-j — Z bij —C,
ij=1 j=1

then B satisfies all the assumptions of the previous step. Indeed, since b is Lipschitz continuous,
b — b is bounded:

b@) = (@)l < [

 [b@) = e = ln()dy < Bl [ | lyln(y)dy = cofbh.
R R
Then
[{Daig(2), b)) < [(Dagg(@), b)) + [(Das (), ba) = Ba))| < [{Dasg,b)loo + | Da loccnlB]s

and .
Db < [b]1
D20 < [b]1]| D71

From the first step it follows that there exists a constant C' depending on N, p, v, ||aij/co, [| Dt} s0s
[{aij, b)|loos [b]1, ||cllco such that for all u € C°(RY)

ID?ull, < C(I1Bullp + [lull,).
Therefore
||D2qu < C([|Bullp + || Bu — BUHP + [lull,) < CrllBullp + [|Dullp + [[ullp),
with C) depending on the stated quantities. Using the interpolatory estimate || Dul|, < C'2Hu||}1,/2-
HDQUH;}/2 we conclude the proof. O
In [13] it is proved that the operator B endowed with the domain
D = {uc W?*P(RY) : (b, Du) € LP(RY)}

generates a Cp-semigroup on LP(RY), 1 < p < +o0. Actually, in [13] ¢ is equal to 0, but the same
result easily extends to this case, since ¢ is bounded. Arguing as in [13, Theorem 2.2], one can
prove the following result.

Proposition 3.2. If A > A\,, A\, := sup,cgn~ {%div b(x) — c(:c)}, then, given f € LP(RY), there
exists a unique solution u € D of A\u — Bu = f and satisfies ||ull, < (A= Xp) LI fllp-
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4. ESTIMATES OF Vu AND Du

From now on, for clarity of exposition, we assume that ¢, = c¢g = ¢y, = ¢, = 0 in conditions (H1),
(H2), (H3). This is always possible, keeping the same constants «, 3,7, 7, just replacing V' with
V + X and choosing A large enough (this implies possibly different constants in the statements).
In this section we provide, as a preliminary step, some a priori estimates for the solutions of the
elliptic equation Au — Au = f. Precisely, via integrations by parts and other elementary tools, we
prove that for all v € D, the LP-norms of Vu and Du may be estimated by the LP-norms of Au
and wu itself, with constants independent of u. If p = 2, we also deduce an analogous estimate for
the second order derivatives of wu.

Let us first show that C2°(RY) is dense in (Dp, || - |[p,), 1 < p < +00, so that all our estimates
will be proved on test-functions.

Lemma 4.1. Suppose that (H4) holds. Then C°(RY) is dense in (Dp, || - |Ip,).

Proof. Let 1 be a cut-off function such that 0 <7 < 1,7 = 1in By, sptn C Bs and |Dn|?+|D?p| <
L. We write n,(x) in place of n(z/n).

Suppose that v € D,. It is easy to see that ||n,u — u|p,, as n — oo. In fact, n,u — u in
W2P(RN) and Vn,u — Vu in LP(RY), by dominated convergence. Moreover,

<F7D(777LU)> - 77H<F7 Du> + U<F7 D77H> :

As before, the first term in the right hand side converges to (F, Du) in LP(RY), as n goes to infinity.
The second term tends to 0 since from (H4) it follows that
(4.1)

[ VPl D7 da < L6 |
RN B

14 4n2\"”
Vul? ( o ) dx < 5P/2LP/ ap/ VulP da .
2n\Bn n RN\Bn

This shows that the set of functions in D, having compact support, denoted by D, ., is dense in
D,.

Suppose now that u € D, .. A standard convolution argument shows the existence of a sequence
of smooth functions with compact support converging to u in D,. Thus, the density of C2°(RY) in
(Dp, || - |lp,) follows. O

We state that, under rather weak assumptions, the operator (A, CEO(RN )) is dissipative in
LP(RY), for any 1 < p < +o0.

Lemma 4.2. Suppose that

(4.2) div F < pV.

Then (A, C*(RN)) is dissipative in LP(RY).

Proof. We have to prove that for all A > 0 and for all u € C>°*(RY) one has
(43) Jully < 1% — Aull.

Let A > 0 be fixed. If u € C(RY) we set u* = u|u|P~2 and recall that
(4.4) Du*) = (p—D|ufP"2Du, D(JulP) = pu*Du.

Set A\u — Au = f. Multiplying both sides of this equation by u* and integrating by parts, we
obtain

1
)\/ lul? + (p — 1)/ (qDu, Du)|uP~% dx — 7/ div Flu|P dx —I—/ V{ulP dz = / fu*dz.
RN RN b JRN RN RN
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By (2.1) we get
/ (qDu, Du)|ulP~2dz > (p — 1)1// |Dul[ulP~2dz >0
RN RN

and taking into account (4.2) it turns out that

A/RN |u|p§/RNfu*dac§ (/RN|f|de)’l’ (/RN |u|de>1;’.

Multiplying by [[ul} ™ we get (4.3). O
Remark 4.3. It is noteworthy observing that if (4.2) holds, 1 < p < 2 and u € C°(R”) then
(4.5) / \Dul? < c/ (| Auf? + [ulP) dz

RN RN

where ¢ = ¢(v,p) > 0. In fact, from the proof of Lemma 4.2, with A = 1, we deduce that

1 1
1 » =%
: P2 —_ —A pd) (/ pd)
(4.6) /RN|DU| P2 dz u(p1)</RN|“ apda)’ ([ o do
c [ (Al + Jul?) da
RN

where ¢ = ¢(v,p) > 0. If p = 2, we are done. If 1 < p < 2, Young’s inequality with exponent 2/p
yields

/ |Du\pd:p:/ (|Du\p|u\p( )\ -2 g < c,,/ (1 Duf[ulP~2 + [ul?) de
{u£0} (u0} {u£0}
and (4.5) follows by (4.6).

IN

IN

Remark 4.4. We note that condition (H2’), with ¢z = 0, together with (2.7) implies condition
(4.2), so that Lemma 4.2 still holds. If ¢ # 0, then the same computations of Lemma 4.2 show
that (A — %ﬁ, C°(RYN)) is dissipative in LP(R™), which means that operator (4, C°(RY)) is quasi-
dissipative. Explicitly, one has

ca\—1
(@) fullo < (A= 2) IO = Dl e CXRY)

In the following lemma we prove an estimate of the LP-norm of V.

Lemma 4.5. Let 1 < p < +o00. Assume that (H1), (H3) and

(4.8) divF < BV
hold with
M _
(4.9) 4(p—1)a2+£+7p<1,

where M := sup,cpn maX|§|:1<Q(x)§;f>-
If u € C(RY), then

(4.10) / VulP de < c/ (| Auf? + [uf?) dz
RN RN

for some ¢ > 0 depending only on p, M,v and on the constants in (H1), (H3) and (4.8).
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Proof. Let u € C*(RY). We recall that if u* = u|u[P~2, then (4.4) holds.
Integrating by parts one deduces

/ (Aou)vp—lu* dr = _/ <un’ D(Vp—lu*)> dx

RN RN

=~ /N<qD“’ Du)VPHful ™ da — (p = 1) /N<un,Dv>VP‘2!ulp‘2u da
R R

and
1
VP~HE, Du) u* dx = f/ VP=HE, D(|ulP)) dz
RN p JRN
1 -1
= —7/ VP ldivF|ul dz — p—/ VP=2(F, DV)|ulP dz .
P JRN p JRN
Thus, multiplying (2.2) by VP~ 'u* and integrating, we obtain
(4.11) (p— 1)/ (qDu, Du)VP~HuP~2 dz +/ |[Vul? dx
RN RN
1
= 7/ (Au)VP~ly* da + f/ VPl divF|ulP dx
RN D JRN
-1
W= / VP-2(F, DV |ul? do — (p — 1) / (gDu, DV)VP~2[ufP~2u de.
p JrN RN

Now, assumptions (4.8) and (H3) imply

(4.12) VP divE|ulP do < ﬂ/ \VulP do
RN RN
and
(4.13) / VP2 (F, DV |ul? dz < 4 / VulP dz,
RN RN
respectively.

By (2.1) and (H1) the last term in (4.11) can be estimated as follows
(4.14) /N<un, DVYVP 2 uP~ 2y de < /N<un,Du)1/2<qDV, DVY2yP=2y P~ g
R R
< avM/N<un, Du) 2V 2y Pt dy
R

Setting Q2 := [pn(gDu, Du)VP~HuP~2dz and R? := [pn |VulP dz, from Hélder’s inequality it
follows

(4.15) / (gD, D)2V 2P dr < QR
R

Thus, collecting (4.11)—(4.14) we obtain

(p—1)Q* + (1 - g - ’7(pp_1)> R? < a(p-1)VMQR+ ‘/RN(AU)VP_IU* dx
2
< (p-1)Q*+ WRQ + /RN(Au)Vp_lu* dz|.

Since

/N (Au)VP~ly* da
R

the thesis follows from (4.9) and by choosing € small enough. O

g/ |Auy|vu\p*1dx§sR2+cg/ | Aul? da |
RN RN
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The next result provides an LP-estimate of V|Du|, with p > 2. In particular, since V' > 1, it
extends estimate (4.5) to the case p > 2. We explicitly notice that we need a further assumption
on F', namely the dissipativity condition.

Lemma 4.6. Let p > 2. Assume that (H1), (H2), (H3) and (4.9) hold and that ( satisfies also
the inequality

(4.16) 1-2—r>0.

If u € C*(RN), then

(4.17) / V|Du|pd:c—|—/ \DulP~2|D2uf? de < c/ (|Aul + |uf?) dz
RN RN RN

with ¢ depending on N,p,v,a, 3,7, M, || Dgijl s

Proof. We divide the proof in two steps: in the first step we consider the supplementary assumption
that g;; € C?(RY), in the second one we remove this condition via an approximation procedure.

Step 1. Suppose that g;; € C2(RN) N CEHRYN), for every 1 < 4,5 < N. Let u € C°(R"Y) and define
f = Au — Au, with A > 0 to be chosen later. With a fixed k € {1,..., N}, we differentiate with
respect to xp, so that

N N N
(4.18) ADyu— " Di(Dygi;Dju) — > Di(qijDjiu) + > DpF;Diu
N
+ > FDjgu+ uDV + VDju = Dy f.
=1

Multiplying (4.18) by Dju|Du|P~2, summing over k = 1,..., N and integrating on R we get
(4.19) A/ |Dulf do + I + I + I3 + I + I +/ V|DulP dw = / (Df, Du)| DulP~2 dz,
RN RN RN

where
N

/RN > D;i(DygijDju) Dyu|DulP~* da,
1

1,5,k
N

/N E D;(¢ijDjru) Dyu|DulP~ 2 da,
R i,5,k=1
N

> DyF; Dyu Dyu|DulP~? dz,
1

&
I
%\

N .
)

S
Il

=
I

F; Dju Dyu|DulP~2 de,
1

(DV, Du)u|DulP~2 dz .

N

M=

I
T T

N

Let us estimate the integrals above. Since t — t[t[P=2 is in C1(RY;R"), integrating by parts and
applying Holder’s and Young’s inequalities we have
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N N
L] = /RN Z Dyqij DjuDiku|Du\p_2 +(p—-2) /N Z Dy.qij DjuDkuDhuDihu|Du|p_4

i k=1 R G gk h=1

< cl/ ]Du\p_1]D2u|dx:cl/ | DulP’2(|Du| P22 D?u]) da
N RN
< a ]Du\pdx—i—cle/ |Du|P~2|D%ul? dx
S N

where ¢; = ¢ (p, N, ||Dgijllsc) and € > 0 is arbitrary. Consequently
(4.20) n>-2{ |pupde- 615/ \DulP~?| D%u|? da .
€ JrV RN

Assumption (2.1) allows to estimate the second integral, after an integration by parts; indeed

—4
o= [ jzkjlq,] Dju Dyl Dul?2 da + 2= 2 / qu (| Duf?) Dy(|Dul?)|[ Dup— dx

-2
> 1// |D2u|2|Du\p_2d:17—|—up / ‘D(|Du|2)’ | DulP~ dz .
RN RN

Since the last term is nonnegative we deduce that
(4.21) I, > 1// | DulP~2|D?u|? dz.
RN
From (H2) it follows immediately that
(4.22) I3 > —7'/ V|Du|P dx.
RN

As far as I, is concerned, integrating by parts, it turns out that

I, = /RNZ%%DF (Dgu)? |DulP~ Qd:z—/ Z%%F Dyu Diu | DulP~2 dx

—(p— 2/ Z F; (Dgw)? Dyu Djpu | DulP™ 4 da
i,k,h=1

= —/ divF |DulPdz — Iy — (p — 2)14
RN
which implies by (H2) that
1
(4.23) I, = —7/ divF |DulP dz > —ﬂ/ V|Dul|P dx.
D JRN p JRN
Applying (H1) and Young’s inequality, we get

II;] < « V%|u|\Du|p_1 dr =« (V |u| |Du\ 2 )(V2 |Du| ) dx
RN RN

IN

g/ |Vu]2|Du\p_2dm—l—6a/ V|Dul? dx
€ JRN RN

IN

02/ \Vu|pd$—|—02/ \Du|pdx—|—eoz/ V|Du|P dx
RN RN RN
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with ¢g = c2(e, p, ). Then

(4.24) Is > —02/ |VulP de — 02/ | Du|P dz — soz/ V|Du|P dx.
RN RN RN

We are left to estimate the integral in the right hand side in (4.19). Integrating by parts and
arguing as before we obtain

N
0-1 > [ 1711Du? | Dysal da

‘ / (Df, Du)|DulP~%da| <
RN k=1
N
—2 —2
= (=1 [ 111Dl DT Y (Dl do
R k=1

< o [ P IDurRde+e(p-1) [ DU D% do
RN RN
with ¢3 = c3(p, N,¢). Applying Young’s inequality we have finally

(4.25) ‘/RN (Df, Du)|DulP~2 dx

< 04/ \f|pdac+04/ | Du|P dx
RN RN
+e(p — 1)/ | Du|P~?|D*ul? dx |
RN

with ¢4 = ca(p, N, €). Collecting (4.20)—(4.25) from (4.19) we obtain

()\— a_ cy — C4> / | DulP dx
€ RN

—|—(y —(e1+p-— 1)6) /N | Du|P~2| D%ul|? dx
R

—1—(1—6—7—5@)/ V|Dul? dx

p RN

Scz/ |Vu|pdx+64/ |fIPdx.
RN RN

From (4.16) and (4.10), choosing first a small ¢ and then a large A, we deduce that
/ (|Dul? + V|Dul?) dz +/ | Du|P~2| D?ul? dz < c/ (|AulP + |u|P) dz,
RN RN RN

where the constant ¢ depends on p, N,v, M, || Dg;j||~ and the constants in (H1), (H2), (H3).
Step 2. Let o be a standard mollifier and set, as usual, p.(z) = e Ny (f) If ¢i; = gij * e and

N
Afu = Z Di(quDju) — (F,Du) — Vu,

3,7=1

then by Step 1, noticing that [|g5;[lec < [|gijllecs [[Dgf;llec < [|Dgijlloc and that (g;) satisfy (2.1)
with the same constant v, it follows that

/ (|Du\p+V|Duyp)dx+/ |Du]p_2|D2u\2d:v§c/ (| A%uf? + [uf?) dz
RN RN RN

with ¢ independent of €. Since ||A®u — Aul[, — 0 as € goes to 0, we get the thesis. O
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5. PROOF OoF THEOREM 2.1

In this section we prove Theorem 2.1, which states that the operator (A, Ds) (see (2.3)) generates
a Co-semigroup in L*(RY), which turns out to be a contractive one if ¢z = 0.
The proof goes as follows. As a by-product of Lemma 4.1 we deduce that the a priori estimates
proved in Section 4, with p = 2 extend to Ds. More precisely, it follows from Lemma 4.1, Remark
4.3, Lemmas 4.5 and 4.6 that if u € Dy and (H1), (H2), (H3), (H4), (2.5) and (2.6) hold, then

(5.1) / (|Dul? + [Vul? + | D*u?) de < c/ (| Aul? + [uf?) dz
RN RN
for some ¢ depending only on N, v, «, 3,7, M, || Dg;j|lo. By difference, since Au is in L?(RY), then

(5.2) / <F,Du>2dw§c/ (JAuf? + [uf?) dz |
RN RN

with a possibly different c.

Moreover, (A, Ds) is closed and densely defined in L?(RY). If cg = 0, then (A, D) is also dissipative.
In order to apply the Hille-Yosida Theorem, it remains to prove that A — A : Dy — L2(RY) is
bijective for sufficiently large A and that the corresponding estimate for the resolvent is satisfied.
This is proved through a standard procedure, namely by approximating the solution of the elliptic
equation A\u— Au = f, f € L?>(R"), with a sequence of solutions of the same equation in balls with
increasing radii and satisfying Dirichlet boundary conditions.

Lemma 5.1. Suppose that (H1), (H2), (H3), (H4), (2.5) and (2.6) hold. Then (A, Ds) is closed
in L*(RN). Moreover, (A — %2, D,) is dissipative.

Proof. If w € Dy, then |lu|la < ci|lullp,, || - ||4 being the graph norm of A, for some positive ¢y
depending on ||¢ij]|cc and || Dg;j||cc. Moreover, from (5.1) and (5.2) there exists ¢ > 0 such that
|lullp, < callul|a. This proves that || - ||p, is equivalent to || - ||.4; since D is obviously complete

with respect to the former, it turns out that Ds is also complete with respect to the latter, which

just means that (A4, Dy) is closed.

Finally, taking into account Remark 4.4 and Lemma 4.1, we conclude that (A— %’, D) is dissipative.
O

In the proposition below we study the surjectivity of the operator A — A, for positive A. We
remark that the injectivity for A > %‘3 follows from the dissipativity stated in Lemma 5.1.

Proposition 5.2. Suppose that (H1), (H2), (H3), (H4), (2.5) and (2.6) hold. Then for every
f € LA RYN) and for every A > cg/2, there exists a solution u € Dy of

(5.3) M — Au=f, inRY.
Moreover,

cg -1
(5.4) lull2 < (A=) 15l

Proof. We deal with the case cg = 0 only, since the remaining case cg # 0 is analogous.
For each p > 0 consider the Dirichlet problem

{ M —Au=f, in B,

u =0, on 0B, ,

(5.5)
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with A > 0 and f € L2(RY). According to [8, Theorem 9.15] there exists a unique solution u, of
(5.5) in W2%(B,) N W01’2(Bp). Let us prove that the dissipativity estimate
Mupllzs,) < 12 @y
holds. Multiplying
(5.6) A, — Au, = f

by u, and integrating by parts with similar estimates as in the proof of Lemma 4.2, taking into
account that u, = 0 on 0B, we get

1
)\/ u2dac+l// Du 2dac—f/ divFqux—i—/ Vquac</ U, dx
By P Bp‘ P‘ 2 By P By P B Bpf g

and by (H2) it follows

5 1/2 1/2
)\/ u%dac—i—u/ |Du,|? dz + (1—)/ Vu%dacg (/ uﬁdw) (/ fzda:> .
B, B, 2) JB, B, B,

Then we have
(5.7) lupllr2(s,) < >\_1||f||L2(RN) o [ Duplle(,) < V_1/2)\_1/2||f”L2(RN) .

Multiplying (5.6) by Vu,, with analogous estimates as in the proof of Lemma 4.5 we get the
inequality

(5.8) IVupllzzs,) < cllfll2@ny

with ¢ independent of p.
Let p1 < p2 < p. By [8, Theorem 9.11] and (5.7) we obtain

lpllwaaz,y < e (1728, + lupllzas,y)) < callf iz,

with ¢; and ¢y independent of p. Thus, {u,} is bounded in VVif(RN ), hence there is a sequence
{up, }, pn < pny1, weakly convergent to u in VVE)CQ(RN ) and strongly in L2 (RY). Actually, {u,, }
strongly converges to u in W120’C2(RN ). In fact, fixed s and ¢, 0 < s < t, for every n,m such that

Pns Pm > t, by [8, Theorem 9.11] again,
Hupn - uﬁmHW2’2(BS) S C(S7t)Hupn - upmHL2(Bt) )

since both u,, and u,,, satisfy A\u — Au = f in B;. The convergence of {u,,} to u in L?(B;) proves
that {u,, } is a Cauchy sequence in W?%2(By) and so the assertion follows. As a consequence, u is
a solution of (5.3) for a.e. x € RV,

In order to conclude, it remains to prove that u € Dy. First, we prove that v € WH2(RV) and
Vu € L?(RY), then that (F, Du) € L?*(RY). Finally, by difference from (5.3) and using classical
L%-regularity, it follows that u € W22(RY).

By (5.7) and (5.8) we get that, fixed R < pp,

/ uin dr < / uin dr < )\*2/ f2 dx,
Br By, RN
/ |Du,, |* dv < / |Du,, |* dx < 1/_1>\_1/ fdx
Br B RN
/ (Vup,)?dz < / (Vup, ) dr < c fdzx.
Br By, RN

Pn
and
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Since ¢ does not depend on p,, and R, letting first n — +oo and then R — 400, we get (5.4) and
/ (1Dul? + |Vul?) de < c/ f2de.
RN RN

In particular, u € WH2(RY) and Vu € L2(RV).
Now, let n € C°(RY) such that 0 <7 < 1,7 =1 in By, sptn C By and |Dn|?> + |D?n| < L. Set
Mn(x) = n(z/n). We have

N
(5.9) A(npu) = muAu =Y qzDjuDin, + Di(qijuDjn,) — (F, Dngy)u.
ij=1

Observe that A(n,u) — 9,Au — 0 as n — +oo in the L?-norm. In fact, Zgjzl(qiijqun +
D;(gijuDjny)) goes to 0 in the L?-norm, since u € WH3(RY) and, arguing as in (4.1), we obtain
the convergence to 0 for the last term in (5.9), too. Since 1, Au — Au in L2, then A(n,u) — Au,
too. Being n,u € Ds, by the equivalence of the two norms || - ||p, and || - ||4 proved in Lemma 5.1
we get

I(F, Duytall 2z < e (AWl p2gen) + mmull g2 ) + 1CF, Doyl o y-

Letting n — 400, one then establishes
I(F, Du| 2y < e ([[Aull oy + llull o)) -

By difference, Z%‘:l D;(gijDju) belongs to L2(RY). Thus, by (2.1) and L? elliptic regularity the
second order derivatives of u are in L?, which implies that « € W22(RY) and u € D. O

The proof that the operator (A, Dy) generates a strongly continuous semigroup in L%(RY) is now
a straightforward consequence of the above results.

Proof of Theorem 2.1. It is easily seen that (A, Ds) is densely defined, then the assertion follows
from the Hille-Yosida Theorem (see [7, Theorem I1.3.5]). If ¢z = 0 then (A, D) is dissipative and
therefore the generated semigroup is contractive. U

6. PROOF OF THEOREM 2.2

In this section, we prove the generation result Theorem 2.2, which holds for any p > 1. The
proof is more involved than that of Theorem 2.1 given in the previous section, since the variational
method fails to estimate the LP-norm of the second order derivatives of a solution v € D, of
Au=f, feL? (RN ). Thus, we employ a different technique, which works under more restrictive
assumptions on the coefficients of A, precisely we replace assumptions (H1) and (H4) with (H1’)
and (H4’), respectively. As noticed in Section 2, these two assumptions imply (2.8). Moreover,
(H5) is assumed.

The estimate of the second order derivatives is proved in Proposition 6.5. The idea is to define,
via a change of variables and a localization argument, a family of operators, say {Az,}, ey, With
a globally Lipschitz drift coefficient and a bounded potential term. Then we apply Theorem 3.1 to
each A, to obtain local estimates of the LP-norm of the second order derivatives of u. In order
to get global estimates, we use a covering argument based on Besicovitch’s Covering Theorem
(see Proposition 6.1 below). We just note that the transformed operators {A,,} turn out to be
uniformly elliptic if and only if we require that |F| < 8V'/2, which is the case of [14].

In Proposition 6.7, we deal with the surjectivity of the operator A — A, the main tool being an
approximation procedure.
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Proposition 6.1. Let F = {B(x, p(x))},ecrn be a collection of balls such that
(6.1) p(z) = p(y)| < Llz —yl, x,y € RY,

with L < % Then there exist a countable subcovering {B(xy,p(xy))} and a natural number ¢ =
C((N, L) such that at most ¢ among the doubled balls { B(xn,2p(xy,))} overlap.

The above proposition relies on the following version of the Besicovitch covering theorem, (see
e.g. [1, Theorem 2.18]).

Proposition 6.2. There exists a natural number £(N) satisfying the following property. If Q c RN
is a bounded set and p : Q — (0,400), then there is a set S C €, at most countable, such that
QC U B(z,p(x)) and every point of RN belongs at most to &(N) balls B(x,p(x)) centered at

zeSs
points of S.

We turn now to the proof of Proposition 6.1.

Proof of Proposition 6.1. If L = 0 then the radii are constant and the statement easily follows.
If L > 0, we consider the sets

Q, 1= B(0,2p(0)(1 + L)") \ B(0,2p(0)(1 + L)""1), n>1
Applying Proposition 6.2 we have that for all n € Ny there exists a (at most) countable subset
Sp C Qp, such that Q, C U B(z,p(z)) =: Cp. Since (6.1) implies p(x) < p(0) + L|z|, it is easy

CCESn
to prove that

Co € B(0,p(0)(2(1 + L)™' + 1)) \ B(0,p(0)(2(1 = L)(1 + L)* 1 = 1)), n>1.

Note that 2(1 + L)"1(1 — L) —1 > 0 for all n > 1 because L < 3. Since 1+ L > 1, there exists
k = k(L) € N such that for all n > k

21— L)1+ L)' —1>2(0 + L) * 41,

which implies that C,, N C,,_; = 0. Hence the intersection of at most k among the sets C,, can be
non-empty. Moreover, at most {(/N) among the balls centered at points of S,, overlap. It turns out
that 7' = {B(z,p(z)) : € Sy, n € No} =: {B(x,p;)} is a countable subcovering of R and if
¢ = k&(N) then at most & balls of F' overlap.

To estimate the number of overlapping doubled balls {B(x;,2p;)} we proceed as in [14, Lemma
2.2]. Let B(z;, pi) € F' be fixed and set J(i) = {j € N : B(wz;,2p;) N B(xj,2p;) # 0}. If j € J(3) it
turns out that |p; — p;| < 2L(p; + p;), because |z; — x| < 2(p; + p;), yielding i;gﬁpz <p; <Ly,
Thus, the balls B(zj,p;), j € J(i), are contained in B(z;, ‘;’fgﬁpz) Since at most & of the balls
B(z;, pj) overlap, we obtain

1—2L>N N ) N o (5F2INY
< picard J(i) < Y pi¥ <& < ) Pi s
1+2L &5 1—-2L

N
which implies card J(i) < ¢ (%) , so that the number of overlapping doubled balls is

N
an integer ¢, with ¢ <1+ ¢ (%) _ -

The following simple lemma is a straightforward consequence of assumption (H1’) and it will be
useful to prove Proposition 6.5 below.
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Lemma 6.3. Assume that (H1’) holds. Then there exist ¢ > 0 and two constants a,b > 0,
depending on o, o, ju, such that for all xo € RN

aV(z) < V(xg) <bV(x), for everyxz e B(xg,3er(xo)),

with
(6.2) r(xo) == (1+ |zo|)" 2V (x0).
Proof. We remark that from the choice of the parameters u and o and since V' > 1 then
(6.3) (1+ |22V @) < 1+ [af
for every x € RY. Moreover, (H1’) is equivalent to one of the following inequalities
_ a(l —o)

DV ()] < —————| o<1,

(6.4) (1+ ]a:|2)“/2
o
< - =
|DlogV(x)| < (5 a2’ o=1.

We prove the thesis assuming o < 1, the case ¢ = 1 being analogous.
Fix zg € R and write 7 in place of ().
Suppose first that |xg] < 1. From (6.3) and (6.2) it follows that B(xg,3er) C B(0,2), for every
0 < e <1/6. Moreover, since V' is a continuous function and V' > 1, we have also that there exist
w1, ws > 0, independent of zg, such that
1 . 1 Vi(xo)

wi = inf ——< inf — < < sup V(y) =we, x € B(xg,3er).
' 0eB02) V(y) ~ yeBosen V(y) — V(z) — yEB(ISQ) (y) 2 (w0, 3er)

Let us now deal with the case |zo| > 1. By (6.3) one has r(y) < 1+ |y|, v € R, so that for
every 0 <e <1/6

sup 1+ |y|?
wi>1 1+ (Jyl — 3er)?

Therefore, there exist € < 1/6 and 7 both independent of xg, such that

< +00.

_ 2\p/2
ea(l —o)(1+ |zo|?) cr<l,
(1 + (|wo| — 3er)2)n/2

where a and o are as in (H1’). Thus, by the mean value theorem and (6.4) it follows that for every
x € B(xg, 3er)

VoY zo) (1 —7) < VI () < VI (20)(1 4+ 7)
and, multiplying by V17 (2)V1=9(z0),
(6.5) Vo (z) (1 —7) S VI (x) < VI (2)(1 + 7).
Therefore the statement is proved with a = inf{wy, (1 — T)ﬁ} and b = sup{ws, (1 + T)ﬁ} O
The following algebraic lemma is useful to prove Proposition 6.5.

Lemma 6.4. If (H1’) holds, with (o, 1) # (3.,0), then for every § > 0 there exists cs > 0 such that

(6.6) IDV| < 8V3/2 4 ¢5.
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Proof. 1If % < o <1, then (6.6) trivially follows by Young’s inequality, with ¢5 depending only on
o, o and ¢,. If instead o = %, then by assumption g > 0. For all 6 > 0 choose Rs > 0 such that
(14 |z|?)*/? > a/§ for every x € RN \ Bg,. Hence

3/2

<oV 4o sup V32(x).

DVi<a———+—+
VIS o opyere = S

g

In the following proposition we extend to the case p # 2 the estimate of the second order
derivatives stated in (5.1) in the case p = 2.

Proposition 6.5. Assume (H1’), (H2’), (H4’), (H5) with constants satisfying (2.7). If u € D,
then

(67) L vl + (D) + |D*u)do < c [ ([Aa + ful?) da.
R R

with ¢ depending only on N, p, v, M, ||qij|loc, [[Dgijllec and the constants in (H1’), (H2’), (H4’)
and (H5).

Proof. By Lemma 4.1 we may reduce to consider u € C°(RYV). Moreover, for the sake of simplicity
and without loss of generality, we can prove the statement assuming cg = 0.

Set f = Au. We claim that the assumptions of Lemma 4.5 hold. Since div F < v/N|DF| then
(H2’) implies

(6.8) divF < gV

with 5 < p because of (2.7).
Moreover, (H1’) and (H4’) imply (2.8), that is

(F,DV)| < afV?2.
If (o, ) = (3,0), then (H1) trivially follows from (H1’) and (2.8) implies (4.9). If instead o > 1
or p > 0, then by Lemma 6.4 (H1) holds, with « and ¢, replaced by ¢ and cs, respectively, with ¢

arbitrarily small. Choose ¢, depending only on N, p, M and on the constants in (H1"), (H2’), (H4’)
and (H5), such that

M I5} p—1
6.9 —(p—-1)+=+ad—— < 1.
(6.9 o= 07+ 2t
Thus, (4.9) holds and Lemma 4.5 implies
(6.10) / VulP de < c/ (IF1P + [ul?) da: .
RN RN

It remains to estimate the LP-norms of |D?u| and (F, Du). We begin by considering the second
order derivatives of u. Then, by difference, we obtain the estimate of (F, Du).
For every zop € RV, let € and r = r(xo) be as in Lemma 6.3. We point out that ¢ is independent of
xIQ.
Define y equal to Azg, with A := V1/2(z). We consider two cut-off functions 1 and ¢ in C°(RV),
0 <n,¢ <1, satisfying the following conditions

n = 1lin B(yo,eAr), sptn C B(yo,2eAr),
¢ = 1lin B(yo,2eAr), spto C B(yo,3eAr),

L
(6.11) [Dnf* + 1D%n| + Do + |D*¢] < 1575,
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for some L > 0, depending on €, but neither on x¢ nor on yo. For every z € RY, define y = Az and
consider v(y) = u (¥). Then v Satlsﬁes the equation

N
S Dy 5Dy, 0) ) — 5 (F(0), Do) — 35V @)ely) = 53 Fw), y e B
Q=1
with @;(4) = a5 (§), Fw) = F (§), V(y) = V (§) and f(g) = £(3)
Setting w(y) = n(y)v(y) we deduce that
N
(612 3" Dy (i) Dy i) — 5 (F(y), Dywly)) — 55V w)w(y) = o(v)

i,j=1
with ¢ defined as follows
(6.13)

g(y) = %n(y)f(y) +2(a(y) Dn(y), Dv(y)) + div(@Dm)(y)o(y) — 1 (F (), Dn(y))o(y), y € RY.

Since spt w C B(yo, 2eAr), equation (6.12) is equivalent to

N
Y Dyi(G@i5(y) Dy;w(y ))——¢( )(F(y), Dyw(y)) — %qﬁ(y)f/(y)w(y) =g(y), yeR.
i,j=1
Now, let us define the operator
~ N 3 1 . 1 -
(6.14) A= 3" Dy(@;Dy,) - 1O (F.Dy) = 50V

ij=1
Claim 1. %gb V and ’(%qﬂ:ﬂ, Dq}-j}’ are bounded in RY and %QSF is globally Lipschitz in RY with
307

Proof of claim 1. The main tool is Lemma 6.3. Recalling the definition of A, V and the
relationship between y and z, from Lemma 6.3 it follows that

1 ~ V(z) 1
sup 5 o(y)V(y) < sup <-
yERN A2 ( ) ( ) z€B(z0,3¢er) V(l‘o) a

<%¢F, D{]’g)H and the Lipschitz constant of %gf)]} independent of zg.
o0

I

Taking into account assumptions (H2’), (H4’) and (6.11), we have that

1 -
sup |—Dy(o(y) F(y = sup DF<>¢) +F(> 10) ‘
swp S0 Fw)| = s |5 0.8) (§) o)+ 5 o)
BV (z) |F ()]
< sup + L sup
z€B(z0,3er) V(mo) z€B(z0,3¢eT) TV(I‘())
ﬁ
c s e VE L, 1+ o) V7o)
2€B(z0,3er) V (20) weB(z0,3er) (1 + |20]2) 2V (20)

Using Lemma 6.3 and equation (6.3) we infer that

13
2

B [1+(!x0\+35r 2]
@ a” (14 [ze2)%
B
a

sup §Dy<¢<y>ﬁ<y>) <
yERN

2

IN

aO’
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which implies that %qﬁ F is globally Lipschitz in RV, uniformly with respect to z.
Finally, assumption (H5) yields

1 - - 1~ -
sup | (3 O()F'(Y), Dydis(y))| < sup (S F(y), Dydi;(y))
yEeRN yEB(yo,3eAr)
1
< SUp 75 [(F(z), Dgij(2))|
z€B(x0,3¢er)
< K sup Viz) +c sup 1 < E +c
N z€B(z0,3¢er) V(xo) KCEGB(IQ,&ET) V(CCQ) a "

because of Lemma 6.3 and V' > 1.

Claim 2. The function g in (6.13) satisfies the estimate

©615) [ ol dy< gy [ (W@P + @ + V@@l + V) D)) dr.

for some C' depending on €, but not on zg.

Proof of claim 2. We separately consider each term of g. The constants occurring in the estimates
may depend on €.
The first term in (6.13) is the easiest to estimate, in fact

p 1

1 y\ P 1 Yy
6.16 / — () dy < —/ () dy = 7/ )P dx .
( ) RN /\277(y)f A Y AP B(yo,2eAr) f A Y AN J B(wo,2er) 7@

Using (6.11) we can estimate the LP-norm of the next two terms as follows

)
Du ()\>
Ch

o)) yp(l—o) (o)
= —= DU.%'pdl': / —Dumpdx
A2p=Nyp /3(1307267‘)’ @) AN J B(wo,2er) (1+\fco|2)p“/2‘ @)l

p
dy

- 1
Pdy < ———
Jow WD), DI dy < sy [

and

. &
div(gD Py < 1t | Pd
L @@ dy < s [ )P dy

Cs Cs V2P(1=0) ()
— v [ W@Pde= 2y [
r B(z0,2er) B(zo,2er) ( + |.CL‘(]| )

with C7 and C5 independent of zg.
Recalling that V > 1, 0 > %, @ > 0 and using Lemma 6.3, we obtain

p(l1—0)
/ V—W‘Du(x)‘p dx
B(zo,2er) (14 |2o|?)Pr/2

|u(z)[” dx

IN

/ ]Vl/Q(xo)Du(a;ﬂp dx
B(xzo,2er)

w2 /B o VY2(2) Du() P dz
Zxo, T

IN

and

/ M\U(x)\p dx </ [V (zo)u(x)|P do < bp/ |V (@)u(2)| dz
B(wo,2¢7) (1+ |x0‘2)pu ~ JB(x0,2e7) 0 - B(xo,2er) .
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Hence, there exists C3 independent of xg such that the following inequality holds

(6.17) /RN (12(a(y) Dyn(y), Dyv(y)) P + |div(gDn)(y)v(y) ) dy <

Cs 1/2
ST o (V@@ + VY2 D)) do

Concerning the last term in (6.13), we use again assumption (H4’) and we get

g e P ()P lu(a)l”
1 ~(F(y),D < —= —_—
(618) L |5 Ew. Do) dy < e [ S e
coP /
A2p—N B(z0,2¢r)

A
(1+ |22V (z)
Cy

1+ o)V z0)
p
< S Lo, V@

where Cj is not depending on xy. Thus, the claim is proved since collecting (6.16)—(6.18), inequality
(6.15) follows.

Let us now prove (6.7). Applying Theorem 3.1 with B replaced by fl, we have

[ PPerdy <K [ ()P + ol dy,
R R

with K independent of zy. By the definition of w it follows that

[ ptmray <k [ (o)l + gl dy
B(yo,eAr) B(yo,2e\r)

and consequently, since y = Az,

|V (z)u(2)|P dx

1
—_ D*ulP dx <
AZp—N /B(xo,ar)‘ ’ -
1
<K )\N/ uwlPde + K 7/ ulP + [FIP + |[VulP + [VY2Dul?) dz.
sEY [ LS gy aeyy (7 U+ Vil [VH2Duf?)

Multiplying both sides of the previous inequality by A2~V and recalling that A\ = V1/ 2(zg) we
obtain
/ |D?ulP dx <
B(zo,er)

<k [ V@l de Ky [ (P S+ Val V2Dl da,
B(xzg,2er)

Tg,2eT

which implies
(6.19) / |D?uP dz < Kg/ (|u|7’ +fP+ |[VulP + |V1/2Du|p) dz,
B(xo,er) B(xzo,2er)

because of Lemma 6.3. Now, in order to apply Proposition 6.1 we need to verify the Lipschitz
continuity of the radius e r with respect to zy. To this aim, we remark that from assumption (H1’)
it follows that

Der)@)| = & |u(t+ 252V @) + (0 = (A + |22 EVI(2) DV ()
1

) { 1+ [2) T Vico(a)
< e{l+(1-0)a}

<

+(1—o)(1+ |$|2)5V"_2(m)IDV($)I}
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which is less than 1/2, choosing a smaller ¢ if necessary. Let {B(x;,er;)} be the covering of RY
yielded by Proposition 6.1. Applying (6.19) to each z; and summing over j, it follows that

/ |D2ulP dx < Z/ | D?ulP da

jEN (x5,erj)

< Ky Z/ (juf? + £ + [Vul? + [V2Duf?) da

jEN .Z‘J ETJ
=K [ (@P + 1S @F +V@u(@)P + V@) Du(@) ") 3 Xo(e, 2o, (2) do
JjeN
<CK [ (lul+ 117+ [Vl + V2 Dul?) da
RN

where ( is given by Proposition 6.1. Thus, using the interpolatory estimate [14, Proposition 2.3]
and taking into account (6.10) it turns out that

/ |D2u\pdw < c/ (IfIP + |ulP) dx
RN RN

for some ¢ > 0 depending on the stated quantities.
Once that the estimate of the second order derivatives is available, by difference we get the estimate
for (F, Du), that is

L EDards<c [ (7 + jul)da
RN RN
Il

As in Lemma 5.1 we can prove that || - |p, and || - || 4 are equivalent norms. This easily implies
the closedness of (A,D,).

Lemma 6.6. Suppose that (H1’), (H2’), (H4}’) and (H5) hold, with constants satisfying (2.7).
Then (A, Dp) is closed in LP(RY). Moreover, (A — c?H,Dp) is dissipative.

The following result deals with the bijectivity of the operator A— A. It is analogous to Proposition
5.2, but the proof is different. Here we clarify the reason why we require assumption (2.7), which
is stronger than the corresponding one for p = 2. In fact, also the operators A, defined below must
satisfy our hypotheses.

Proposition 6.7. Suppose that (H1’), (H2’), (H4’) and (H5) hold, with constants satisfying (2.7).
Then for every f € LP(RYN) and for every A > %ﬁ a unique solution u € D, of
Au—Au=f, inRY

exists. Moreover,

1
(6:20 Jully < (A=) £l

Proof. Uniqueness and estimate (6.20) immediately follow from (4.7). As far as the existence is
concerned, for fixed € > 0, let us define F. : RY — RN and V. : RV — R as

F V.o V
1+eV’ S l+evs
It is easy to prove that (H1’), (H2’), (H4’) and (H5) imply

(Hel) [DVz()] < OZWQ()IH)/m

8::
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g 2
(He2) |DFL| < \/i(ﬁ“‘ae)va‘i‘ N B>

(Hed) [Fe(a)] < 0(1 + |2)*/2V7 (),
(Hed) |[(Fe(2), Dgij(x))| < & Ve(x) + cx,

respectively.

Assumptions (Hc1), (H:2) and (H.4) yield

(6.21) divF. < V2(8+VNab)V. +V2¢5,  |(F., DVL)| < afV?
and

N
S DR @G > VB (L b a8 VIl — |2 ale?, €r RS

ij=1
Notice that V. is bounded and Fy is globally Lipschitz in RY. Precisely,

1 - 1/ 0 cs ..
Villoo < =, and [|DiF?||e < - (= taf)+ L, 1<ij<N.
Villo < 2. and ([Pl < = (L 0] + i

Moreover, if (o, u) # (%, 0) arguing as in the proof of Lemma 6.4 and observing that V. <V, we
have that for every § > 0 there exists ¢s > 0 such that

(6.22) |DV.| < V32 4 ¢5, for every e > 0.
Therefore, the above inequality and (2.7) imply that there exists § > 0 independent of & such that
M Nab -1
(6.23) 4(p—1)52+f25+f0‘ +atl—= <1,
p p

Let us consider the operator
Ac = Ag — <F£7D> - Ve
where, as previously defined, Ay stands for Zgjzl D;(qi; D;).

Define D, and its norms | - [|p,. and [ - |4, analogously to D, || - [|p, and || - ||.4, respectively,
that is
Dpe = {ucW*P(RY): (F.,Du) € LP(RY)}
[ullp,. == llullzp + [IVeully + [|(Fe, Dulp
lulla. == [[Acully + [lullp -

Since the constants involved in (H.1), (H:2), (H.4), (H.5) and (6.23) are independent of ¢, from
Lemma 6.6 we get that there exist k1 and ko, independent of e, such that

(6.24) killulla. < llullp, . < kallulla. -

Since the operator A, satisfies the assumptions of Proposition 3.2, for every A > ﬁ%ﬁ one has
A€ p(Ag) and ||R(\, Ag)|| < ()\ - \/ﬁ%ﬁ)_l. In fact, using the inequality V. > (1 +¢)~!, the first
estimate in (6.21) and noting that (2.7) implies \/EMT\{W <1, we get

sup { L divEL(z) - VE(:L“)} <1 (ﬂﬂJr \;ﬁoﬁ - 1) + \/i%j < \/5%5.

$€RN{p T 1+4¢

Therefore, if A > /2 %ﬁ then for every f € LP(RY) and for all € > 0, there exists a unique u. € D .
such that

(6.25) M — Acue = f,  in RV
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and
-1
(0:20 fuclly < (A= VL) 151

Using (6.24), (6.25) and (6.26) we obtain

A+1
(6.27) [uellD,,. < ko ([ Actellp + [luellp) < k2 (1 + w) [1£llp -
In particular, we have that {u.} is bounded in W?2P(R¥), thus there exist u € W2P(RY) and a
sequence {ue, } converging to u weakly in W2P(RY) and strongly in Wé’f(RN ). Therefore, up to
a subsequence, u., — u and Du., — Du a.e. in RY. From (6.27) we obtain in particular that
Ve, te, llp + |(Fz.., Due, ) |p < ¢|| fllp, which implies, using Fatou’s Lemma, that

Vullp + I[(F, Dupllp < el flp-

Thus, u € D).
It remains to prove that u solves Au — Au = f a.e. in RV, From (6.25) and the definition of A.,
we infer that

)\Usn - AOUsn = fz—:na

where f., = f — (F.,, Duc,) — Ve, u., € LP(RY). Applying the classical local LP-estimates (see [8,
Theorem 9.11]) it follows that for every 0 < p; < po

(6.28) [ue, lw2rs,,) < CllfenllLr(s,,) + luellLe(s,,));

with C' depending on p1, p2 but independent of n. Since u., and f., converge to v and f—(F, Du)—
Vu, respectively, in LI (RY) as n — oo, by applying (6.28) to the difference u., —u.,, we get that

loc

{uc,} is a Cauchy sequence in W?P(B,,). This implies that u., converges to u in T/Vli’f(RN ) and

then, letting n — oo in the equation solved by wu,,, it follows that u satisfies A\u — Au = f a.e. in
RN,

To conclude the proof it remains to show that A — A is surjective also when A\ > %ﬁ. This follows
from the dissipativity of the operator A — %’, stated in Lemma 6.6, and the fact that A — (A — %’)
is surjective for A > (v/2—1)eg/p. Thus A — (A — %ﬁ) is also surjective for A > 0, which means that
A — A is surjective for A > %’5, as claimed. O

We are ready to prove Theorem 2.2.

Proof of Theorem 2.2. Since C>(RN) c D, C LP(RY), it follows that D, is a dense subset in
LP(RY). Moreover, (A,D,) is closed, by Lemma 6.6. By Proposition 6.7 and (6.20), for every
A > %ﬁ, A — A :D, — LP(RY) is bijective and

_ 4y _e\
1= 7l < (A= 2) 171

The thesis follows from the Hille-Yosida Theorem. O
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7. COMMENTS AND CONSEQUENCES

In this final section we establish some further properties of the semigroup 7,(-) generated by
(A,Dp) on LP(RY). We note that since all the assumptions of Theorem 2.2 for p = 2 imply those
of Theorem 2.1, the semigroup 75(+) is uniquely determined.

We point out that the semigroups given by Theorem 2.2 are not analytic, in general. An example
is the Ornstein-Uhlenbeck semigroup (see e.g. [11, Example 4.4]).
In the following proposition we prove the consistency of T),(-).

Proposition 7.1. Assume that the assumptions of Theorem 2.2 hold for some p and q, with
1 <p,q<+oo. If f € LP(RN) N LYRY) then T,(t)f = Ty(t)f, for all t > 0.

Proof. By [7, Corollary IIL.5.5] we have only to prove that the resolvent operators of (A, D)),
(A,D,) are consistent, for A large, i.e. that for every f € LP(RY) N LI(RY) there exists u €
W2P(RN) N W?24(RY) such that A\u— Au = f. This follows from the proofs of Proposition 6.7 and
[13, Theorem 2.2] since the same property holds for uniformly elliptic operators. O

Now we prove the positivity of 7T),.
Proposition 7.2. T,(-) is positive, i.e. if f € LP(RY), f >0, then Tp(t)f >0, for all t > 0.

Proof. The positivity of the semigroup T}, is equivalent to the positivity of the resolvent (A — A)~1
for all X sufficiently large. By the proof of Proposition 6.7 this last property turns out to be true
once that each A, is shown to have a positive resolvent. From [13, Theorem 2.2] this holds because
the operators A can be approximated by uniformly elliptic operators. O

In the following proposition we show the compactness of the resolvent of (A, D)) assuming that
the potential V' tends to infinity as |x| — +o00. This result is similar to [14, Proposition 6.4] and
we give the proof for the sake of completeness.

Proposition 7.3. If lim|, 4o V(x) = +oo then the resolvent of (A, Dp) is compact.

Proof. Let us prove that D, is compactly embedded into LP(RY). Let F be a bounded subset of
D,. Then, by the assumption, given € > 0 there exists R > 0 such that

(7.1) /M f (@) do < <

for every f € F. Since the embedding of W?P?(Bg) into LP(Bpg) is compact, the set F' = {fipp | f €
F}, which is bounded in W%P(Bg), is totally bounded in LP(Bg). Therefore there exist r € N and
g1,.--, gr € LP(BR) such that

(7.2) F' < ULy € LP(Br) I1lg = gill Lo(Bg) < €}-
=1

Set
. _ [ g in Br
99710 inRN\ Bg.

Then §; € LP(RY) and from (7.1) and (7.2) it follows that
F S Ulge P®Y) [ Nlg - gillp < 2¢}-
i=1

This implies that F is relatively compact in LP(R™) and the proof is complete. O
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Finally, as a corollary of the estimates proved in the previous sections we prove an interpolatory

estimate for the functions in D,,.

Corollary 7.4. For every u € D), the following estimate

ho

IDull, < eflully?(|Nu — Aul);
lds for every A\ sufficiently large.

Proof. By density it is sufficient to consider u € C°(R™). The thesis easily follows from (6.7),

(6.

il
2
3

4

[10
[11

[12

[13
[14

15

20) and the inequality
1Dully < ellully*|[D%ull,/*.
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