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Abstract. A negative answer to the Bernstein problem for entire $\mathbb{H}$-perimeter minimizing intrinsic graphs is given in the setting of the first Heisenberg group $\mathbb{H}^{1}$ endowed with its Carnot-Carathéodory metric structure. Moreover, in all Heisenberg groups $\mathbb{H}^{n}$ an area formula for intrinsic graphs with Sobolev regularity is provided, together with the associated first and second variation formulae.

## 1. Introduction

The subgraph of a function $\phi: \omega \rightarrow \mathbb{R}$ defined in an open set $\omega \subset \mathbb{R}^{n-1}$ is the set

$$
\begin{equation*}
E=\left\{\left(x^{\prime}, x_{n}\right)=\left(x_{1}, \ldots, x_{n-1}, x_{n}\right) \in \omega \times \mathbb{R}: x_{n}<\phi\left(x^{\prime}\right)\right\} \tag{1.1}
\end{equation*}
$$

If $\phi$ is of class $\mathbf{C}^{1}$, the perimeter of $E$ in $\Omega=\omega \times \mathbb{R}$, i.e. the area of the graph of $\phi$, is given by

$$
\begin{equation*}
\|\partial E\|(\Omega)=\int_{\omega} \sqrt{1+|\nabla \phi|^{2}} d \mathcal{L}^{n-1} \tag{1.2}
\end{equation*}
$$

If $E$ locally minimizes perimeter in $\omega \times \mathbb{R}$ (i.e. $E$ minimizes perimeter under compact perturbations) and $\phi \in \mathbf{C}^{2}(\omega)$, then $\phi$ satisfies the classical minimal surface equation

$$
\begin{equation*}
\operatorname{div}\left(\frac{\nabla \phi}{\sqrt{1+\left|\nabla \phi^{2}\right|}}\right)=0 \quad \text { in } \quad \omega . \tag{1.3}
\end{equation*}
$$

G. Stampacchia and E. De Giorgi studied in [18] the problem of removable singularities: they proved that any classical analytic solution $\phi$ of (1.3) in a set $\omega=\mathcal{A} \backslash K$ with $\mathcal{A} \subset \mathbb{R}^{n-1}$ open and $K \subset \mathcal{A}$ compact set such that $\mathcal{H}^{n-2}(K)=0$, can be extended to an analytic solution in $\mathcal{A}$. This result was improved in [32] assuming $K$ to be a closed subset of $\mathcal{A}$ with $\mathcal{H}^{n-2}(K)=0$.

The classical Bernstein problem asks to find functions $\phi \in \mathbf{C}^{2}\left(\mathbb{R}^{n-1}\right)$ solving (1.3) which are not affine functions. The same question can be asked assuming that the subgraph $E$ locally minimizes perimeter in $\mathbb{R}^{n}$. Both problems were completely solved thanks to many contributions (see [26], chapter 17, for an interesting account on this problem). In particular, S. Bernstein solved the problem for entire minimal graphs in $\mathbb{R}^{n}$ with $n=3$.
Theorem 1.1. (i) If $n \leqslant 8$ every $\mathbf{C}^{2}$ solution $\phi$ of (1.3) in $\omega=\mathbb{R}^{n-1}$ is an affine function. If $n \geqslant 9$ there are analytic functions $\phi: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ solving (1.3) which are not affine.

[^0](ii) Suppose the set $E$ in (1.1) with $\omega=\mathbb{R}^{n-1}$ locally minimizes perimeter in $\mathbb{R}^{n}$. Then either $n \geq 9$ or $\partial E$ is a hyperplane.

In this paper we study the Bernstein problem in the Heisenberg group $\mathbb{H}^{n}$. We investigate whether a local minimizer in $\mathbb{H}^{n}$ of the Heisenberg perimeter whose boundary is an entire "graph" is necessarily a "half-space". In particular, we give a negative answer to the Bernstein problem for entire intrinsic minimal graphs in $\mathbb{H}^{1}$. The notions of graph and half-space are defined in a suitable way by means of the algebraic structure of $\mathbb{H}^{n}$. They have been introduced in [21] and [23] in the setting of Carnot groups and studied in [2] in the case of hypersurfaces.

The Bernstein problem in $\mathbb{H}^{1}$ was attacked in [25], [9], [16], [43], [3] and [17]. In $[39],[25]$ and $[9]$ the problem was studied for $\mathbf{C}^{2}$ regular sets which are $t$-subgraphs, i.e. sets of the form

$$
\begin{equation*}
E_{u}^{t}=\left\{(x, y, t) \in \mathbb{R}^{3}: t<u(x, y)\right\} \tag{1.4}
\end{equation*}
$$

with $u \in \mathbf{C}^{2}\left(\mathbb{R}^{2}\right)$. A suitable minimal surface equation for $u$ has been obtained and its solutions have been called H-minimal. In particular, it turned out that there exist $H$-minimal functions $u: \mathbb{R}^{2} \rightarrow \mathbb{R}$ whose $t$-graph is not an affine plane. On the other hand, $\mathbf{C}^{2}$ regular entire H-minimal solutions $u$ for which $E_{u}^{t}$ is a minimizer have been characterized in [43]. In [40], [10] and [42], $t$-subgraphs of functions which are less than $\mathbf{C}^{2}$ regular have been considered, too. For instance, in [10] and [42] there are interesting examples of minimizers $E_{u}^{t}$ with $u \in \operatorname{Lip}\left(\mathbb{R}^{2}\right)$ (see also Remark 2.2). Very recently J.H. Cheng, M. Ritoré and P. Yang informed us about the possibility to construct minimizers with less than Lipschitz regularity.

The Bernstein problem has been recently studied also in higher dimensional Heisenberg groups $\mathbb{H}^{n}$ under suitable assumptions (see [3], [17]).

Many other classical problems of Geometric Measure Theory have been considered in Heisenberg groups and in related Carnot-Carathédory structures (see, for instance, [6], [20], [24], [21], [1], [22] and [31] where an interesting survey on this argument can be found). In particular, isoperimetric type inequalities have been studied in [36], [19], [6], [20], [24], [14], [13], [30], [43], [34], [41] and [35], and regularity properties of minimal surfaces in $\mathbb{H}^{n}$ have been investigated in [39], [9], [8], [40], [11], [4] and [5]. Finally, a counterpart of De Giorgi's result on the structure of finite perimeter sets has been obtained in [22] in the setting of step two Carnot groups (see also [1], [38], [31]).

In this paper, we consider the Bernstein problem for intrinsic graphs in $\mathbb{H}^{n}$. Before stating the problem, we need to recall some preliminary facts (see [7] for a more complete introduction to the Heisenberg group).

We denote the points of $\mathbb{H}^{n} \equiv \mathbb{C}^{n} \times \mathbb{R} \equiv \mathbb{R}^{2 n+1}$ by

$$
P=[z, t]=[x+i y, t]=(x, y, t), \quad z \in \mathbb{C}^{n}, x, y \in \mathbb{R}^{n}, t \in \mathbb{R}
$$

If $P=[z, t], Q=[\zeta, \tau] \in \mathbb{H}^{n}$ and $r>0$, the group operation reads as

$$
\begin{equation*}
P \cdot Q:=[z+\zeta, t+\tau+2 \Im m(\langle z, \bar{\zeta}\rangle)] . \tag{1.5}
\end{equation*}
$$

The group identity is the origin 0 and one has $[z, t]^{-1}=[-z,-t]$. In $\mathbb{H}^{n}$ there is a natural one parameter group of non isotropic dilations $\delta_{r}(P):=\left[r z, r^{2} t\right], r>0$.

The group $\mathbb{H}^{n}$ can be endowed with the homogeneous norm

$$
\begin{equation*}
\|P\|_{\infty}:=\max \left\{|z|,|t|^{1 / 2}\right\} \tag{1.6}
\end{equation*}
$$

and with the left-invariant and homogeneous distance

$$
\begin{equation*}
d_{\infty}(P, Q):=\left\|P^{-1} \cdot Q\right\|_{\infty} \tag{1.7}
\end{equation*}
$$

The metric $d_{\infty}$ is equivalent to the standard Carnot-Carathéodory distance. It follows that the Hausdorff dimension of $\left(\mathbb{H}^{n}, d_{\infty}\right)$ is $2 n+2$, whereas its topological dimension is $2 n+1$.

The Lie algebra $\mathfrak{h}_{n}$ of left invariant vector fields is (linearly) generated by

$$
\begin{equation*}
X_{j}=\frac{\partial}{\partial x_{j}}+2 y_{j} \frac{\partial}{\partial t}, \quad Y_{j}=\frac{\partial}{\partial y_{j}}-2 x_{j} \frac{\partial}{\partial t}, \quad j=1, \ldots, n, \quad T=\frac{\partial}{\partial t} \tag{1.8}
\end{equation*}
$$

and the only nonvanishing commutators are

$$
\begin{equation*}
\left[X_{j}, Y_{j}\right]=-4 T, \quad j=1, \ldots n \tag{1.9}
\end{equation*}
$$

We also use the notation $X_{j}:=Y_{j-n}$ for $j=n+1, \ldots, 2 n$.
Let $\Omega \subset \mathbb{H}^{n}$ be an open set and $\varphi=\left(\varphi_{1}, \ldots, \varphi_{2 n}\right) \in \mathbf{C}_{c}^{1}\left(\Omega ; \mathbb{R}^{2 n}\right)$. The Heisenberg divergence of $\varphi$ is

$$
\begin{equation*}
\operatorname{div}_{\mathbb{H}} \varphi:=\sum_{j=1}^{m} X_{j} \varphi_{j} . \tag{1.10}
\end{equation*}
$$

Following De Giorgi, the $\mathbb{H}$-perimeter in $\Omega$ of a measurable set $E \subset \mathbb{H}^{n}$ was introduced in [6] as

$$
\begin{equation*}
\|\partial E\|_{\mathbb{H}}(\Omega):=\sup \left\{\int_{E} \operatorname{div}_{\mathbb{H}} \varphi d \mathcal{L}^{2 n+1}: \varphi \in \mathbf{C}_{c}^{1}\left(\Omega, \mathbb{R}^{2 n}\right),|\varphi| \leqslant 1\right\} \tag{1.11}
\end{equation*}
$$

Alternatively, $\|\partial E\|_{\mathbb{H}}(\Omega)$ is the total variation in $\Omega$ of the vector valued measure $X \chi_{E}$.

By the Riesz' representation Theorem, $\|\partial E\|_{H}$ is a Radon measure on $\Omega$ for which there exists a unique $\|\partial E\|_{\mathbb{H}}$-measurable function $\nu_{E}: \Omega \rightarrow \mathbb{R}^{2 n}$ such that

$$
\begin{align*}
& \left|\nu_{E}\right|=1 \quad\|\partial E\|_{\mathbb{H}} \text {-a.e. in } \Omega \\
& \int_{E} \operatorname{div}_{\mathbb{H}} \varphi d \mathcal{L}^{2 n+1}=-\int_{\Omega}\left\langle\varphi, \nu_{E}\right\rangle d\|\partial E\|_{\mathbb{H}} \quad \text { for all } \varphi \in \mathbf{C}_{c}^{1}\left(\Omega, \mathbb{R}^{2 n}\right) . \tag{1.12}
\end{align*}
$$

We call $\nu_{E}$ the horizontal inward normal to $E$ (see [20]).
A real measurable function $f$ defined on an open set $\Omega \subset \mathbb{H}^{n}$ is said to be of class $\mathbf{C}_{\mathbb{H}}^{1}(\Omega)$ if $f \in \mathbf{C}^{0}(\Omega)$ and the distribution

$$
\nabla_{\mathbb{H}} f:=\left(X_{1} f, \ldots, X_{2 n} f\right)
$$

is represented by a continuous function. We say that $S \subset \mathbb{H}^{n}$ is an $\mathbb{H}$-regular surface if for every $P \in S$ there exist a neighbourhood $U$ of $P$ and a function $f \in \mathbf{C}_{\mathbb{H}}^{1}(U)$ such that $\nabla_{\mathbb{H}} f \neq 0$ and $S \cap U=\{Q \in U: f(Q)=0\}$, see [23] and [2]. The horizontal normal to $S$ at $P$ is

$$
\nu_{S}(P):=-\frac{\nabla_{\mathbb{H}} f(P)}{\left|\nabla_{\mathbb{H}} f(P)\right|} .
$$

The importance of $\mathbb{H}$-regular surfaces is clear in the theory of rectifiability in $\mathbb{H}^{n}$ [21]. An $\mathbb{H}$-regular surface can be highly irregular from the Euclidean viewpoint, in fact it can be a fractal set [29]. This not being restrictive, we deal only with surfaces $S$ which are level sets of functions $f \in \mathbf{C}_{\mathbb{H}}^{1}$ with $X_{1} f \neq 0$.

If $n \geqslant 2$, we identify the maximal subgroup $\mathbb{W}=\left\{(x, y, t) \in \mathbb{H}^{n}: x_{1}=0\right\}$ with $\mathbb{R}^{2 n}$ by writing $\left(x_{2}, \ldots, x_{n}, y_{1}, \ldots, y_{n}, t\right)$ instead of $\left(0, x_{2}, \ldots, x_{n}, y_{1}, \ldots, y_{n}, t\right)$; similarly $\mathbb{W} \equiv \mathbb{R}_{y, t}^{2}$ if $n=1$. Moreover, for $s \in \mathbb{R}$ we denote by $s e_{1}$ the point $\exp \left(s X_{1}\right)=(s, 0, \ldots, 0) \in \mathbb{H}^{n}$.

Now we come to the definition of "intrinsic graph". As in [3], a set $S \subset \mathbb{H}^{n}$ is called $X_{1}$-graph of a function $\phi: \omega \subset \mathbb{W} \rightarrow \mathbb{R}$ if

$$
\begin{equation*}
S=\left\{A \cdot \phi(A) e_{1}: A \in \omega\right\} \tag{1.13}
\end{equation*}
$$

The notion of $X_{1}$-graph is not a pointless generalization: for a more complete introduction see [23]. Analogously, a set $E \subset \mathbb{H}^{n}$ is called $X_{1}$-subgraph of $\phi$ if

$$
\begin{equation*}
E=E_{\phi}:=\left\{A \cdot s e_{1}: A \in \omega, s<\phi(A)\right\} \tag{1.14}
\end{equation*}
$$

Given $\phi$, we denote by $\Phi: \omega \rightarrow \mathbb{H}^{n}$ the corresponding parametric map which is defined as

$$
\begin{equation*}
\Phi(A)=A \cdot \phi(A) e_{1}=\exp \left(\phi(A) X_{1}\right)(A), \quad A \in \omega \tag{1.15}
\end{equation*}
$$

Figure 1 shows the construction of $\Phi$ for $n=1$.


Figure 1. Intrinsic graphs.
We are now in a position to state the Implicit Function Theorem (see [21] and [12] for a generalization).

Theorem 1.2 (Implicit Function Theorem). Let $\Omega$ be an open set in $\mathbb{H}^{n}$ with $0 \in \Omega$ and let $f \in \mathbf{C}_{\mathbb{H}}^{1}(\Omega)$ be such that $f(0)=0$ and $X_{1} f(0)>0$. Let

$$
E:=\{P \in \Omega: f(P)<0\} \quad \text { and } \quad S:=\{P \in \Omega: f(P)=0\} .
$$

Then:
A) There exist open sets $I \subset \mathbb{W}$ with $0 \in I$ and $J \subset \mathbb{R}$ with $0 \in J$ such that:
(i) E has finite $\mathbb{H}$-perimeter in $\mathcal{U}:=I \cdot J e_{1}=\left\{A \cdot s e_{1}: A \in I, s \in J\right\}$;
(ii) $\partial E \cap \mathcal{U}=S \cap \mathcal{U}$;
(iii) $\nu_{E}(P)=\nu_{S}(P)$ for all $P \in S \cap \mathcal{U}$. Here, $\nu_{E}$ is the measure theoretic horizontal inward normal to $E$ defined in (1.12).
B) There exists a unique continuous function $\phi: I \rightarrow \mathbb{R}$ such that $S \cap \mathcal{U}=\Phi(I)$. Moreover, $\mathbb{H}$-perimeter has the integral representation

$$
\begin{equation*}
\|\partial E\|_{\mathbb{H}}(\mathcal{U})=\int_{I} \frac{\left|\nabla_{\mathbb{H}} f\right|}{X_{1} f}(\Phi(A)) d \mathcal{L}^{2 n}(A) . \tag{1.16}
\end{equation*}
$$

C) There exists a geometric constant $c(n)>0$ such that $\|\partial E\|_{\mathbb{H}}=c(n) \mathcal{S}_{\infty}^{2 n+1}\llcorner S$, where $\mathcal{S}_{\infty}^{2 n+1}$ is the $2 n+1$ dimensional spherical Hausdorff measure associated with $d_{\infty}$.

A characterization of the functions $\phi$ such that $\Phi(\omega)$ is an $\mathbb{H}$-regular surface is given in [2] (see also [12]). Since $\mathbb{W}=\exp \left(\operatorname{span}\left\{X_{2}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}, T\right\}\right)$ it is possible to define the differential operators given in distributional sense by

$$
\begin{align*}
W^{\phi} \phi & :=Y_{1} \phi-2 T\left(\phi^{2}\right) \\
\nabla^{\phi} \phi & := \begin{cases}\left(X_{2} \phi, \ldots, X_{n} \phi, W^{\phi} \phi, Y_{2} \phi, \ldots, Y_{n} \phi\right) & \text { if } n \geqslant 2 \\
W^{\phi} \phi & \text { if } n=1 .\end{cases} \tag{1.17}
\end{align*}
$$

Theorem 1.3. Let $\omega \subset \mathbb{R}^{2 n}$ be an open set and let $\phi: \omega \rightarrow \mathbb{R}$ be a continuous function. The following conditions are equivalent:
(i) The set $S:=\Phi(\omega)$ is an $\mathbb{H}$-regular surface and $\nu_{S}^{1}(P)<0$ for all $P \in S$, where $\nu_{S}(P)=\left(\nu_{S}^{1}(P), \ldots, \nu_{S}^{2 n}(P)\right)$ is the horizontal normal to $S$ at $P$.
(ii) The distribution $\nabla^{\phi} \phi$ is represented by a continuous function and there exists a family $\left(\phi_{\epsilon}\right)_{\epsilon>0} \subset \mathbf{C}^{1}(\omega)$ such that as $\epsilon \rightarrow 0^{+}$

$$
\begin{equation*}
\phi_{\epsilon} \rightarrow \phi \quad \text { and } \quad \nabla^{\phi_{\epsilon}} \phi_{\epsilon} \rightarrow \nabla^{\phi} \phi \quad \text { in } L_{l o c}^{\infty}(\omega) . \tag{1.18}
\end{equation*}
$$

Moreover, for all $P \in S$ we have

$$
\begin{equation*}
\nu_{S}(P)=\left(-\frac{1}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}}, \frac{\nabla^{\phi} \phi}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}}\right)\left(\Phi^{-1}(P)\right) \tag{1.19}
\end{equation*}
$$

and, with $\Omega=\omega \cdot \mathbb{R} e_{1}$, we have the area formula

$$
\begin{equation*}
\left\|\partial E_{\phi}\right\|_{\mathbb{H}}(\Omega)=c(n) \mathcal{S}_{\infty}^{2 n+1}(S)=\int_{\omega} \sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}} d \mathcal{L}^{2 n} \tag{1.20}
\end{equation*}
$$

where $c(n)$ is as in Theorem 1.2.
The area formula (1.20) for intrinsic graphs is the exact counterpart of (1.2) for Euclidean graphs. In Section 3, we extend this formula from $\mathbb{H}$-regular $X_{1}$-graphs to a class of Sobolev $X_{1}$-graphs that we denote by $W_{\mathbb{W}}^{1,1}(\omega)$ (see Definition 3.1 and Theorem 3.4). Then we prove a first and second variation formula for this functional on a suitable subset of $W_{\mathbb{W}}^{1,1}(\omega)$ (see Theorem 3.5).

The notion of intrinsic plane in $\mathbb{H}^{n}$ arises in a natural way on taking into account Pansu's differentiability theorem in Carnot groups [37]. A function $f: \mathbb{H}^{n} \rightarrow \mathbb{R}$ which is Lipschitz w.r.t. the metric $d_{\infty}$ can be approximated a.e. by an intrinsic differential, i.e. by a homogeneous linear function $L: \mathbb{H}^{n} \rightarrow \mathbb{R}$. This function is of the form

$$
L(x, y, t)=\langle a, x\rangle+\langle b, y\rangle
$$

for some $a, b \in \mathbb{R}^{n}$. It is then natural to define a vertical plane $V$ in $\mathbb{H}^{n}$ as a level set of $L, V=\left\{(x, y, t) \in \mathbb{H}^{n}:\langle a, x\rangle+\langle b, y\rangle=c\right\}$ for some $c \in \mathbb{R}$. It is $V=P_{0} \cdot V_{0}$ for some $P_{0} \in V$, where $V_{0}:=\left\{(x, y, t) \in \mathbb{H}^{n}:\langle a, x\rangle+\langle b, y\rangle=0\right\}$ is a maximal subgroup of $\mathbb{H}^{n}$. In [21] it is proved that $\mathbb{H}$-regular surfaces can be approximated at a given point by vertical planes.

We can now give the intrinsic formulation of the Bernstein problem. In [16] and [3] the problem in $\mathbb{H}^{n}$ has been rephrased replacing the notion of Euclidean $t$-graph with the notion of intrinsic graph, and the notion of plane with the one of vertical plane. If $\phi$ is of class $\mathbf{C}^{2}$, by performing a simple first variation of the functional in (1.20) we can get the following minimal surface equation for $X_{1}$-graphs (see Section 3)

$$
\begin{equation*}
\nabla^{\phi} \cdot\left(\frac{\nabla^{\phi} \phi}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}}\right)=0 \quad \text { in } \omega \tag{1.21}
\end{equation*}
$$

where, consistently with the distributional definition (1.17), $\nabla^{\phi}$ is the family of operators

$$
\nabla^{\phi}=\left(X_{2}, \ldots, X_{n}, Y_{1}-4 \phi T, Y_{2}, \ldots, Y_{n}\right) \text { if } n \geqslant 2, \quad \nabla^{\phi}=Y_{1}-4 \phi T \text { if } n=1
$$

Vertical planes are parameterized by "affine" functions of the form

$$
\begin{equation*}
\phi\left(x_{2}, \ldots, x_{n}, y_{2}, \ldots, y_{n}\right)=c+\left\langle\left(x_{2}, \ldots, x_{n}, y_{2}, \ldots, y_{n}\right), w\right\rangle \tag{1.22}
\end{equation*}
$$

with $c \in \mathbb{R}, w \in \mathbb{R}^{2 n-1}$ (the previous formula reads $\phi(y, t)=c+w y$ when $n=1$ ). These functions are trivial solutions of (1.21) and vertical planes are therefore stationary points of the area functional. In fact, they are minimizers since they have constant horizontal normal (see [3], Example 2.2).

These considerations and Theorem 1.1 suggest the following formulations of the Bernstein problem in the Heisenberg group:

## Bernstein problem for $X_{1}$-graphs in $\mathbb{H}^{n}$ :

$\left(B_{1}\right)$ Are there entire solutions $\phi \in \mathbf{C}^{2}\left(\mathbb{R}^{2 n}\right)$ of the minimal surface equation (1.21) which do not parametrize vertical planes?
$\left(B_{2}\right)$ Let $\phi: \mathbb{R}^{2 n} \rightarrow \mathbb{R}$ be such that $E_{\phi}$ is a minimizer for $\mathbb{H}$-perimeter in $\mathbb{H}^{n}$. Is it true that $\partial E_{\phi}$ is a vertical plane?

To our knowledge, Problem $\left(B_{1}\right)$ is answered in the affirmative if $n=1[?, 16]$ and if $n \geq 5[3,17]$. In [16] it has been provided a remarkable example in $\mathbb{H}^{1}$ of a $\mathbf{C}^{2}$ entire solution $\phi$ of (1.21) whose subgraph $E_{\phi}$ is not a minimizer and $\partial E_{\phi}$ is not a vertical plane.This is in contrast with the classical case : Euclidean subgraphs of $\mathbf{C}^{2}$ solutions to the minimal surface equation (1.3) are also minimizers. Problem $\left(B_{2}\right)$ is answered in the affirmative for $n=1$ with the additional assumption $\phi \in \mathbf{C}^{2}\left(\mathbb{R}^{2 n}\right)$ [3]. For $n \geqslant 5$, Problem $\left(B_{2}\right)$ is answered in the negative. Precisely, we have:
Theorem 1.4. (i) Let $\phi \in \mathbf{C}^{2}\left(\mathbb{R}^{2}\right)$ and assume that $E_{\phi}$ is a minimizer in $\mathbb{H}^{1}$. Then $\partial E_{\phi}$ is a vertical plane, i.e. $\phi(y, t)=w y+c$ for some constants $w, c \in \mathbb{R}$.
(ii) If $n \geq 5$ there exist functions $\phi \in \mathbf{C}^{2}\left(\mathbb{R}^{2 n}\right)$ for which $E_{\phi}$ is a minimizer in $\mathbb{H}^{n}$ but $\partial E_{\phi}$ is not a vertical plane.

Theorem 1.4 (ii) also yields a negative answer to Problem ( $B_{1}$ ) when $n \geq 5$ (see [3]). An extension of Theorem 1.4 (i) to more general $\mathbf{C}^{2}$ entire graphs without characteristic points has been obtained in [17].

In Section 2, we give a negative answer to Problem $\left(B_{2}\right)$ for $n=1$ when the regularity assumption $\phi \in \mathbf{C}^{2}\left(\mathbb{R}^{2}\right)$ of Theorem 1.4 is dropped.

Theorem 1.5. Let $\vartheta: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be the function defined by

$$
\begin{equation*}
\vartheta(y, t):=-\operatorname{sgn}(t) \sqrt{|t|} . \tag{1.23}
\end{equation*}
$$

Then the subgraph $E_{\vartheta}$ is $\mathbb{H}$-perimeter minimizing in $\mathbb{H}^{1}$ and

$$
\partial E_{\vartheta}=\left\{(x, y, 2 x y-x|x|) \in \mathbb{H}^{1}: x, y \in \mathbb{R}\right\}
$$

is not a vertical plane. (See also Figure 2).
Although the intrinsic graph $\partial E_{\vartheta}$ is of class $C^{1,1}$ from the Euclidean viewpoint, the function $\vartheta$ only belongs to $\mathbf{C}^{0, \frac{1}{2}}\left(\mathbb{R}^{2}\right) \backslash \operatorname{Lip} p_{\text {loc }}\left(\mathbb{R}^{2}\right)$. We also show that $\vartheta$ satisfies equation (1.21) in a weak sense and that it satisfies a second variation formula for the area functional for $X_{1}$-graphs (see Remark 3.9). Regularity results for Lipschitz vanishing viscosity solutions to the intrinsic minimal surface equation (1.21) have been recently announced in $[4,5]$.

To our knowledge, Problems $\left(B_{1}\right)$ and $\left(B_{2}\right)$ are still open for the cases $n=2,3$ and 4. Problem $\left(B_{2}\right)$ still remains open also for $n=1$ if the boundary $\partial E_{\phi}$ of a minimizer $E_{\phi}$ is required to be an $\mathbb{H}$-regular surface.
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Figure 2. The intrinsic graph of $\vartheta$.

## 2. The counterexample

A set $E \subset \mathbb{H}^{n}$ with locally finite $\mathbb{H}$-perimeter is said to be locally minimizing in a fixed open set $\Omega \subset \mathbb{H}^{n}$ if for any open subset $\Omega^{\prime} \Subset \Omega$ one has

$$
\begin{equation*}
\|\partial E\|_{\mathbb{H}}\left(\Omega^{\prime}\right) \leq\|\partial F\|_{\mathbb{H}}\left(\Omega^{\prime}\right) \tag{2.1}
\end{equation*}
$$

for any measurable $F \subset \mathbb{H}^{n}$ such that $E \Delta F \Subset \Omega^{\prime}$. We call such a set minimizer.
The following calibration result is proved in [3] in the general setting of Carnot groups.

Theorem 2.1. Let $E \subset \mathbb{H}^{n}$ be a measurable set, $\Omega \subset \mathbb{H}^{n}$ be an open set and $\nu: \Omega \rightarrow \mathbb{R}^{m}$ be a Borel map. Assume that:
(i) $E$ has locally finite $\mathbb{H}$-perimeter in $\Omega$;
(ii) $\nu=\nu_{E} \quad\|\partial E\|_{\mathbb{H}}$-a.e. in $\Omega$;
(iii) there exists an open set $\tilde{\Omega} \subset \Omega$ such that $\|\partial E\|_{\mathbb{H}}(\Omega \backslash \tilde{\Omega})=0$ and $\nu \in \mathbf{C}^{0}(\tilde{\Omega})$;
(iv) $\operatorname{div}_{\mathbb{H}} \nu=0$ in distributional sense in $\Omega$.

Then $E$ is a minimizer of $\mathbb{H}$-perimeter in $\Omega$.
Proof of Theorem 1.5. By (1.14) the (intrinsic) subgraph of $\vartheta$ in (1.23) is

$$
\begin{align*}
E=E_{\vartheta} & =\left\{(x, y, t) \in \mathbb{H}^{1}: x<\vartheta(y, t-2 x y)\right\} \\
& =\left\{(x, y, t) \in \mathbb{R}^{3}: f(x, y, t)<0\right\} \tag{2.2}
\end{align*}
$$

where

$$
f(x, y, t):=t-2 x y+x|x|, \quad(x, y, t) \in \mathbb{H}^{1}
$$

Indeed, the function $g: \mathbb{R} \rightarrow \mathbb{R}, g(\tau)=-\operatorname{sgn}(\tau) \sqrt{|\tau|}$ and $g(0)=0$, is strictly decreasing with inverse function $g^{-1}(x)=-x|x|$. The set $E$ can be represented
also as an entire $t$-subgraph of class $\mathbf{C}^{1,1}$, namely it is $E=E_{u}^{t}$ with

$$
\begin{equation*}
u(x, y)=2 x y-x|x| . \tag{2.3}
\end{equation*}
$$

Thus the boundary $S=\partial E=\left\{(x, y, t) \in \mathbb{H}^{1}: f(x, y, t)=0\right\}$ is (Euclidean) $\mathbf{C}^{1,1}$ regular and therefore $E$ has locally finite Euclidean and $\mathbb{H}$-perimeters (see [21], Remark 2.13).

Let $S_{0}=S \backslash\{(0, y, t): y, t \in \mathbb{R}\}$. The inward horizontal normal to $E$ at points in $S_{0}$ is

$$
\begin{equation*}
\nu_{E}(x, y, t)=-\left(\frac{1}{\sqrt{5}},-\frac{x}{|x|} \frac{2}{\sqrt{5}}\right), \quad(x, y, t) \in S_{0} \tag{2.4}
\end{equation*}
$$

In fact, it is $f \in \mathbf{C}^{1,1}\left(\mathbb{H}^{1}\right)$ and

$$
X_{1} f(x, y, t)=2|x|, \quad Y_{1} f(x, y, t)=-4 x
$$

By Theorem 1.2 , the surface $S_{0}$ is $\mathbb{H}$-regular with horizontal normal

$$
\nu_{E}=\nu_{S_{0}}=-\left(\frac{1}{\sqrt{5}},-\frac{x}{|x|} \frac{2}{\sqrt{5}}\right), \quad(x, y, t) \in S_{0}
$$

which is (2.4).
The surface $S$ is not $\mathbb{H}$-regular in a neighborhood of any point $(0, y, 0) \in S \backslash S_{0}$, because the normal $\nu_{S_{0}}$ cannot be extended with continuity at such points.

We prove that $E$ is a minimizer in $\mathbb{H}^{1}$ for $\mathbb{H}$-perimeter by means of Theorem 2.1. Let $\nu=\left(\nu_{1}, \nu_{2}\right): \mathbb{H}^{1} \backslash \mathbb{W} \rightarrow \mathbb{R}^{2}$ be the map

$$
\nu(x, y, t):=-\left(\frac{1}{\sqrt{5}},-\frac{x}{|x|} \frac{2}{\sqrt{5}}\right) .
$$

Condition (i) of Theorem 2.1 is trivially satisfied. Condition (iii) is also satisfied with $\tilde{\Omega}=\mathbb{H}^{1} \backslash \mathbb{W}$. Indeed, letting $K=\{(0, y, 0): y \in \mathbb{R}\}$, we have

$$
\|\partial E\|_{\mathbb{H}}(\Omega \backslash \tilde{\Omega})=\|\partial E\|_{\mathbb{H}}(K) \leq \mathcal{S}_{\infty}^{3}(K) \leq \mathcal{H}^{2}(K)=0
$$

because $\|\partial E\|_{\mathbb{H}} \ll \mathcal{S}_{\infty}^{3}$ (see [21], Theorem 7.1) and $\mathcal{S}_{\infty}^{3} \ll \mathcal{H}^{2}$ (see [22], Proposition 4.4), where $\mathcal{H}^{2}$ denotes the 2-dimensional Euclidean Hausdorff measure in $\mathbb{R}^{3}$. The same argument shows that also (ii) in Theorem 2.1 is satisfied.

It remains to check (iv), i.e. that $\operatorname{div}_{\mathbb{H}} \nu=0$ in $\mathbb{H}^{1}$ in distributional sense. In fact, for any $\varphi \in \mathbf{C}_{c}^{1}\left(\mathbb{H}^{1}\right)$ we have

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}\left(\nu_{1} X_{1} \varphi+\nu_{2} Y_{1} \varphi\right) d \mathcal{L}^{3} & =-\frac{1}{\sqrt{5}} \int_{\mathbb{R}^{3}}\left(\varphi_{x}+2 y \varphi_{t}\right) d \mathcal{L}^{3}+\frac{2}{\sqrt{5}} \int_{\mathbb{R}^{3}} \frac{x}{|x|}\left(\varphi_{y}-2 x \varphi_{t}\right) d \mathcal{L}^{3} \\
& =0
\end{aligned}
$$

because both integrals vanish.
Remark 2.2. An example of a $C^{1,1}$ entire $t$-graph given by a function similar to the $u$ in (2.3), which locally minimizes the area functional for $t$-graphs

$$
W^{1,1}(\omega) \ni u \mapsto \int_{\omega} \sqrt{\left(u_{x}-2 y\right)^{2}+\left(u_{y}+2 x\right)^{2}} d x d y, \quad \omega \subset \mathbb{R}_{x, y}^{2}
$$

was already given in [10]. Examples of entire $t$-graphs of class $C^{1,1}$ which are locally minimizers among $C^{1}$ regular surfaces are also given in [41].

## 3. First and second variation of the area

We extend the area formula (1.20) to intrinsic graphs with Sobolev regularity.
Definition 3.1. Let $\omega \subset \mathbb{R}^{2 n}$ be an open set.
(i) We say that a function $\phi \in L^{1}(\omega) \cap L^{2}(\omega)$ belongs to the class $W_{\mathbb{W}}^{1,1}(\omega)$ if there exist a sequence $\left(\phi_{j}\right)_{j \in \mathbb{N}} \subset \mathbf{C}^{1}(\omega)$ and a vector valued map $w \in$ $L^{1}\left(\omega, \mathbb{R}^{2 n-1}\right)$ such that as $j \rightarrow+\infty$

$$
\phi_{j} \rightarrow \phi, \quad \phi_{j}^{2} \rightarrow \phi^{2} \quad \text { and } \quad \nabla^{\phi_{j}} \phi_{j} \rightarrow w \quad \text { in } L^{1}(\omega) .
$$

(ii) We say that a function $\phi \in L^{1}(\omega) \cap L^{2}(\omega)$ belongs to the class $W_{\mathbb{W}, T}^{1,1}(\omega)$ if there exist a sequence $\left(\phi_{j}\right)_{j \in \mathbb{N}} \subset \mathbf{C}^{1}(\omega)$, a vector valued map $w \in$ $L^{1}\left(\omega, \mathbb{R}^{2 n-1}\right)$ and a function $v \in L^{1}(\omega)$ such that (3.1) holds together with

$$
\begin{equation*}
T \phi_{j} \rightarrow v \quad \text { in } L^{1}(\omega) \tag{3.2}
\end{equation*}
$$

(iii) We say that a function $\phi \in \mathbf{C}^{0}(\omega)$ belongs to the class $\mathbf{C}_{\mathbb{W}}^{1}(\omega)$ if $\Phi(\omega)$ is an $\mathbb{H}$-regular surface, where $\Phi: \omega \rightarrow \mathbb{H}^{n}$ is the map in (1.15).
Moreover, we say that $\phi \in L_{l o c}^{2}(\omega)$ belongs to the class $W_{\mathbb{W}, l o c}^{1,1}(\omega)$ (respectively $\left.W_{\mathbb{W}, T, l o c}^{1,1}(\omega)\right)$ if there exist $\left(\phi_{j}\right)_{j \in \mathbb{N}} \subset \mathbf{C}^{1}(\omega)$ and $w \in L_{l o c}^{1}\left(\omega, \mathbb{R}^{2 n-1}\right)$ such that all convergences in (3.1) (respectively in (3.1) and (3.2)) hold in $L_{l o c}^{1}(\omega)$.

For a function $\phi \in W_{\mathbb{W}, l o c}^{1,1}(\omega)$, the distribution $\nabla^{\phi} \phi$ is represented by an $L_{l o c}^{1}$ function $w$ and namely the function in (3.1). Analogously, if $\phi \in W_{\mathbb{W}, T, l o c}^{1,1}(\omega), T \phi$ is represented by a function, and precisely the function $v$ in (3.2).

Remark 3.2. By definition we have the trivial inclusions

$$
\begin{equation*}
W_{\mathbb{W}, T}^{1,1}(\omega) \subset W_{\mathbb{W}}^{1,1}(\omega) \subset L^{1}(\omega) \cap L^{2}(\omega), \tag{3.3}
\end{equation*}
$$

as well as the inclusions of the corresponding local classes. Moreover, by Theorem 1.3 we also have

$$
\begin{equation*}
\mathbf{C}_{\mathbb{W}}^{1}(\omega) \subset W_{\mathbb{W}, l o c}^{1,1}(\omega) . \tag{3.4}
\end{equation*}
$$

In general, the inclusion $\mathbf{C}_{\mathbb{W}}^{1}(\omega) \subset W_{\mathbb{W}, T, l o c}^{1,1}(\omega)$ does not hold. Indeed, we are able to show that

$$
\begin{equation*}
\mathbf{C}_{\mathbb{W}}^{1}(\omega) \cap W_{\mathbb{W}, T, l o c}^{1,1} \subset W_{l o c}^{1,1}(\omega) \tag{3.5}
\end{equation*}
$$

while an example of a function in $\mathbf{C}_{\mathbb{W}}^{1}(\omega) \backslash W_{l o c}^{1,1}(\omega)$ is provided by [29]. To prove (3.5), let $\phi \in \mathbf{C}_{\mathbb{W}}^{1}(\omega) \cap W_{\mathbb{W}, T, l o c}^{1,1}$ be fixed and consider a sequence of mollifications $\phi_{j}:=\phi * \varrho_{j}$. Here, $\varrho_{j}(x):=j^{-2 n} \varrho(x / j)$ and $\varrho$ is a fixed standard mollifier. Up to subsequences one has

$$
\phi_{j} \rightarrow \phi \text { in } L_{l o c}^{\infty}(\omega) \quad \text { and } \quad T \phi_{j} \rightarrow T \phi \text { in } L_{l o c}^{1}(\omega)
$$

whence $\lim _{j \rightarrow \infty}\left(\phi_{j} T \phi_{j}\right)=\phi T \phi$ in $L_{l o c}^{1}(\omega)$. Therefore, the distribution $T\left(\phi^{2}\right)=$ $2 \phi T \phi$ belongs to $L_{l o c}^{1}(\omega)$. The continuity of $\nabla^{\phi} \phi$ ensures that $\phi \in W_{l o c}^{1,1}(\omega)$.

The class $W_{\mathbb{W}, T, l o c}^{1,1}(\omega)$ is closed under additive smooth perturbations and it can therefore be used to compute the first variation of the area of intrinsic graphs (see Theorem 3.5 and Remark 3.8).

Lemma 3.3. If $\phi \in W_{\mathbb{W}, T, l o c}^{1,1}(\omega)$ and $\psi \in \mathbf{C}_{c}^{\infty}(\omega)$ then $\phi+\psi \in W_{\mathbb{W}, T, l o c}^{1,1}(\omega)$ and

$$
\begin{gathered}
X_{i}(\phi+\psi)=X_{i} \phi+X_{i} \psi \quad i=2, \ldots, 2 n, i \neq n+1 \\
W^{\phi+\psi}(\phi+\psi)=W^{\phi} \phi+W^{\psi} \psi-4 T(\phi \psi), \quad T(\phi+\psi)=T \phi+T \psi .
\end{gathered}
$$

Proof. We prove that $\phi+\psi$ fulfills Definition 3.1. Let $\left(\phi_{j}\right)_{j \in \mathbb{N}}$ be as in Definition 3.1 relatively to $\phi$. It is sufficient to consider the sequence $\left(\phi_{j}+\psi\right)_{j \in \mathbb{N}}$ : indeed, it is trivial to see that $\phi_{j} \rightarrow \phi,\left(\phi_{j}+\psi\right)^{2} \rightarrow(\phi+\psi)^{2}, X_{i}\left(\phi_{j}+\psi\right) \rightarrow X_{i} \phi+X_{i} \psi$ (if $n \geq 2)$ and $T\left(\phi_{j}+\psi\right) \rightarrow T \phi+T \psi$ in $L^{1}(\omega)$. For the last requirement, notice that

$$
\begin{aligned}
W^{\phi_{j}+\psi}\left(\phi_{j}+\psi\right) & =W^{\phi_{j}} \phi_{j}+W^{\psi} \psi-4 \phi_{j} T \psi-4 \psi T \phi_{j} \\
& \rightarrow W^{\phi} \phi+W^{\psi} \psi-4 \phi T \psi-4 \psi T \phi \quad \text { in } L_{l o c}^{1}(\omega) .
\end{aligned}
$$

An area formula for $X_{1}$-graphs of functions in $W_{\mathbb{W}}^{1,1}(\omega)$ is now available.
Theorem 3.4. Let $\omega \subset \mathbb{R}^{2 n}$ be a bounded open set and let $E_{\phi}$ be the subgraph of a function $\phi \in W_{\mathbb{W}}^{1,1}(\omega)$. Then we have

$$
\begin{equation*}
\left\|\partial E_{\phi}\right\|_{\mathbb{H}}(\Omega)=\int_{\omega} \sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}} d \mathcal{L}^{2 n} \tag{3.6}
\end{equation*}
$$

where $\Omega=\omega \cdot \mathbb{R} e_{1}$.
Proof. Let $\left(\phi_{j}\right)_{j \in \mathbb{N}}$ and $w$ be as in Definition 3.1. Without loss of generality we can also assume that $\phi_{j} \rightarrow \phi \mathcal{L}^{2 n}$ - a.e. in $\omega$. Let $E:=E_{\phi}$ and $E_{j}:=E_{\phi_{j}}$, and, as in (1.15), set $\Phi_{j}(A)=A \cdot \phi_{j}(A) e_{1}, \Phi(A)=A \cdot \phi(A) e_{1}$. For any $\varphi \in \mathbf{C}_{c}^{1}\left(\Omega, \mathbb{R}^{2 n}\right)$ we have

$$
\begin{equation*}
\int_{E_{j} \cap \Omega} \operatorname{div}_{\mathbb{H}} \varphi d \mathcal{L}^{2 n+1}=-\int_{\Omega}\left\langle\nu_{E_{j}}, \varphi\right\rangle d\left\|\partial E_{j}\right\|_{\mathbb{H}} \tag{3.7}
\end{equation*}
$$

Moreover, it is (see [2], Remark 2.23)

$$
\left\|\partial E_{j}\right\|_{\mathbb{H}}\left\llcorner\Omega=\Phi_{j_{\#}}\left(\sqrt{1+\left|\nabla^{\phi_{j}} \phi_{j}\right|^{2}} \mathcal{L}^{2 n}\llcorner\omega),\right.\right.
$$

and

$$
\begin{equation*}
\nu_{E_{j}} \circ \Phi_{j}=\left(-\frac{1}{\sqrt{1+\left|\nabla^{\phi_{j}} \phi_{j}\right|^{2}}}, \frac{\nabla^{\phi_{j}} \phi_{j}}{\sqrt{1+\left|\nabla^{\phi_{j}} \phi_{j}\right|^{2}}}\right) \in \mathbb{R} \times \mathbb{R}^{2 n-1} \tag{3.8}
\end{equation*}
$$

From (3.7) and (3.8) we obtain

$$
\begin{equation*}
\int_{E_{j} \cap \Omega} \operatorname{div}_{\mathbb{H}} \varphi d \mathcal{L}^{2 n+1}=\int_{\omega}\left[\varphi_{1} \circ \Phi_{j}-\left\langle\nabla^{\phi_{j}} \phi_{j}, \hat{\varphi} \circ \Phi_{j}\right\rangle\right] d \mathcal{L}^{2 n} \tag{3.9}
\end{equation*}
$$

where $\hat{\varphi}=\left(\varphi_{2} \ldots, \varphi_{2 n}\right)$. Now notice that

$$
\begin{aligned}
& \chi_{E_{j}} \rightarrow \chi_{E} \quad \mathcal{L}^{2 n+1}-\text { a.e. in } \Omega \\
& \varphi_{i} \circ \Phi_{j} \rightarrow \varphi_{i} \circ \Phi \quad \mathcal{L}^{2 n+1} \text { a.e. in } \Omega, i=1, \ldots, 2 n
\end{aligned}
$$

By the lower semicontinuity of perimeter we have $\|\partial E\|_{\mathbb{H}}(\Omega)<+\infty$. Moreover, letting $j \rightarrow+\infty$ in (3.9), by the dominated convergence theorem we get
(3.10) $-\int_{\Omega}\left\langle\nu_{E}, \varphi\right\rangle d\|\partial E\|_{\mathbb{H}}=\int_{E} \operatorname{div}_{\mathbb{H}} \varphi d \mathcal{L}^{2 n+1}=\int_{\omega}\left[\varphi_{1} \circ \Phi-\left\langle\nabla^{\phi} \phi, \hat{\varphi} \circ \Phi\right\rangle\right] d \mathcal{L}^{2 n}$, where $\nu_{E}=\left(\nu_{E}^{(1)}, \ldots, \nu_{E}^{(2 n)}\right)$ denotes the inward generalized horizontal normal to $E$ defined in (1.12).

Identity (3.10) can be also read as

$$
\begin{equation*}
\nu_{E}\|\partial E\|_{\mathbb{H}}\left\llcorner\Omega=\Phi_{\#}\left(\nu \sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}} \mathcal{L}^{2 n} L \omega\right)\right. \tag{3.11}
\end{equation*}
$$

where

$$
\nu=\left(-\frac{1}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}}, \frac{\nabla^{\phi} \phi}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}}\right) \quad \text { in } \omega .
$$

Moreover, we have

$$
\begin{equation*}
\nu_{E} \circ \Phi=\nu \quad \mathcal{L}^{2 n}-\text { a.e. in } \omega . \tag{3.12}
\end{equation*}
$$

By (3.11) we get $-\nu_{E}^{(1)}\|\partial E\|_{\mathbb{H}}\left\llcorner\Omega=\Phi_{\#}\left(\mathcal{L}^{2 n}\llcorner\omega)\right.\right.$ and in particular

$$
\begin{equation*}
\Phi_{\#}\left(\mathcal{L}^{2 n}\llcorner\omega) \ll\|\partial E\|_{\mathbb{H}}\llcorner\Omega\right. \tag{3.13}
\end{equation*}
$$

Being $\|\partial E\|_{\mathbb{H}}$ a Radon measure, classical results ensure the existence of a sequence $\left(\varphi_{j}\right)_{j \in \mathbb{N}} \subset \mathbf{C}_{c}^{1}\left(\Omega, \mathbb{R}^{2 n}\right)$ with $\left|\varphi_{j}\right| \leqslant 1$ such that

$$
\begin{equation*}
\varphi_{j} \rightarrow \nu_{E} \quad\|\partial E\|_{\mathbb{H}}-\text { a.e. in } \Omega . \tag{3.14}
\end{equation*}
$$

By (3.12), (3.13) and (3.14) we get

$$
\begin{equation*}
\varphi_{j} \circ \Phi \rightarrow \nu \quad \mathcal{L}^{2 n}-\text { a.e. in } \omega \tag{3.15}
\end{equation*}
$$

Let $\varphi \equiv \varphi_{j}$ in (3.10), taking the limit as $j \rightarrow \infty$ by (3.14) and (3.15) we achieve the thesis.

If $X: \mathbf{C}_{c}^{\infty}(\omega) \rightarrow L^{1}(\omega)$ is an operator we denote by $X^{*}: L^{\infty}(\omega) \rightarrow \mathcal{D}^{\prime}(\omega)$ the adjoint operator of $X$. We have $X_{j}^{*} \psi=-X_{j} \psi$ for all $j=2, \ldots, 2 n, j \neq n+1$, and $T^{*} \psi=-T \psi, \forall \psi \in \mathbf{C}_{c}^{\infty}(\omega)$. It is not difficult to check that if $\phi \in L^{1}(\omega)$ and $T \phi \in L^{1}(\omega)$ in distributional sense then

$$
\left(W^{\phi}\right)^{*} \psi=-W^{\phi} \psi+4 \psi T \phi \quad \text { for } \psi \in \mathbf{C}_{c}^{\infty}(\omega)
$$

We also set

$$
\begin{array}{ll}
\nabla^{\phi^{*}}:=\left(X_{2}^{*}, \ldots, X_{n}^{*}, W^{\phi^{*}}, X_{n+2}^{*}, \ldots, X_{2 n}^{*}\right) & \text { if } n \geqslant 2 \\
\nabla^{\phi^{*}}:=W^{\phi^{*}} & \text { if } n=1
\end{array}
$$

We give a weak formulation of the first and second variation of the area functional (3.6) in the Sobolev class $W_{\mathbb{W}, T}^{1,1}(\omega)$.

Theorem 3.5. Let $\phi \in W_{\mathbb{W}, T, l o c}^{1,1}(\omega)$ be such that the subgraph $E \equiv E_{\phi}$ is $\mathbb{H}$ perimeter minimizing in $\Omega=\omega \cdot \mathbb{R} e_{1}$. Then, for any $\psi \in \mathbf{C}_{c}^{\infty}(\omega)$

$$
\begin{equation*}
\int_{\omega} \frac{\left\langle\nabla^{\phi} \phi, \nabla^{\phi^{*}} \psi\right\rangle}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}} d \mathcal{L}^{2 n}=0 \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\omega} \frac{\left(1+\left|\nabla^{\phi} \phi\right|^{2}\right)\left[\left|\nabla^{\phi^{*}} \psi\right|^{2}-8 \psi T \psi W^{\phi} \phi\right]-\left\langle\nabla^{\phi} \phi, \nabla^{\phi^{*}} \psi\right\rangle^{2}}{\left[1+\left|\nabla^{\phi} \phi\right|^{2}\right]^{3 / 2}} d \mathcal{L}^{2 n} \geqslant 0 \tag{3.17}
\end{equation*}
$$

where

$$
\left\langle\nabla^{\phi} \phi, \nabla^{\phi^{*}} \psi\right\rangle:=\sum_{j \neq n+1} X_{j} \phi X_{j}^{*} \psi+W^{\phi} \phi W^{\phi^{*}} \psi
$$

Here and in the following the sums range over $j=2, \ldots, 2 n$ with $j \neq n+1$. When $n=1$ there is no sum.

Proof. Let $\psi \in \mathbf{C}_{c}^{\infty}(\omega)$ and set $\phi_{s}:=\phi+s \psi$ if $s \in \mathbb{R}$. By Lemma 3.3 $\phi_{s} \in$ $W_{\mathbb{W}, T, l o c}^{1,1}(\omega)$ and

$$
\begin{aligned}
W^{\phi_{s}} \phi_{s} & =W^{\phi} \phi+W^{s \psi}(s \psi)-4 s T(\phi \psi) \\
& =W^{\phi} \phi-s W^{\phi^{*}} \psi-4 s^{2} \psi T \psi
\end{aligned}
$$

By Theorem 3.4 we can define the function $g: \mathbb{R} \rightarrow[0,+\infty)$

$$
\begin{aligned}
g(s): & =\left\|\partial E_{\phi_{s}}\right\|_{\mathbb{H}}(\Omega)=\int_{\omega} \sqrt{1+\left|\nabla^{\phi_{s}} \phi_{s}\right|^{2}} d \mathcal{L}^{2 n} \\
& =\int_{\omega}\left[1+\sum_{j \neq n+1}\left(X_{j} \phi+s X_{j} \psi\right)^{2}+\left(W^{\phi} \phi-s W^{\phi^{*}} \psi-4 s^{2} \psi T \psi\right)^{2}\right]^{1 / 2} d \mathcal{L}^{2 n} .
\end{aligned}
$$

It easy to see that $g$ is twice differentiable and it is not difficult to compute

$$
\begin{align*}
g^{\prime}(s) & =\int_{\omega} \frac{\sum_{j \neq n+1} X_{j} \phi_{s} X_{j} \psi+W^{\phi_{s}} \phi_{s}\left(-W^{\phi^{*}} \psi-8 s \psi T \psi\right)}{\sqrt{1+\left|\nabla^{\phi_{s}} \phi_{s}\right|^{2}}} d \mathcal{L}^{2 n}  \tag{3.18}\\
g^{\prime \prime}(s)= & \int_{\omega} \frac{1}{1+\left|\nabla^{\phi_{s}} \phi_{s}\right|^{2}}\left\{\sqrt{1+\left|\nabla^{\phi_{s}} \phi_{s}\right|^{2} \times}\right. \\
& \times\left[\sum_{j \neq n+1}\left(X_{j} \psi\right)^{2}+\left(W^{\phi^{*}} \psi+8 s \psi T \psi\right)^{2}-8 \psi T \psi W^{\phi_{s}} \phi_{s}\right]+  \tag{3.19}\\
& \left.-\left[\frac{\left.\left[\sum_{j \neq n+1} X_{j} \phi_{s} X_{j} \psi+W^{\phi_{s}} \phi_{s}\left(-W^{\phi^{*}} \psi-8 s \psi T \psi\right)\right]^{2}\right]}{\sqrt{1+\left|\nabla^{\phi_{s}} \phi_{s}\right|^{2}}}\right]\right\} d \mathcal{L}^{2 n} .
\end{align*}
$$

Moreover it is $E \Delta E_{\phi_{s}} \Subset \Omega$, and since $E$ is a minimizer we have $g^{\prime}(0)=0$ and $g^{\prime \prime}(0) \geq 0$. By (3.18) and (3.19) we get

$$
\begin{gathered}
g^{\prime}(0)=\int_{\omega} \frac{\sum_{j \neq n+1} X_{j} \phi X_{j} \psi-W^{\phi} \phi W^{\phi^{*}} \psi}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}} d \mathcal{L}^{2 n}=-\int_{\omega} \frac{\left\langle\nabla^{\phi} \phi, \nabla^{\phi^{*}} \psi\right\rangle}{\sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}}} d \mathcal{L}^{2 n} \\
g^{\prime \prime}(0)=\int_{\omega} \frac{\left(1+\left|\nabla^{\phi} \phi\right|^{2}\right)\left[\left|\nabla^{\phi^{*}} \psi\right|^{2}-8 \psi T \psi W^{\phi} \phi\right]-\left\langle\nabla^{\phi} \phi, \nabla^{\phi^{*}} \psi\right\rangle^{2}}{\left[1+\left|\nabla^{\phi} \phi\right|^{2}\right]^{3 / 2}} d \mathcal{L}^{2 n}
\end{gathered}
$$

and then thesis follows.
Theorem 3.5 can be applied when $\phi \in \operatorname{Lip}$ loc $(\omega)$.
Proposition 3.6. The inclusion $W_{l o c}^{1,1}(\omega) \cap \mathbf{C}^{0}(\omega) \subset W_{\mathbb{W}, T, l o c}^{1,1}(\omega)$ holds .
Proof. We prove that a function $\phi \in W_{l o c}^{1,1}(\omega) \cap \mathbf{C}^{0}(\omega)$ fulfills the requirements of Definition 3.1 by considering a (sub-)sequence of standard mollifications $\phi_{j}:=\phi * \varrho_{j}$. Again, $\varrho_{j}(x):=j^{-2 n} \varrho(x / j)$ and $\varrho$ is a fixed standard mollifier.

Well known arguments ensure that $\phi_{j} \rightarrow \phi$ in $L_{l o c}^{\infty}(\omega)$ and, in particular, $\phi_{j} \rightarrow \phi$ and $\phi_{j}^{2} \rightarrow \phi^{2}$ in $L_{l o c}^{1}(\omega)$. Also the convergences

$$
T \phi_{j} \rightarrow T \phi, \quad X_{i} \phi_{j} \rightarrow X_{i} \phi, \quad Y_{i} \phi_{j} \rightarrow Y_{i} \phi \quad \text { in } L_{l o c}^{1}(\omega)
$$

are immediate for $i=2, \ldots, n$. Moreover, for any $\omega^{\prime} \Subset \omega$ we have
$\int_{\omega^{\prime}}\left|2 T\left(\phi_{j}^{2}\right)-4 \phi T \phi\right| d \mathcal{L}^{2 n} \leqslant \int_{\omega^{\prime}} 4\left|\phi_{j}-\phi\right|\left|T \phi_{j}\right| d \mathcal{L}^{2 n}+\int_{\omega^{\prime}} 4|\phi|\left|T \phi_{j}-T \phi\right| d \mathcal{L}^{2 n} \rightarrow 0$, because $\phi_{j} \rightarrow \phi$ in $L^{\infty}\left(\omega^{\prime}\right),\left\|T \phi_{j}\right\|_{L^{1}\left(\omega^{\prime}\right)}$ are uniformly bounded, $\phi$ is bounded on $\omega^{\prime}$ and $T \phi_{j} \rightarrow T \phi$ in $L^{1}\left(\omega^{\prime}\right)$. This implies that, as $j \rightarrow+\infty$, we have

$$
W^{\phi_{j}} \phi_{j}=Y_{1} \phi_{j}-2 T\left(\phi_{j}^{2}\right) \rightarrow Y_{1} \phi-4 \phi T \phi \quad \text { in } L_{l o c}^{1}(\omega)
$$

The proof is accomplished.
Corollary 3.7. Let $\phi \in \operatorname{Lip}_{l o c}(\omega)$ be such that $E_{\phi}$ is $\mathbb{H}$-perimeter minimizing in $\Omega=\omega \cdot \mathbb{R} e_{1}$. Then (3.16) and (3.17) hold.

Proof. Since $\operatorname{Lip}_{l o c}(\omega) \subset W_{l o c}^{1,1}(\omega) \cap \mathbf{C}^{0}(\omega)$, Theorem 3.5 applies by Proposition 3.6.

Variation formulae are obtained in [2] under the assumption $\phi \in \mathbf{C}^{2}(\omega)$ (see also [16] and [15]). A first variation formula for the area functional in $\mathbb{H}^{n}$ defined on $t$-graphs of Sobolev type is provided in [10]. Variation formulae for general $\mathbf{C}^{2}$ surfaces in the setting of CC structures are obtained also in [14], [25], [9], [43], [28], [15] and [33].

Remark 3.8. It is not clear how to compute the first variation for the functional

$$
W_{\mathbb{W}}^{1,1}(\omega) \ni \phi \mapsto \int_{\omega} \sqrt{1+\left|\nabla^{\phi} \phi\right|^{2}} d \mathcal{L}^{2 n} .
$$

In fact, variations similar to the ones of Lemma 3.3 do not seem to be possible in the class $W_{\mathbb{W}}^{1,1}(\omega)$.
Remark 3.9. By Proposition 3.6, the function $\vartheta$ in (1.23) satisfies $\vartheta \in W_{\mathbb{W}, T, l o c}^{1,1}\left(\mathbb{R}^{2}\right)$. Therefore

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \frac{W^{\vartheta} \vartheta W^{\vartheta *} \psi}{\sqrt{1+\left|W^{\vartheta} \vartheta\right|^{2}}} d \mathcal{L}^{2}=0 \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \frac{\left(1+\left|W^{\vartheta} \vartheta\right|^{2}\right)\left[\left|W^{\vartheta^{*}} \psi\right|^{2}-8 \psi T \psi W^{\vartheta} \vartheta\right]-\left(W^{\vartheta} \vartheta W^{\vartheta^{*}} \psi\right)^{2}}{\left[1+\left|W^{\vartheta} \vartheta\right|^{2}\right]^{3 / 2}} d \mathcal{L}^{2} \geqslant 0 \tag{3.21}
\end{equation*}
$$

hold for any $\psi \in \mathbf{C}_{c}^{\infty}\left(\mathbb{R}^{2}\right)$.

## References

[1] L. Ambrosio, Some fine properties of sets of finite perimeter in Ahlfors regular metric measure spaces, Adv. in Math., 159 (2001), 51-67.
[2] L. Ambrosio, F. Serra Cassano \& D. Vittone, Intrinsic regular hypersurfaces in Heisenberg groups, J. Geom. Anal., 16 (2006), no. 2, 187-232.
[3] V. Barone Adesi, F. Serra Cassano \& D. Vittone, The Bernstein problem for intrinsic graphs in Heisenberg groups and calibrations, Calc. Var. PDEs, 30 (2007), 17-49.
[4] L. Capogna, G. Citti \& M. Manfredini, Regularity of minimal graphs in $\mathbb{H}^{1}$, in preparation.
[5] L.Capogna, G. Citti \& M. Manfredini, Smoothness of Lipschitz minimal intrinsic graphs in Heisenberg groups $\mathbb{H}^{n}, n>1$, Preprint, 2008.
[6] L. Capogna, D. Danielli \& N. Garofalo, The geometric Sobolev embedding for vector fields and the isoperimetric inequality, Comm. Anal. Geom., 12 (1994), 203-215.
[7] L. Capogna, D. Danielli, S. D. Pauls \& J. T. Tyson, An Introduction to the Heisenberg Group and the Sub-Riemannian Isoperimetric Problem, Progress in Mathematics 259, Birkhäuser, 2007.
[8] J. H. Cheng \& J. F. Hwang, Properly embedded and immersed minimal surfaces in the Heisenberg group, Bull. Austr. Math. Soc., 70 (2005), 507-520.
[9] J. H. Cheng, J. F. Hwang, A. Malchiodi \& P. Yang, Minimal surfaces in in pseudohermitian geometry and the Bernstein problem in the Heisenberg group, Ann. Sc. Norm. Pisa Cl. Sci., 1 (2005), 129-177.
[10] J. H. Cheng, J. F. Hwang \& P. Yang, Existence and uniqueness for p-area minimizers in the Heisenberg group, Math. Ann. 337 (2007), no. 2, 253-293.
[11] J. H. Cheng, J. F. Hwang \& P. Yang, Regularity of $C^{1}$ smooth surfaces with prescribed pmean curvature in the Heisenberg group, Preprint, 2007.
[12] G. Citti \& M. Manfredini, Implicit function theorem in Carnot-Carathéodory spaces, Commun. Contemp. Math. 8 (2006), no. 5, 657-680.
[13] D. Danielli, N. Garofalo \& D. M. Nhieu, A partial solution of the isoperimetric problem for the Heisenberg group, to appear in Forum Math.
[14] D. Danielli, N. Garofalo \& D. M. Nhieu, Minimal Surfaces in Carnot groups, Preprint 2004.
[15] D. Danielli, N. Garofalo \& D. M. Nhieu, Sub-Riemaniann calculus on hypersurfaces in Carnot groups, Adv. Math., 215 (2007), no.1, 292-378.
[16] D. Danielli, N. Garofalo \& D. M. Nhieu, A notable family of entire intrinsic minimal graphs in the Heinsenberg group which are not perimeter minimizing, to appear on Amer. J. Math.
[17] D. Danielli, N. Garofalo, D. M. Nhieu \& S. Pauls, Instability of grafical strips and a positive answer to the Berstein problem in the Heisenberg group $\mathbb{H}^{1}$, Preprint 2006.
[18] E. De Giorgi \& G. Stampacchia, Sulle singolarità eliminabili delle ipersuperfici minimali, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8), 38 (1965), 352-357.
[19] B. Franchi, S. Gallot \& R. L. Wheeden, Sobolev and isoperimetric inequalities for degenerate metrics, Math. Ann., 300, (1994), 557-571.
[20] B. Franchi, R. Serapioni \& F. Serra Cassano, Meyers-Serrin Type Theorems and Relaxation of Variational Integrals Depending Vector Fields, Houston J. Math., 22 (1996), no. 4, 859-889.
[21] B. Franchi, R. Serapioni \& F. Serra Cassano, Rectifiability and perimeter in the Heisenberg group, Math. Ann., 321 (2001), 479-531.
[22] B. Franchi, R. Serapioni \& F. Serra Cassano, On the structure of finite perimeter sets in step 2 Carnot groups, J. Geom. An., 13 (2003), 421-466.
[23] B.Franchi, R.Serapioni \& F.Serra Cassano, Regular submanifolds, graphs and area formula in Heisenberg groups, Adv. Math. 211 (2007) 157-203.
[24] N. Garofalo \& D. M. Nhieu, Isoperimetric and Sobolev inequalities for CarnotCarathéodory spaces and the existence of minimal surfaces, Comm. Pure Appl. Math., 49 (1996), 1081-1144.
[25] N. Garofalo \& S. Pauls, The Bernstein problem in the Heisenberg group, Preprint 2005, arXiv:math/0209065v2.
[26] E. Giusti, Minimal surfaces and functions of bounded variation, Birkhäuser, Boston, 1984.
[27] M. Gromov, Carnot-Carathéodory spaces seen from within, in Subriemannian Geometry, Progress in Mathematics 144 (1996), ed. by A. Bellaïche and J. Risler, Birkhäuser, Basel.
[28] R. K. Hladkly \& S. D. Pauls, Variation of perimeter measure in Sub-Riemannian Geometry, Preprint 2007.
[29] B. Kirchheim \& F. Serra Cassano, Rectifiability and parametrization of intrinsic regular surfaces in the Heisenberg group, Ann. Sc. Norm. Sup. Pisa Cl. Sci. (5), 3 (2004), no. 4, 871-896.
[30] G. P. Leonardi \& S. Rigot, Isoperimetric sets on Carnot groups, Houston J. Math. 3 (2003), 609-637.
[31] V. Magnani, Elements of geometric Measure Theory on Sub-Riemannian Groups, Tesi di Perfezionamento, Scuola Normale Superiore, Pisa, 2002.
[32] M. Miranda, Sulle singolarità eliminabili dell'equazione delle superfici minime, Ann. Sc. Norm. Sup. Pisa Cl. Sci. (4), 4 (1977), 313-322.
[33] F. Montefalcone, Hypersurfaces and variationals formulas in sub-Riemannian Carnot groups, J. Math. Pures Appl. 87, no. 5, (2007), 453-494.
[34] R. Monti \& M. Rickly, Convex isoperimetric sets in the Heisenberg group, Preprint, 2007.
[35] R. Monti, Heisenberg isoperimetric problems. The axial case. Adv. Calc. Var. 1 (2008), 93-121.
[36] P. Pansu, Une inégalité isopérimétrique sur le groupe de Heisenberg, C. R. Acad. Sci. Paris, 295 (1982), no. 2, 127-130.
[37] P. Pansu, Métriques de Carnot-Carathéodory et quasiisométries des espaces symétriques de rang un, Ann. of Math., 129 (1989), no. 1, 1-60.
[38] S. D. Pauls, A notion of rectifiability modelled on Carnot groups, Indiana Univ. Math. J., 53 (2004), 49-81.
[39] S. D. Pauls, Minimal surfaces in the Heisenberg groups, Geom. Dedicata, 104 (2004), 201231.
[40] S. D. Pauls, H-minimal graphs of low regularity in $\mathbb{H}^{1}$, Comm. Math. Helv., 81 (2006), 337-381
[41] M. Ritoré, Area-Stationary Surfaces and isoperimetric Regions in the Heisenberg Group $\mathbb{H}^{1}$, Lectures notes Fifth School on Analysis and Geometry in Metric Spaces, Levico Terme, 2007.
[42] M. Ritoré, Examples of area- minimizing surfaces in the subriemannian Heisenberg group $\mathbb{H}^{1}$ with low regularity, Preprint, 2008.
[43] M. Ritoré \& C. Rosales, Area-stationary surfaces in the Heisenberg group $\mathbb{H}^{1}$, Preprint 2005.

Roberto Monti: Dipartimento di Matematica Pura ed Applicata, Università di Padova, Via Trieste 63, 35121, Padova - Italy,

E-mail address: monti@math.unipd.it
Francesco Serra Cassano: Dipartimento di Matematica, Università di Trento, Via Sommarive 14, 38050, Povo (Trento) - Italy,

E-mail address: cassano@science.unitn.it
Davide Vittone: Dipartimento di Matematica Pura ed Applicata, Università di Padova, Via Trieste 63, 35121, Padova - Italy

E-mail address: vittone@math.unipd.it


[^0]:    R.M. is supported by MIUR, Italy, GNAMPA of INDAM and University of Padova, Italy. F.S.C. is supported by MIUR, Italy, GNAMPA of INDAM and University of Trento, Italy.
    D.V. is supported by MIUR, Italy, GNAMPA of INDAM and University of Padova, Italy. Part of the work was done while D.V. was a guest at the University of Trento. He wishes to thank the Department of Mathematics for its hospitality.

