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Abstract

We describe the motion of interfaces in a two-dimensional discrete envi-
ronment by coupling the minimizing movements approach by Almgren,
Taylor and Wang and a discrete-to-continuous analysis. We show that
below a critical ratio of the time and space scalings we have no motion of
interfaces (pinning), while above that ratio the discrete motion is approx-
imately described by the crystalline motion by curvature on the contin-
uum described by Almgren and Taylor. The critical regime is much richer,
exhibiting a pinning threshold (small sets move, large sets are pinned),
partial pinning (portions of interfaces may not move), pinning after an
initial motion (possibly to a non-convex limit set), “quantization” of the
interface velocity, and non-uniqueness effects.

1 Introduction

A wide class of lattices energies; i.e., depending on a discrete variable u = {ui}
indexed by the nodes i of a lattice, can be interpreted as interfacial energies.
The simplest of such energies are functionals defined on binary systems, where
ui may only take two values, e.g. the values +1 and −1 (spin systems). Their
prototype is

P (u) =
∑
n.n.

(ui − uj)2, (1.1)

where the sum runs over all nearest neighbors (n.n.) in Zn; i.e., all pairs of
indices i and j in the n-dimensional cubic lattice Zn such that |i− j| = 1. Note
that thanks to the condition u2

i = u2
j = 1 the energy density of P only differs

by an additive constant from the usual ferromagnetic energy density −uiuj for
Ising systems. After identifying a function u with the set E obtained as the
union of all (closed) unit cubes with centers i such that ui = 1, we see that P
can be rewritten as a perimeter functional

P (E) = 4Hn−1(∂E).

We are interested in energy-driven motions deriving from this type of func-
tionals in the framework of the analysis of lattice systems by a continuous vari-
ational approximation (see [1, 2, 3, 4, 13, 11]). The analysis of these motions
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can be interesting in view of their connections to physical phenomena linked
to phase separation and motion of dislocations. The mathematical models for
those phenomena often exhibit a transition in dependence of the time scales,
between a regime where no motion is present (pinning) and another one where
an ‘averaged motion’ is achieved (depinning) (see e.g. [7] for interface growth
models, [16, 28] for reaction-diffusion equations in periodic media, [15, 19] for
pinning for traveling waves, [22] for phase-separating systems, [24] for front solu-
tions in inhomogeneous media, etc.). Our analysis is aimed exactly at studying
the fine behaviour at the transition threshold. From a different standpoint,
since perimeter energies arise in the study of the motion by mean curvature
(see [26, 27, 6, 14, 20]), the same question can be interpreted as the analysis of
discreteness effects on such motions, with obvious implication for their numer-
ical study. A third motivation derives from the study of geometric motions in
inhomogeneous environments (see, e.g., [9, 23, 18, 21]), of which the discrete one
may be considered as a simpler version. Finally, such motions can be compared
with others where the interplay between time and space discretization is crucial
(as in [8, 10, 17]).

Since no motion by ‘gradient flow’ is directly possible in the discrete envi-
ronment (as all u are isolated points), we perform an analysis in a discrete-to-
continuous framework, where we scale the lattice and the energy P by introduc-
ing a small parameter ε. As a result, we have the energies

P ε(u) =
1
4
εn−1

∑
n.n.

(ui − uj)2,

where now u : εZn → {±1}. This functional may again be identified with the
perimeter

P ε(E) = Hn−1(∂E),

with the constraint that E be the union of cubes of side length ε. These energies
Γ-converge, as ε→ 0, to an anisotropic (crystalline) perimeter functional

F(E) =
∫
∂E

‖ν‖1dHn−1,

where ‖ν‖1 =
∑n
k=1 |νk| is the l1-norm of the unit normal ν to ∂E (see [1]).

Note that the geometric constraint on E is lost in the limit and the domain of
F are all sets of finite perimeter in Rn. On the other hand, the anisotropies
of the square lattice reappear in a relaxed form through the anisotropy of the
l1-norm.

A study of the motion driven by the curvature related to the crystalline
perimeter F in the continuous framework has been performed by Almgren and
Taylor in 2D. Their approach follows the one proposed by Almgren, Taylor and
Wang [6] to deal with mean curvature flow, by first introducing a time step
τ = ∆t and constructing a ‘discrete motion’ Eiτ from an initial datum E0 by
successive minimizations

E0
τ = E0, Ei+1

τ ∈ argmin
{
F(A) +

1
τ
D(E,Eiτ )

}
,

where D(E,F ) is a suitably defined ‘distance’ between E and F . The passage to
a continuous motion is then performed by defining Eτ (t) = E

bt/τc
τ (bsc denoting
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the integer part of s) and then letting τ → 0. A crucial step in this process is
the definition of D as

D(E,F ) =
∫
E4F

dist(x, ∂F ) dx

(here dist(x, ∂F ) denotes the usual Euclidean distance of x from ∂F ), which in
a way penalizes large variations of x 7→ dist (x, ∂Eiτ ) for x ∈ ∂Ei+1

τ , thus pro-
viding some necessary symmetry of the motion. The limit motion by crystalline
curvature has been characterized in the two-dimensional case [5], showing in
particular that self-similar motions are all obtained when the initial datum E0

is a rectangle [25]. In this case the rectangles shrink to their common centre
in finite time, the length of their sides L1(t) and L2(t) following the system of
ODE’s

L̇1 = − 4
L2
, L̇2 = − 4

L1
.

In a sense, each side moves inward with velocity v = 2κ, where the curvature κ
of a side is the inverse of its length.

Scope of our work is to show that, still remaining in a two-dimensional
context, we may perform a similar process, coupled with the passage from-
discrete-to-continuous, for our discrete energies P ε in the place of F , that the
resulting continuous motion can be compared with crystalline motion, but with
additional features deriving from the discrete nature of the underlying energies.
It must be remarked that it is not at all a priori clear that the continuous
crystalline motion be related to the discrete one. In fact, if one repeats the
piecewise-discretization reasoning as above for fixed ε, it is easily seen that the
process stops after the first step, the motion is trivial Eτ (t) ≡ E0

ε for t > τ
(where E0

ε is an approximation of the initial datum in the domain of P ε) and
in the limit there is no motion for all (sufficiently regular) initial datum E0

(pinning). By the Γ-limit analysis above, conversely, crystalline motion can be
obtained by letting first ε → 0 and then τ → 0. The ‘critical’ motion will be
obtained by letting both ε and τ tend to zero at the same time. The piecewise-
minimization process can be repeated after choosing ε = ε(τ), and defining

E0
τ = E0, Ei+1

τ ∈ argmin
{
P ε(E) +

1
τ
Dε(E,Eiτ )

}
,

(see the precise formulation in Section 2) and a continuous limit E(t) is then
obtained as above by letting τ → 0 (Theorem 3.1).

With the choice of Dε analogous to D above, we show that E coincides with
crystalline mean curvature motion only when ε << τ , while pinning for all initial
data is obtained when τ << ε. In general the limit motion depends on the ratio
α = τ/ε, which we may assume fixed and not zero. The differences with the
crystalline case can be highlighted by describing some features of the motion
starting from an initial rectangle R0 with sides of length L0

1, L0
2 (see Theorem

3.2):
1) (pinning for large initial data) if L0

1 > 2α and L0
2 > 2α then E(t) ≡ R0;

2) (quantized velocities) if L0
1 < 2α and L0

2 < 2α then E(t) is a rectangle
with sides of length L1(t), L2(t) following the system of ODE’s

L̇1 = − 2
α

⌊2α
L2

⌋
, L̇2 = − 2

α

⌊2α
L1

⌋
.
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Note that the motion is uniquely defined even though the right-hand sides of the
equations are discontinuous, and that the rectangles E(t) are not all homothetic,
even though they shrink to the centre of R0

3) (inhomogeneity of the motion) the resulting motion cannot be obtained
following the Almgren-Taylor-Wang approach from any perimeter functional.
It can instead be regarded as a non-homogeneous crystalline motion, with a
velocity depending on a function of the curvature: if the curvature κ of a side is
identified with the inverse of its length, then the law for the velocity v of that
side is

v = f(κ)κ,

where f(κ) = 1
α

⌊
2ακ

⌋
1
κ (see Fig. 1). Note that f is always less or equal than 2,

the coefficient in the continuous case, which shows how an additional discrete-
ness effect is to slow down the crystalline motion;

-2

0

2

1/2α

f(κ)

κ

Figure 1: the function f of the curvature (compared with the constant 2 obtained
in the continuous case)

4) (partial pinning) if L0
1 > 2α and L0

2 < 2α, then only the shorter side
moves with constant inward velocity v2 = 1

αb2α/L
0
2c until L1(t) = 2α. Note in

particular that this implies that only a weak comparison principle holds: if two
initial data satisfy E0

1 ⊂ E0
2 the corresponding Ei(t) do satisfy E1(t) ⊆ E2(t),

but E0
1 6= E0

2 does not imply that E1(t) ⊂⊂ E2(t) for t > 0;
5) (non-uniqueness) in the cases not covered above we may have non-unique-

ness of the motion. Note that this happens even when the initial datum is a
square with sides of length L0 = 2α, which may stay pinned until an arbitrary
time T after which it follows the unique motion given by (2); i.e., with L̇ =
− 2
αb2α/Lc.

The phenomena described above are a consequence of the discrete nature of
the functionals P ε or, equivalently, of the constraint that the sets Eiτ be the
union of cubes of side length ε(τ). In this way, given that R0 may be thought to
be itself such a set and all minimal Eiτ are rectangles, the absence of pinning is
possible only when it is convenient to ‘shrink’ a side of R0 at least by ε. Plugging
the corresponding test set in the minimization problem above we obtain the
condition L0

i < 2α. The same discretization argument shows that indeed the
rectangle sides must shrink exactly of a multiple of ε; this can be shown to
imply both the discreteness of the velocity, and the non-uniqueness phenomena
corresponding to the case when we have a choice between two multiples of ε by
which the side decreases.
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Additional interesting phenomena arise in the analysis of the motion of more
general initial data. A simple illustration is obtained by taking convex bounded
(and for simplicity, smooth) initial data. In this case the four points with
vertical or horizontal tangent have ‘infinite curvature’, while all other points
are ‘locally pinned’. As a result, we have the immediate nucleation in E(t) of
four segments parallel to the coordinate axes with length Li, which move with
inward velocity vi = 1

αb2α/Lic and satisfy the constraint that their endpoints
lie on the boundary of the initial datum, until their length exceeds 2α or until
two such segments meet (after which the description is a little more complex).
Note that in particular this shows that we may have

6) pinning of sets after an initial motion
(see Examples 3.17 and 3.22). Moreover, the final pinned state may not be a
square or a rectangle. This analysis actually carries over to sets which are not
convex, and in particular shows the possibility of

7) non-convex pinned sets
(see Example 3.12).

The paper is organized as follows. In Section 2 we define all the energies
that we will consider, both as functionals of discrete variables and as continu-
ous energies on spaces of piecewise-constant functions. We then formulate the
discrete-in-time scheme analogous to the Almgren, Taylor and Wang approach.
The remaining long Section 3 contains the proof of the convergence of that
scheme for increasingly general initial data. Section 3.1 deals with the case of a
rectangular initial set, which already contains many important features. Theo-
rem 3.1 highlights the general phenomenon of ‘quantization’ of the speed of the
limit motion, while in Theorem 3.2 the cases when the limit motion is unique
are studied. This uniqueness is obtained by characterizing the motions of the
sides of the rectangle through a system of ODE (with discontinuous entries).
Partial and total pinning regimes are characterized in dependence of the lengths
of the sides of the initial datum. Section 3.2 treats the case of polyrectangular
initial data. The characterization of the corresponding limit motion (Theorem
3.11) is obtained as in [5] by defining a sign of the curvature of a side, but the
proof differs in the use of a new ‘weak comparison principle’ (Proposition 3.8).
Finally, the evolution of more general sets in described in Section 3.3. The gen-
eral result is preceded by a short section in which the case study of a rhombus is
dealt with in detail, showing local pinning of the (non-coordinate) sides. The-
orem 3.20 treats the general case of a crystalline-convex initial datum, showing
how the characterization encountered in the case study can be generalized to
this general class. This is the most technically demanding result of the paper,
whose crucial point is showing the connectedness of the evolution through fine
energy and convexity arguments. The remaining two short sections deal with
the characterization of pinned sets, and with the limit motion in the simpler
regimes when the time scaling differs from the spatial one.

2 Formulation of the problem

In the following we will be concerned with discrete parameters both in space and
time. Following the pioneering approach of Almgren and Taylor for cristalline
energies [5] we want to investigate the limiting behaviour of the flat motions
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associated with interfaces in a discrete lattice, letting both parameters tend to
0 at the same time.

2.0.1 Notation

If A is a Lebesgue-measurable set we denote by |A| its two-dimensional Lebesgue
measure. The symmetric difference of A and B is denoted A4B, their Hausdorff
distance by dH(A,B).

If E is a set of finite perimeter then ∂∗E is its reduced boundary. The inner
normal to E at a point x in ∂∗E is denoted by ν = νE(x) (see, e.g., [12]).

2.1 Perimeter energies on discrete sets

We will treat functionals with underlying lattices εZ2 with vanishing grid size
ε. For a set of indices I ⊂ εZ2 we will consider the energy

Pε(I) = ε#
{

(i, j) ∈ εZ2 : i ∈ I, j 6∈ I, |i− j| = ε
}
. (2.1)

As customary, in order to pass from discrete systems to a continuous for-
mulation, it is convenient to identify sets of indices I ⊂ εZ2 with subsets of R2

(namely, union of cubes), and discrete energies with corresponding continuous
ones. To this end we introduce some notation for the discrete spatial setting.

We denote by Q = [−1/2, 1/2]2 the unit closed coordinate square of centre
0. With fixed space mesh ε > 0 and i ∈ εZ2, we denote by Qε(i) = i + εQ the
closed coordinate square with side length ε centered in i. To a set of indices
I ⊂ εZ2 we associate the set

EI =
⋃
i∈I

Qε(i).

The space of admissible sets related to indices in the two-dimensional square
lattice is then defined by

Dε :=
{
E ⊆ R2 : E = EI for some I ⊆ εZ2

}
.

We note that the value of the energy Pε(I) is the same as the perimeter of the
corresponding set EI ∈ Dε, so that it can be though as a discrete perimeter of
I. With a slight abuse of notation then, we will use the same notation

Pε(EI) = Pε(I) = H1(∂EI). (2.2)

Remark 2.1 (Γ-convergence of discrete perimeter energies). The perimeter
functionals defined above can be extended to the whole space of sets of finite
perimeter in R2 by setting

Pε(E) =

{
H1(∂E) if E ∈ Dε
+∞ otherwise.

The Γ-limit of these energies in this space with respect to the convergence
|Ej4E| → 0 is given by the anisotropic perimeter functional defined as

P(E) =
∫
∂∗E

‖ν‖1 dH1,
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where ν = (ν1, ν2) is the euclidean unit inner normal to ∂∗E, and ‖ν‖1 =
|ν1|+ |ν2| (see e.g. [1]).

Note that the constraint E ∈ Dε is lost in the limit, but the anisotropies of
the underlying lattice reappear in the anisotropy energy density ‖ν‖1.

2.2 A discrete-in-time minimization scheme

We will consider a discrete motion obtained by successive minimization of the
discrete perimeter functionals and an additional distance term.

For I ⊂ εZ2 we define the discrete L∞-distance from ∂I as

dε∞(i, ∂I) =

{
inf{‖i− j‖∞ : j ∈ I} if i 6∈ I
inf{‖i− j‖∞ : j ∈ εZ2 \ I} if i ∈ I,

where ‖z‖∞ = |z1| ∨ |z2|. Note that we have

dε∞(i, ∂I) = d∞(i, ∂EI) +
ε

2
,

where d∞ denotes the usual l∞-distance. This distance can be extended to all
R2 \ ∂EI by setting

dε∞(x, ∂I) = dε∞(i, ∂I) if x ∈ Qε(i).

In the following we will directly work with E ∈ Dε, so that the distance can be
equivalently defined by

dε∞(x, ∂E) = d∞(i, ∂E) +
ε

2
if x ∈ Qε(i).

Note that this is well defined as a measurable function, since its definition
is unique outside the union of the boundaries of the squares Qε (that are a
negligible set).

We now fix a time step τ and introduce a discrete motion with underlying
time step τ obtained by successive minimization. At each time step we will
minimize an energy Fε,τ : Dε ×Dε → R defined as

Fε,τ (E,F ) = Pε(E) +
1
τ

∫
E4F

dε∞(x, ∂F ) dx

(here we use the continuous formulation of the energies as above). Even though
we will find it convenient to use the continuous version of these energies, it
must be kept in mind that they can be equally interpreted as defined on pairs
of subsets of εZ2, on which they have the form

Fε,τ (I,J ) = Pε(I) +
1
τ

∑
i∈I4J

ε2dε∞(i, ∂J )

= Pε(I) +
1
τ

( ∑
i∈I\J

ε2d∞(i,J ) +
∑
i∈J\I

ε2d∞(i, εZ2 \ J )
)
.
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Given an initial set E0,ε we define recursively a sequence Ekε,τ in Dε by
requiring that:

(1) E0
ε,τ = E0,ε;

(2) Ek+1
ε,τ is a minimizer of the functional Fε,τ (·, Ekε,τ ).

The discrete flat flow associated to functionals Fε,τ is thus defined by

Eε,τ (t) = Ebt/τcε,τ .

Assuming that the initial data E0,ε tend, for instance in the Hausdorff sense,
to a (sufficiently regular) set E, we are interested in identifying the motion
described by any converging subsequence of Eε,τ (t) as ε, τ → 0.

It will be shown that the interaction between the two discretization param-
eters, in time and space, plays a relevant role in such a limiting process. More
precisely the limit motion depends strongly on their relative decrease rate to 0.
Indeed if ε << τ then we may first let ε → 0, so that Pε(E) can be directly
substituted by the limit anisotropic perimeter P(E) and 1

τ

∫
E4F d

ε
∞(x, ∂F ) dx

by 1
τ

∫
E4F d∞(x, ∂F ) dx. As a consequence the approximated flat motions tend

to the solution of the continuous ones studied by Almgren and Taylor (see [5]).
On the other hand if ε >> τ then there is no motion and Ekε,τ ≡ E0,ε. Indeed,
for any F 6= E0,ε and for τ small enough we have

1
τ

∫
E0,ε4F

dε∞(x, ∂F ) dx ≥ c ε
τ
> Pε(E0,ε).

In this case the limit motion is the constant state E. An heuristic computation
suggests that the meaningful regime is the intermediate case τ ∼ ε. We will
study in detail this case, the behaviour in the other regimes being immediately
deduced from this analysis.

3 Convergence of the minimization process

3.1 The case of a rectangle

We first treat the case of initial data E0,ε that are coordinate rectangles; i.e.,
rectangles with sides parallel to the coordinate directions, of lengths L0

1,ε, L
0
2,ε,

respectively. Despite its simplicity this case captures all the features of the
motion, and can be fruitfully compared with the continuous crystalline motion.

For the sake of simplicity in the sequel we assume that

τ = αε for some α ∈ (0,+∞),

and, correspondingly, we omit the dependence on τ in the notation of

Ekε = Ekε,τ (= Ekε,αε).

We underline that all the results remains true in the more general case lim
ε→0+

τ
ε =

α with minor changes in the proofs.
The following characterization of any limit motion holds.
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Theorem 3.1 (Quantization of the limit speed). For all ε > 0, let Eε ∈ Dε be
a coordinate rectangle with sides S1,ε, . . . , S4,ε. Assume also that

lim
ε→0+

dH(Eε, E) = 0

for some fixed coordinate rectangle E. Then, up to a subsequence, Eε(t) con-
verges as ε → 0 locally in time to E(t), where E(t) is a coordinate rectangle
with sides Si(t), and such that E(0) = E. Any Si moves inward with velocity
vi(t) solving the following differential inclusions

vi(t)


=

1
α

⌊
2α
Li(t)

⌋
if

2α
Li(t)

6∈ N

∈
[

1
α

(
2α
Li(t)

− 1
)
,

1
α

2α
Li(t)

]
, if

2α
Li(t)

∈ N

(3.1)

where Li(t) := |Si(t)| denotes the length of the side Si(t), until the extinction
time when Li(t) = 0.

Proof. The first remark is that coordinate rectangles evolve into sets of the same
type. This can be checked recursively, by showing that if Ekε is a rectangle and
F is a minimizer for the minimum problem for Fε,τ (·, Ekε ) then F is a coordinate
rectangle.

In order to prove the assertion let F = F1 ∪ . . . ∪ Fm be the decomposi-
tion of F into its connected components. We first remark that each Fi is a
coordinate rectangle contained in Ekε . In fact, if we replace each Fi with the
minimum coordinate rectangle containing Fi∩Ekε , its energy decreases since its
perimeter is not greater than that of Fi and the symmetric difference with Ekε
decreases as well (see Fig. 2). Furthermore, the decrease is strictly positive if
Fi is not contained in Ekε or Fi ∩ Ekε is not a rectangle. Note additionally that

(a) (b) (c)

figure1

Figure 1: (a) initial datum; (b),(c) two possible configurations with equal
perimeter: the one paying less volume term is preferred

limε→0+ dH(Eε, E) = 0 for some fixed coordinate rectangle E. Then, up to
a subsequence, Eε(t) converges as ε → 0 locally in time to E(t), where E(t)
is a coordinate rectangle such that E(0) = E and with sides Si(t). Any Si

moves inward with velocity vi(t) solving the following differential inclusions

vi(t)






=
1

α

⌊
2α

Li(t)

⌋
if

2α

Li(t)
"∈ N

∈

[
1

α

(
2α

Li(t)
− 1

)
,
1

α

2α

Li(t)

]
, if

2α

Li(t)
∈ N

(3.1) inclurect

where we set Li(t) := |Si(t)|.

Proof. The first remark is that coordinate rectangles evolve into sets of the
same type. This can be checked recursively, by showing that if Ek

ε is a
rectangle and F is a minimizer for the minimum problem for Fε,τ (·, Ek

ε )
then F is a coordinate rectangle.

In order to prove the assertion let F = F1 ∪ . . . ∪ Fm be the connected
components of F . Note that, if we replace each Fi with the minimum coordi-
nate rectangle containing Fi ∩Ek

ε , its energy decreases since its perimeter is
not greater than that of Fi and the symmetric difference with Ek

ε decreases
(see Figure

figure1
3.1) as well. In addition the decrease is positive if Fi is not

contained in Ek
ε or Fi ∩ Ek

ε is not a rectangle. Therefore, we can assume
that any connected component Fi of F is a coordinate rectangle contained
in Ek

ε , and dε
∞(Fi, Fj) ≥ ε, for i "= j. As a consequence, denoting by P the
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Figure 2: (a) rectangular initial datum, and two possible configurations: the
one paying less area term (c) is preferred

dε∞(Fi, Fj) ≥ ε, for i 6= j.
We now prove that actually there is only one connected component. To this

end it suffices to prove that each connected component can be translated in
direction of the centre of Ekε without increasing its energy. Consider then the
component F1, and denote by P and P ′ the centers of Ekε and F1 respectively.
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By a symmetry argument, it is not restrictive to suppose that both components
of P ′−P are non negative. Moreover we can suppose that P ′ 6= P , since we have
at most one connected component of F centered in P . Note that this implies
‖P ′−P‖∞ ≥ ε. We consider now the set F ′ obtained by substituting to F1 the
rectangle

F ′1 = F1 − ε sgn(〈P ′ − P, e1〉)e1 − ε sgn(〈P ′ − P, e2〉)e2

Clearly, the perimeter of F ′1 is the same as that of F1, hence the perimeter
part of Fε,τ (F ′, Ekε ) remains unchanged, unless the boundary of F ′1 intersects
the boundary of some other Fj for a positive length (in which case the energy
strictly decreases). We now consider the bulk contribution, and show that it does
not increase. It suffices to consider the case when one of the two components
of P ′ − P is 0, upon applying the reasoning twice. Hence we may reduce to
analyze only the case of horizontal translations. The situation is represented in

P

P’

ε

xx
′

R

L
′

R1R2

x1x1 − 2L
′

R−R 0

figure

Figure 2: (a) the case of an horizontal traslation of step ε

is represented in Figure 2. Taking P as the origin of a reference coordinate
system, we are left with evaluating the difference between the volume terms
on the two ε-stripes R1 and R2 differing one from the other by a traslation of
the vector −2L′e1. With fixed two points x and x′+x−2L′ as in Figure 2 we
claim that dε

∞(x′, ∂Ek
ε ) ≥ dε

∞(x, ∂Ek
ε ). Indeed, the condition 〈P ′−P, e1〉 > 0

gives x1 ≥ L′ and this in turn implies that R + x1 − 2L′ ≥ R − x1. Hence
the assert follows straightforward and we have proved the the competitor
obtained by traslation diminishes the energy value. If 〈P ′ − P, e2〉 > 0 we
can repeat the same reasoning with the translation of −εe2 of F1 − εe1.

If m > 1 then this process, applied to F1 and F2, after a finite number of
steps produces a competitor F ′ where the boundary of two such translated
connected components, say F ′

1 and F ′
2, touch. Then either their boundaries

intersect in a set of positive length, in which case a cancellation gives a lower
contribution of the perimeter, or they intersect in a common corner, in which
case we can further consider the competitor F ′′ obtained by substituting
F ′

1 ∪F ′
2 with the smallest rectangle containing F ′

1 ∪F ′
2, for which the energy

decreases as shown above. In both cases we reach a contradiction to the
minimality of F . Hence, it follows that any minimizer F has only one
connected component, which is a rectangle.

We claim also that this rectangle contains P . On the contrary we may
consider F̂ obtained from F by symmetry with respect to one of the coor-
dinate line passing through P and not to intersecting F . By symmetry we
have that

Pε(F ) = Pε(F̂ ) and
1

τ

∫

F
dε
∞(x, ∂Ek

ε )dx =
1

τ

∫

bF
dε
∞(x, ∂Ek

ε )dx.

By comparing the value of Fε,τ (F,Ek
ε ) with that of Fε,τ (∅, Ek

ε ) we also have

Pε(F ) ≤ 1

τ

∫

F
dε
∞(x, ∂Ek

ε )dx

10

Figure 3: comparison by a horizontal shift of step ε

Fig. 3. Taking P as the origin of a reference coordinate system, we are left with
evaluating the difference between the area terms on the two ε-stripes R1 and
R2 differing one from the other by a translation of the vector −2L′e1. With
fixed two points x and x′ = x − 2L′ as in Fig. 3 we claim that dε∞(x′, ∂Ekε ) ≥
dε∞(x, ∂Ekε ). Indeed, the condition 〈P ′−P, e1〉 > 0 gives x1 ≥ L′ and this in turn
implies that R+x1−2L′ ≥ R−x1. Hence the assertion follows straightforward
and we have proved that the competitor obtained by translation diminishes the
energy value. If 〈P ′ − P, e2〉 > 0 we can repeat the same reasoning with the
shift of −εe2 of F1 − εe1.

If m > 1 then this process, applied to F1 and F2, after a finite number
of steps produces a competitor F ′ where the boundary of two such translated
connected components, say F ′1 and F ′2, touch. Then either their boundaries
intersect in a set of positive length, in which case a cancellation gives a lower
contribution of the perimeter, or they intersect in a common corner, in which
case we can further consider the competitor F ′′ obtained by substituting F ′1∪F ′2
with the smallest rectangle containing F ′1 ∪ F ′2, for which the energy decreases
as shown above. In both cases we reach a contradiction to the minimality of
F . Hence, it follows that any minimizer F has only one connected component,
which is a rectangle.

We claim also that this rectangle contains P . On the contrary we may
consider F̂ obtained from F by reflection at one of the coordinate line passing

10



through P and not intersecting F . By symmetry we have that

Pε(F ) = Pε(F̂ ) and
1
τ

∫
F

dε∞(x, ∂Ekε )dx =
1
τ

∫
bF d

ε
∞(x, ∂Ekε )dx.

By comparing the value of Fε,τ (F,Ekε ) with that of Fε,τ (∅, Ekε ) we also have

Pε(F ) ≤ 1
τ

∫
F

dε∞(x, ∂Ekε )dx

and this implies that

Fε,τ (F ∪ F̂ , Ekε ) = Fε,τ (F,Ekε ) + Pε(F )− 1
τ

∫
bF d

ε
∞(x, ∂Ekε )dx ≤ Fε,τ (F,Ekε ).

Hence F ∪ F̂ is also a minimizer, thus contradicting the connectedness of min-
imizers proved above. Thus, the recursive minimum process can be performed
on coordinate rectangles containing P .

We now can proceed in explicitly computing the minimizer E1
ε . Indeed, set

Li,ε := |Si,ε| and let εNi be the distance of the side Si,ε from Si. We can write
the functional Fε,τ (F,Eε) in terms of the integer distances N1, . . . , N4 from the
relative sides, we get that N1,ε, . . . , N4,ε are minimizers of the function

f(N1, . . . , N4) = −2 ε
4∑
i=1

Ni +
ε

α

4∑
i=1

Ni∑
k=1

k Li,ε −
ε2

α
eε (3.2)

= ε

4∑
i=1

(
−2Ni +

1
α

Ni(Ni + 1)
2

Li,ε

)
− ε2

α
eε ,

where 0 ≤ eε ≤ C max(N1, . . . , N4)3. In the computation above we have sub-
divided the rectangle between Si,ε and Si in N1 strips indexed by k, for each
of which the discrete distance is kε; the last term is due to the contribution of
the bulk term close to the corners of the rectangle F , where two neighboring
rectangles between Si,ε and Si intersect, and is negligible as ε→ 0 (see Fig. 4).

N1 columns

k-th column

asymptotically negligible sets

S1

Figure 4: computation of the time-step minimization
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The minimizer N1,ε, . . . , N4,ε are identified by the inequalities

f(. . . , Ni,ε, . . .) ≤ f(. . . , Ni,ε ± 1, . . .) .

A straightforward computation shows that Ni,ε is equal to b2α/Li,εc except
for the “singular” case in which 2α/Li,ε lies in an small neighbourhood of the
integers, infinitesimal as ε→ 0. In this last case there exists a threshold, varying
with ε, for which both an integer N and the subsequent N + 1 are minimizers.
More precisely there exists a constant C̄ = C(L1, . . . , L4) with

0 ≤ C(L1, . . . , L4) ≤ Cα3

min(L1, . . . , L4)4
.

such that

Ni,ε =
⌊

2α
Li,ε

⌋
if dist

( 2α
Li,ε

,N
)
≥ C̄ε, (3.3)

while close to the singular behaviour we only infer that

Ni,ε ∈
{⌊

2α
Li,ε

⌋
,

⌊
2α
Li,ε

⌋
+ 1
}

if
⌊

2α
Li,ε

⌋
+ 1− 2α

Li,ε
< C̄ε ,

Ni,ε ∈
{⌊

2α
Li,ε

⌋
− 1,

⌊
2α
Li,ε

⌋}
if

2α
Li,ε
−
⌊

2α
Li,ε

⌋
< C̄ε .

(3.4)

Scaling back these relations, we infer that the side Si,ε moves inward of a
distance Ni,ε ε, with the value of Ni,ε estimated in terms of the quantity 2α/Li,ε
as above.

We can iterate this process constructing recursively for i = 1, . . . , 4 two
sequences Lki,ε, N

k
i,ε such that

Lk+1
i,ε = Lki,ε −Nk

i−1,εε−Nk
i+1,εε,

with initial conditions N0
i,ε = Ni,ε and L0

i,ε = Li,ε. Nk
i,ε is a minimizer obtained

by the same minimization procedure as above with Lki,ε in place of Li,ε. For
each 1 ≤ i ≤ 4, we then define Li,ε(t) as the linear interpolation in [kτ, (k+ 1)τ ]
of the values Lki,ε.

Note that we have

Lk+1
i,ε − Lki,ε

τ
= − 1

α
(Nk

i−1,ε +Nk
i+1,ε)

so that Li,ε(t) is a decreasing continuous function of t and the sequence is
uniformly Lipschitz continuous on all intervals [0, T ] such that Li,ε(T ) ≥ c > 0.
Hence it converges (up to a subsequence) as ε→ 0 to a function Li(t), which is
also decreasing. It follows that Eε(t) converges as ε → 0, up to a subsequence
and in the Hausdorff sense, to a limit rectangle E(t), for all t ≥ 0.

It remains to justify rigorously formula (3.1) for the side velocities. For the
sake of clarity in the computation we prefer to introduce the piecewise-constant
interpolations of the values Lki,ε, N

k
i,ε. Thus for t ≥ 0 let Lτi (t) = L

bt/τc
i,ε and

Nτ
i (t) = N

bt/τc
i,ε . We have that Lτi (t) → Li(t) locally uniformly as τ → 0 and,

by continuity, Nτ
i (t)→ vi(t) defined in (3.1) as τ → 0.

12



By construction we also have

Lτi (t+ τ) = L0
i −

1
α

bt/τc∑
k=0

τ(Nτ
i−1(kτ) +Nτ

i+1(kτ))

= L0
i −

1
α

bt/τc∑
k=0

τ(vi−1(kτ) + vi+1(kτ)) + ω(τ),

being ω(τ) an error infinitesimal as τ → 0, where the second equality has been
obtained using the convergence of Nτ

i to vi. Letting τ → 0 we infer that

Li(t) = L0
i −

1
α

∫ t

0

(vi−1(s) + vi+1(s)) ds,

that is equivalent to (3.1) rephrased through the relation L̇i(t) = −(vi−1(t) +
vi+1(t)).

Theorem 3.2 (Unique limit motions). Let Eε, E be as in the statement of
Theorem 3.1. Assume in addition that the lengths L0

1, L
0
2 of the sides of the

initial set E satisfy one of the three following conditions (we assume that L0
1 ≤

L0
2):

a) L0
1, L

0
2 > 2α (total pinning);

b) L0
1 < 2α and L0

2 ≤ 2α (vanishing in finite time with shrinking velocity
larger than 1/α);

c) L0
1 < 2α and 2α/L0

1 6∈ N, and L0
2 > 2α (partial pinning);

then Eε(t) converges locally in time to E(t) as ε→ 0, where E(t) is the unique
rectangle with sides of lengths L1(t) and L2(t) which solve the following system
of ordinary differential equations

L̇1(t) = − 2
α

⌊
2α
L2(t)

⌋

L̇2(t) = − 2
α

⌊
2α
L1(t)

⌋ (3.5)

for a.e. t, with initial conditions L1(0) = L0
1 and L2(0) = L0

2.

Proof. In case a) the statement follows by Thorem 3.1 noticing that we have
v1(t) = v2(t) = 0 for all t ≥ 0, which is equivalent to L̇1 = L̇2 = 0.

In case b), note that the side length L2 decreases, with a strictly negative
derivative, until it vanishes. The derivative of L2, is (minus) twice the velocity
v1 of the side of length L1. In particular L̇2(t) ≤ −2/α, since v1(t) ≥ 1/α
by (3.1), so that 2α/L2(t) ∈ N only for a countable number of times t. We
can apply the same argument to L1(t) for all t > 0, and get 2α/L1(t) 6∈ N for
a.e. t. Finally, (3.5) follows straightforwardly from the first equality in (3.1).
The uniqueness of the solution of (3.5) is not consequence of the standard ODE
uniqueness arguments when 2α/Li(t) ∈ N. Thanks to the fact that L̇i is strictly
negative, this inclusion occurs only for a discrete set of times I. Thus one can
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argue separately in each subinterval outside I, where uniqueness holds, and use
the fact that the value of Li on I is uniquely determined.

In case c), again by (3.1) we infer that the side length L2 is strictly decreasing
until it vanishes, while we have L1(t) = L0

1 on the interval [0, T0] characterized
by L2(T0) = 2α. From this, again by (3.1), we deduce that the derivative of L2

is constant in [0, T0] and

L̇2(t) = − 2
α

⌊
2α
L0

1

⌋
Hence, at time T0 we are in the case b), and we can refer to the previous
reasoning.

Remark 3.3. We point out that (3.1) still holds, with essentially the same
proof, if we substitute d∞ with an equivalent discrete distance.

Under some additional assumptions on the initial side lengths of E0,ε we
may refine the previous result.

Remark 3.4. Condition a) gives the ‘pinning threshold’, above which we have
no motion, as a condition on the limit initial datum E. A slightly more accurate
estimate allows to state the condition on the initial sets Eε, giving that the
same pinning phenomenon occurs if both L0

i,ε > 2α + Cε for some explicitly
computable C. A similar remark applies for condition b).

3.1.1 Singular initial data

In the cases analyzed in Theorem 3.2 the possible singularities in the limit
motions are avoided since either we do not have any motion at all, or the singular
points where 2α/Li is integer, so that the velocity of the sides is not uniquely
defined, are isolated and hence negligible. It remains then to analize the cases
when neither case a) nor b) are satisfied. For the sake of simplicity we assume
L0

1 ≤ L0
2, and we distinguish two cases:

1. L0
1 = L0

2 = 2α (nonuniqueness). In this case we can characterize the
possible limit motions as follows.

For every T ∈ [0,+∞], up to appropriately choosing the initial data Eε
and the discrete motions Eiε, we have v1(t) = v2(t) = 0 for all t ∈ [0, T ],
and v1(t) = v2(t) > 0 for t > T (assuming T < +∞) until the extinction
time, as in case b) of Theorem 3.2. In particular, the initial square does
not move for t ∈ [0, T ], and shrinks homothetically to its centre for t > T .

2. L0
1 = 2α/N , with N ∈ N and L0

2 > 2α (partial pinning).

Also in this case we lose uniqueness and moreover the limit motion E(t)
may not maintain the same center even if all the initial data Eε0 have the
same center. More precisely, there exists T ∈ (0,+∞] such that v2(t) =
v4(t) = 0 for all t ∈ [0, T ], and L2(T ) = 2α (assuming T < +∞). If N = 1;
i.e., L0

1 = 2α, from time T on we are back to case 1 above. If N > 1 then
T is always finite, and we can reason as in the case c) in Theorem 3.2,
obtaining a unique motion from that time. We point out that in the
time interval [0, T ), thanks to the non-uniqueness of the minimizers Eiε,
for the sides S1(t), S3(t) we may obtain all velocities satisfying the bounds
vi(t) ∈ (1/α)[N−1, N ], i ∈ {1, 3}. In particular, we can have v1(t) 6= v3(t)
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for a set of positive measure in [0, T ), so that the center of the evolving
rectangle E(t) may move in the time interval [0, T ].

Remark 3.5. Note that in the singular cases described above the motion does
depend on the choice of the ‘microscopic’ initial data E0,ε.

3.2 The case of a polyrectangle

In this section we extend the results obtained in the previous section for coor-
dinate rectangles to the case in which the limit initial set is a polyrectangle.

We first introduce the definition of polyrectangle, and we assign a curvature
sign on each side (this is quite standard see for instance [5]).

Definition 3.6. We say that E is a (coordinate) polyrectangle if ∂E is locally
a Lipschitz graph, and consists of a finite union of segments ( sides) which are
parallel to (one of) the coordinate axes.

For any polyrectangle E we assign to each sides Si an integer number δi (the
sign of the curvature of Si) as follows (see Figure 5): δi = 1 (resp. δi = −1)
if there exists r > 0 such that E ∩ (Si + Br) (resp. (R2 \ E) ∩ (Si + Br)) is a
convex set, we set δi = 0 if none of the two conditions holds.

Figure 5: Sides of a polyrectangle with different curvature signs

The first result of the section is a weak comparison principle for the limit
motions. Due to the lack of uniqueness of minimizers in the discrete minimiza-
tion scheme it is clear that a standard comparison principle cannot hold. The
following remark justifies the selection of an evolution with minimal area.

Remark 3.7. Let F,G be two minimizers of Fε,τ (·, E), then F ∪G and F ∩G
are also minimizers. Indeed it suffices to notice that Pε(F ) + Pε(G) ≥ Pε(F ∪
G) + Pε(F ∩G) and

1
τ

∫
E4(F∩G)

dε∞(x, ∂E)dx+
1
τ

∫
E4(F∪G)

dε∞(x, ∂E)dx

=
1
τ

∫
E4F

dε∞(x, ∂E)dx+
1
τ

∫
E4G

dε∞(x, ∂E)dx.

From which we deduce Fε,τ (F∩G,E)+Fε,τ (F∪G,E) ≤ Fε,τ (F,E)+Fε,τ (G,E) =
2 minFε,τ (·, E). As a consequence, the largest (respectively the smallest) min-
imizer with respect to inclusion is well defined.
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We can now state a weak comparison principle for our motion both in the
discrete and the limit case.

Proposition 3.8 (discrete weak comparison principle). Let ε > 0 and let
Rε,Kε ∈ Dε be such that Rε ⊆ Kε and Rε is a coordinate rectangle. Let Kk

ε be
a motion from Kε constructed by successive minimizations. Then, Rkε ⊆ Kk

ε for
all k ≥ 1, where Rkε is a motion from Rε constructed by successively choosing a
minimizer of Fε,τ (·, Rk−1

ε ) having smallest measure.

Proof. As usual it is enough to prove the statement for k = 1. We claim that

Fε,τ (K1
ε ∪R1

ε,Kε) ≤ Fε,τ (K1
ε ,Kε).

Since R1
ε is a minimizer for Fε,τ (·, Rε), we have

Fε,τ (K1
ε ∩R1

ε, Rε)−Fε,τ (R1
ε, Rε)

= Pε(K1
ε , R

1
ε)−H1((∂R1

ε) \K1
ε ) +

1
τ

∫
R1
ε\K1

ε

dε∞(x, ∂Rε)dx ≥ 0,

where Pε(A,B) denotes the relative perimeter of A in B. Moreover taking into
account that R1

ε is a minimizer with minimal measure, the equality holds if and
only if K1

ε ∩ R1
ε = R1

ε. Note also that for x ∈ Rε dε∞(x, ∂Rε) ≤ dε∞(x, ∂Kε),
which implies that

Fε,τ (K1
ε ,Kε)−Fε,τ (K1

ε ∪R1
ε,Kε)

= Pε(K1
ε , R

1
ε)−H1((∂R1

ε) \K1
ε ) +

1
τ

∫
R1
ε\K1

ε

dε∞(x, ∂Kε)dx

≥ Fε,τ (K1
ε ∩R1

ε, Rε)−Fε,τ (R1
ε, Rε) ≥ 0

as desired.

Remark 3.9. Notice that the set R2 \Kk
ε is the k-step evolution of the com-

plementary R2 \ Kk
ε of Kε. As a consequence, if we have Rε ⊆ R2 \ Kε from

Proposition 3.8 it follows Rkε ⊆ R2 \Kk
ε , for all k ≥ 1.

Corollary 3.10 (continuous weak comparison principle). Let K ⊆ R2 be fixed
and let R be a coordinate rectangle included in the interior part of K. For any
ε > 0 let Kε ∈ Dε be such that Kε(t) converges to a limit motion K(t) with
K(0) = K. Then, for any t ≥ 0 K(t) ⊇ R(t), where R(t) is the limit motion
associated to any sequence Rε of coordinate rectangles such that dH(Rε, R)→ 0,
Rε ⊆ R and Rkε is obtained inductively by choosing the minimizer with smallest
measure.

Theorem 3.11 (motion of polyrectangles). Let E be a connected bounded
polyrectangle with sides S1, . . . , SN . For ε > 0 let Eε ∈ Dε be connected polyrect-
angles, with sides S1,ε, . . . , SN,ε, such that limε→0 dH(Eε, E) = 0. Then, there
exists T > 0 such that Eε(t) converges, (up to a subsequence) as ε → 0, in the
Hausdorff topology and locally uniformly on [0, T ), to a polyrectangle E(t), with
E(0) = E. Moreover, the sides Si(t) of E(t), 1 ≤ i ≤ N , move with velocity
vi(t) solving the following differential inclusions

vi(t)


=
δi
α

⌊
2α
Li(t)

⌋
if

2α
Li(t)

6∈ N

∈
[
δi
α

(
2α
Li(t)

− 1
)
,
δi
α

2α
Li(t)

]
if

2α
Li(t)

∈ N ,

(3.6)
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where Li(t) = |Si(t)|, as before. As a consequence, if we further assume that
2α/L0

i 6∈ N for all 1 ≤ i ≤ N , the lengths Li(t) solve the following system of
ODEs

L̇i(t) = −
(
δi−1

α

⌊
2α

Li−1(t)

⌋
+
δi+1

α

⌊
2α

Li+1(t)

⌋)
. (3.7)

The time T > 0 can be chosen as the first time for which limt→T Li(t) = 0, for
some i ∈ {1, . . . , N}.

Proof. We start by proving that each Ekε remains connected. As usual it is
enough to prove the result for k = 1. To do this we first need an estimate on the
area of the “small components” of E1

ε that we obtain by using the comparison
principle. Let ` > 0 be the maximum number such that for each point x ∈ E
there exists y ∈ R2 such that x ∈ (y + Q`) ⊆ E, where QL = [−`/2, `/2] ×
[−`/2, `/2] and the same property holds for x 6∈ E. Up to choosing a small ` we
may assume that the property holds also for any Eε. By applying Proposition
3.8 and Remark 3.9 to the union of cubes contained in each Eε, and to those
outside Eε, respectively, and taking into account (3.3) it follows that

dH(∂E1
ε , ∂Eε) ≤

(
2α
`

+ 1
)
ε. (3.8)

Assume by contradiction that E1
ε is not connected and decompose E1

ε = E1
0,ε ∪

∪Ni=1E
1
i,ε with E1

0,ε the component containing all the points of Eε having distance
more than C ′ε from ∂Eε for a suitable C ′ < 2α/`+ 1. Therefore for a suitable
constant C ′′ we have

dε∞(x, ∂Eε) ≤ C ′′ε for all x ∈ E1
i,ε and i ≥ 0. (3.9)

By using the isoperimetric inequality, for ε small enough we infer

1
τ

∫
E1
i,ε

dε∞(x, ∂Eε)dx ≤ (C ′′/α)|E1
i,ε| < Ciso

√
|E1
i,ε| ≤ Pε(E1

i,ε),

with Ciso being the constant of the isoperimetric inequality. Thus, we get a
contradiction since we can decrease (strictly) the energy by considering the set
E′ = E1

0,ε as a competitor.
The rest of the proof closely follows the arguments in [5] so we only give

a sketch of it. We preliminary note that it is not restrictive to assume that
for any ε > 0 the curvature signs of the sides Si,ε coincide with those of the
initial polyrectangle E. The first claim is that the sides of E1

ε are obtained by
those of Eε by moving each side Si,ε in direction parallel to the inner normal
to the side itself with coefficient δi, of distance at most Cε of the sides of Eε.
Roughly speaking we claim that sides with curvature 0 does not move (even if
their lenghts may decrease), sides with positive curvature moves inwards, while
the opposite happens for sides with negative curvature. Once the claim is es-
tablished we infer that at each iteration the number of sides remains unchanged
and it remains to compute the modulus of the velocity of each side. This will be
done performing a computation similar to the one in the proof of Theorem 3.1.

We are left with proving the claim. Since the boundary of E1
ε satisfies (3.9)

we will reason locally and prove that in a neighbourhood of each side Si this
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set consists of a segment parallel to Si plus two orthogonal segments. We first
deal with the case δi = 1. Let U iε be the C ′′ε-neighbourhood of Si as shown in
Fig. 6. We can assume that E1

ε ∩ U iε ⊆ Eε otherwise we can replace E1
ε with

E1
ε \ (U iε \ Eε) strictly decreasing the energy. Assume a coordinate system to

be fixed as shown in Fig. 6 and let P1, P2, P3 be three points in ∂E1
ε such that

P1 has maximum y-coordinate, while P2 and P3 are chosen in order to have x-
coordinate minimum and maximum, respectively, and maximum y-coordinate.
Let also r̂ be the horizontal line passing through P1 (see Fig. 6 (a)). We now
construct another competitor E′′ whose boundary differs from that of E1

ε by
substituting the curve having P2 and P3 as endpoints and lying in U iε with the
two vertical segments connecting P2 and P3 with r̂ plus the related horizontal
segment (see Fig. 6 (b)). It is easily checked that in case E′′ differs from E1

ε the
functional value strictly improves, contradicting the minimality of E1

ε . Hence
the boundary of E1

ε must coincide with that of E′′ and the claim is proved.
Analogously one may deal with the remaining cases.

Figure 6: A competitor and its improved version

Finally, let S1
i,ε be the side of E1

ε corresponding to Si,ε and let δiNi,ε be its
distance from Si,ε. The values of Ni,ε can be obtained performing a computation
analogous to the one in the proof of Theorem 3.1, locally for each side. The
thesis now follows passing to the limit as in Theorems 3.1 and repeating the
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reasoning in 3.2 for the uniqueness of the limit motion.

Figure 7: non-convex pinned sets

The next example shows the existence of polyrectangular sets without con-
vexity properties that are fixed points for our motion (namely, they are pinned).
This highlights a difference with the standard crystalline motion where, as for
the case of isotropic curvature flow, initial connected sets become convex in
finite time (and then shrink to a point).

Example 3.12 (polyrectangular (non-convex) pinned sets). Consider the initial
set

E = ([−R1, R1]× [−R2, R2]) ∪ ([−R2, R2]× [−R1, R1]),

where α < R1 < R2 (the set on the left in Fig. 7). Then the sides Si of E either
have curvature of sign 0, or length larger than 2α so that L̇i = 0 in the previous
theorem, and E(t) = E for all times.

Another example is the set on the right in Fig. 7. Note that this set is
not even geodesically convex with respect to the distance related to the l1-norm
(i.e., not all pairs of points are connected by a minimal path with respect to
that distance), while the first one is.

Example 3.13 (pinning after an initial motion). Consider as initial set a square
of side length larger than 2α from which a small square has been removed (see
Fig. 8). Then the larger boundary stays pinned while the inner square shrinks

L>2α

Figure 8: pinning after an initial motion

to a point after a finite time. After that time the motion is constant (equal to
the larger square).
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3.3 Evolution of more general sets

While the study of the motion of rectangular and polyrectangular sets already
contains the main technical features of more general motions, some phenomena
can be highlighted only by considering a larger class of sets.

3.3.1 A case study

We begin this section with a case study, when the initial set is a rhombus (more
precisely, a coordinate square rotated by 45 degrees). From the proof it will
be clear that the same characterization of the motion holds for initial sets that
are convex and symmetric with respect to both axes. In the next section we
will then show how the same conclusions can be drawn for more general convex
initial sets.

We consider the (limit) initial set

E = {(x, y) : |x|+ |y| ≤ R0};

i.e., the square with diagonals the segments on the coordinate axes centered in
0 and of length 2R0. The initial sets for the discrete motions are

Eε =
⋃
{Qε(i) : Qε(i) ⊂ E}.

Example 3.14 (a first characterization of the limit motion). As for the case
of rectangular sets we can show that the successive minimization process from
Eε gives sets Ekε which are connected, and furthermore they coincide with the
intersection of a coordinate rectangle and Eε.

The second statement follows by induction assuming that Ekε = Rk ∩ Eε
for some rectangle Rk (this clearly holds for E0

ε = E0). We can define Rk

as the minimal such rectangle. First note that Ek+1
ε ⊂ Ekε , otherwise we get

a contradiction to the minimality by considering Ek+1
ε ∩ Ekε in its place, as

for the case of rectangles. Let F be a connected component of Ek+1
ε then we

can consider the minimal coordinate rectangle R containing F . Note that the
perimeter of R is not greater than that of F , and equal to that of R ∩ Eε.
Moreover, since F ⊂ Ekε = Rk ∩ Eε, then R ⊂ Rk and R ∩ Eε = R ∩ Ekε . We
can conclude then that F = R ∩Ekε , otherwise we could replace it with R ∩Ekε
and strictly decrease the energy.

The reasoning above shows that each connected component of Ek+1
ε is the

intersection of a rectangle with Eε. The induction argument is then completed if
we show that we indeed have only one connected component. To this end we can
repeat the same shift argument as for rectangular sets. In fact, if F = R ∩ Ekε
is a connected component not containing 0 and P is its center, we can assume
〈P, ei〉 > 0 and consider the set

G =
(
(Ek+1

ε \ F ) ∪ (R− εei)
)
∩ Ekε

in which we substitute (R− εei) ∩ Ekε to F (see Fig. 9).
As for the case of rectangles, G does not increase the energy and results in a

translation of a connected component towards the centre. If Ek+1
ε is composed of

more than one connected component then this process, applied a finite number
of steps produces a competitor which strictly decreases the energy, contradicting
its minimality.
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,

Figure 9: translation argument for a rhombus

Remark 3.15 (partial pinning of the boundary). As a first interesting remark
we note that, since the motion of the sets is continuous in the L1 norm, if a
limit motion exists then by the characterization above is of the form

E(t) = R(t) ∩ E,

with R(t) a family of rectangles with R(0) = [−R0, R0]2 continuously varying
with t. This shows that the motion proceeds at the start only as the motion
of four sides with normal coordinate vectors which move inwards from the cor-
ners of the rhombus. The original sides of the rhombus do not move inwards
(pinning), but decrease in length due to the motion of the other four sides.

Note that, for ε > 0 fixed, we can consider the datum Eε as a polyrectangle.
For such Eε the sides of the rhombus correspond to sides with curvature of zero
sign, except for the endpoints, so that this pinning phenomenon is coherent with
the study in the previous section.

Remark 3.16 (total pinning after an initial motion). By Proposition 3.8 we
can compare the motion E(t) with the motion of each cube contained in E. In
particular, if the side R0 is large enough, we will have cubes contained in E for
which the motion is trivial. Hence the set E(t) will contain the union C0 of all
such cubes for all times. The motion is then pinned by this set. Note that this
set is not a polyrectangle (see Fig. 10).

We can now explicitly characterize the motion of the rhombus in dependence
of its initial side length.

Example 3.17. We first note that the overall motion is completely character-
ized by the motion of the four sides with normal a coordinate vector. Moreover,
due to the pinning of the other sides, this motion is completely localized. We
additionally remark that for the discrete motion the sides originated from the
corner points do move (for the results on the motion of polyrectangles in the
previous section). Let L(t) be the length of one of such sides (we will see that
all the sides will have equal length at a time t). In this case we can repeat the
same computation as for the case of a rectangle (to avoid infinite velocity it
suffices to characterize this motion with initial length L0 for L0 > 0 arbitrary
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small and then let L0 → 0). If s(t) is the distance of the side from the origin,
this gives

ṡ(t) = − 1
α

⌊
2α
L(t)

⌋
with the constraint that the endpoints of the side lie on the original sides of
the rhombus. Note that the set where the right-hand side is a strictly positive
integer are negligible. This characterization is valid until either the sides meet,
or the velocity is 0; i.e., L(t) = 2α. Before the sides meet we have the relation
s(t) + L(t)

2 = R0, from which L̇ = −2ṡ(t), so that we obtain

L̇(t) =
2
α

⌊
2α
L(t)

⌋
, with initial datum L(0) = 0. (3.10)

We then have the following three cases (pictured in Fig. 10).
1) (final pinning of a large rhombus). If R0 >

√
2α then the sides move

inward with their length non-decreasing and obeying the law given by (3.10) for
all times. In particular if T0 is the first time when L(T0) = 2α then for t ≥ T0

the set E(t) is the octagon with the four sides with normal a coordinate vector
of length 2α. This set can be seen as the union of all cubes of side length larger
than 2α contained in E as noticed in Remark 3.16;

,

Figure 10: motion of a small and a large rhombus

2) (final extinction of a small rhombus). If R0 <
√

2α then the side length
follows the law given by (3.10) until the first time T1 when L(T1) =

√
2R0. At

this time the motion becomes that of a square of initial side length
√

2R0 < 2α,
already described, which shrinks to 0 in finite time;

3) (non-uniqueness). If R0 =
√

2α then at the time T1 the side length of
the limit square is exactly 2α, for which, according to the initial data Eε, we
can have a motion as described in points 1) and 2) above, or we can have E(t)
constant on an interval [T1, T2] before shrinking to 0 according to point 2).

Remark 3.18 (symmetric convex sets). Note that the reasonings above apply
to any convex set which is symmetric with respect to both coordinate axes, and
the motion of its sides can be explicitly characterized. We point out that, in
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this case, if the evolving set is not pinned then it becomes rectangular in finite
time, and the symmetry may be lost in the subsequent evolution (see Fig. 11) if
the rectangular motion falls in the case of non-uniqueness highlighted in Section
3.1.1.

Figure 9: nonsymmetric evolution of a symmetric initial setexarect

3.3.2 The convex case

In this section we extend the previous results to a larger class of convex initial
sets, where we may apply the translation arguments exemplified in the case
of a rhombus leading to the proof of the connectedness of the evolution, and
then to its characterization as being the intersection of a rectangle and the
initial set for all times. This class will comprise all convex smooth sets. We
remark that the arguments below may be generalized to a larger class of
sets in the spirit of the extension from rectangular to polyrectangular initial
data. However, we leave that (rather complex to state) generalization to
the interested reader, as it seems not to bring more information about the
nature of the motion.

We first introduce a suitable subclass of convex sets.

Definition 3.17. Let C be a convex set with non-empty interior, and for
all x ∈ ∂C, define N(x) as the blow-up cone of C at x

N(x) =
⋃

t≥0

t (C − x) .
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Figure 11: non-symmetric evolution of a symmetric initial set

3.3.2 The convex case

In this section we extend the previous results to a larger class of convex initial
sets, where we may apply the translation arguments exemplified in the case of
a rhombus leading to the proof of the connectedness of the evolution, and then
to its characterization as being the intersection of a rectangle and the initial set
for all times. This class will comprise all convex smooth sets. We remark that
the arguments below may be generalized to a larger class of sets in the spirit
of the extension from rectangular to polyrectangular initial data. However, we
leave that (rather complex to state) generalization to the interested reader, as
it seems not to bring more information about the nature of the motion.

We first introduce a suitable subclass of convex sets.

Definition 3.19. Let C be a convex set with non-empty interior, and for all
x ∈ ∂C, define N(x) as the blow-up cone of C at x

N(x) =
⋃
t≥0

t (C − x) .

We say that C is a crystalline convex set if for all x ∈ ∂C the following condition
holds:

(*) either int(N(x)) contains one of the four coordinate vectors ±ei, i ∈ {1, 2},
or ∂C contains a horizontal or a vertical segment having x as extremal
point.

We point out that (∗) is a technical assumption needed to prove the con-
nectedness of the discretized evolution of C, using a translation argument as in
the proof of Theorem 3.1. In particular, condition (∗) allows us to move in the
horizontal or vertical direction small connected components of the minimizing
set, which are close to any boundary point x. Examples of sets not satisfying
condition (∗) are schematically drawn in Fig. 12: the set on the right-hand side
is a rhombus for which the angles at the ‘upper’ and ‘lower’ vertices are strictly
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contained in a coordinate quadrant, while the boundary of the set on the left-
hand side is composed by two circular arcs, whose tangents are parallel to the
coordinate axes at the two endpoints.

Figure 12: non crystalline-convex sets

Theorem 3.20. Let C be a compact crystalline convex set. For ε > 0, let Cε =
∪i{Qε(i) : Qε(i) ⊂ C}. Then, there exists T > 0 such that Cε(t) converges, (up
to a subsequence) as ε→ 0, in the Hausdorff topology and locally uniformly on
[0, T ), to a crystalline convex set C(t), with C(0) = C, and such that

C(t) =
⋂
{C ∩R : R coordinate rectangle, and C(t) ⊆ R} (3.11)

for all t ≥ 0.

Proof. The idea of the proof follows the same lines of the proofs of Theorems 3.1
and 3.11. The main difference is that in this general case the Hausdorff distance
between the initial (discretized) set Cε and the minimizer at first step C1

ε cannot
be estimated as in (3.8) and (3.9) since we cannot choose ` independent of ε.
As a consequence we cannot repeat the procedure of the proof of Theorem
3.11 to infer the connectedness of the minimizer C1

ε . Nevertheless we adapt
that technique by choosing `ε in place of ` of the type εγ for 0 < γ < 1 (an
heuristic consideration suggests γ ∼ 1/2). The main drawback is that the
union of such interior cubes does not cover satisfactorily the set C1

ε . More
precisely, by convexity, an area of order ε2γ can concentrate in a neighbourhood
of the (at most) four points with possibly infinite curvature. We overcome this
difficulty by a careful choice of γ so that in the end we can decompose C1

ε in
a bigger connected component containing the evolution of the union of cubes
(see (3.12)) and a remaining part with infinitesimal area (see (3.13)). This in
turn estimates the diameter of any connected component outside the union of
the (evolved) cubes. Once the bound on the diameter is established the rest of
the proof takes advantage of the translation procedure introduced in the proof
of Theorem 3.1 and here the technical request (∗) plays also a role.

We divide the proof into two parts: the first one is devoted to prove the
connectedness of each discrete evolution Ckε at each step k. In the last part we
establish the analogue of (3.11) for the discrete evolutions Ckε .

By reasoning inductively it suffices to treat the case k = 1.
Step 1. C1

ε is a connected subset of Cε.
We first notice that C1

ε ⊆ Cε. Indeed it is enough to consider the set C1
ε ∩Cε:

the area clearly decreases and the same holds for the perimeter thanks to the
fact that Cε is the discretization of a convex set (in particular any external
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curve made by vertical and horizontal segments connecting two points of ∂Cε
has length not smaller than the one determined by the path along ∂Cε).

Fix now γ ∈ (1/3, 1/2). Note preliminarily that by (3.3) we can estimate
that the side length of the cube Q1

εγ obtained by the minimization process from
Qεγ is larger than εγ − C̃ε1−γ for a suitable C̃ depending only on the initial
set C. We then apply Proposition 3.8 to the union of cubes of type x + Qεγ

contained in Cε and get that

C̃ε :=
⋃

x+Qεγ⊂Cε

(x+Qεγ−C̃ε1−γ ) ⊆
⋃

x+Qεγ⊂Cε

(x+Q1
εγ ) ⊆ C1

ε . (3.12)

Notice that, since Cε is connected, the set C̃ε is also connected. Denoting
by C1

0,ε the connected component of C1
ε which contains C̃ε, we want to show

that C1
0,ε = C1

ε . Using the arguments at the beginning of the section in the
case of a rhombus one easily gets that each connected component of C1

ε co-
incides with its rectangular envelope in Cε, defined for a set A as Cε ∩ {R :
R coordinate rectangle, and A ⊆ R}.

Assume by contradiction that there exists a component C1
1,ε 6= ∅. We claim

that the diameter of C1
1,ε is infinitesimal with respect to ε.

Since C1
1,ε ⊆ Cε \ C̃ε, we start with showing that |Cε \ C̃ε| vanishes as ε→ 0

as a suitable power of ε.
To prove this we consider the following partition of Cε \ C̃ε. Let Aε, Bε be

defined as
Aε = {x ∈ Cε \ C̃ε : dε∞(x, ∂Cε) ≤ C̃ε1−γ}

Bε = {x ∈ Cε \ C̃ε : dε∞(x, ∂Cε) ≤ C̄εγ} \Aε

where C̄ is a suitable constant depending on the geometry of the initial set C
such that Cε \ C̃ε = Aε ∪Bε.

To estimate the measure of Bε we use the convexity hypothesis and we infer
that, up to refining the choice of the constant C̄, for ε small enough

|Bε| ≤ C̄ε2γ .

As for Aε, we will simply use the estimate |Aε| ≤ cH1(∂Cε) ε1−γ . Summarizing,
we get that there exists C ′ > 0 such that the following estimates hold:

|Aε| ≤ C ′ε1−γ |Bε| ≤ C ′ε2γ . (3.13)

By comparing C1
ε with C1

ε \C1
1,ε, and using the fact that C1

1,ε ⊂ Cε \ C̃ε, we
deduce this additional estimate on the perimeter of C1

1,ε:

Pε(C1
1,ε) ≤ c

ε

(∫
C1

1,ε∩Aε
dε∞(x, ∂Cε) dx +

∫
C1

1,ε∩Bε
dε∞(x, ∂Cε) dx

)
≤ c

ε
ε1−γ |Aε|+

c

ε
εγ |Bε| ≤ c

(
ε1−2γ + ε3γ−1

)
≤ c(β) εβ ,

for any 0 < β < min(3γ − 1, 1− 2γ). Therefore from the previous inequality it
follows that C1

1,ε is contained in a coordinate square of side length c(β) εβ . Once
we know that C1

1,ε is “small”, recalling that the initial set C satisfies property
(∗), we can translate C1

1,ε of ε-steps, either in the horizontal or in the vertical
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direction, so that the distance dε∞(·, ∂Cε) is nondecreasing pointwise on C1
1,ε,

which implies that the area term is nondecreasing at each step. The process
ends when C1

1,ε touches one of the other connected components. At this point
we can substitute the two components with their rectangular envelope, in such a
way that the functional value strictly decreases. This contradicts the minimality
of C1

ε , hence C1
ε is connected.

Step 2. From the previous discussion it follows that

C1
ε = Cε ∩R1

ε ,

where
R1
ε = ∩

{
R : R coordinate rectangle, and C1

ε ⊆ R
}
.

It can be verified that the boundary of C∩R1
ε still satisfies property (*). Indeed

for any boundary point of C∩R1
ε the blow up cone is the intersection of the cones

of the two sets, and for a coordinate rectangle any blow up cone contains at least
one quadrant. As a consequence, we can iterate the arguments in the previous
step replacing the set Cε with C1

ε , which corresponds to the discretization of
the crystalline convex set C ∩ R1

ε. In this way we obtain, for any k ∈ N, that
the sets Ckε are connected and

Ckε = Ckε ∩ {R : R coordinate rectangle, and Ckε ⊆ R}.

The thesis then follows passing to the limit as ε→ 0.

3.3.3 A necessary condition for pinning

We include a necessary condition for pinned sets, which is an immediate conse-
quence of what seen above. It states that the ‘sides’ of a pinned set which have
as normal a coordinate vector cannot be shorter than 2α.

Proposition 3.21. Let E be a Lipschitz initial set such that the corresponding
limit motion is constant E(t) = E. Then the connected parts of the boundary
where one of the components attains a local maximum or minimum must have
length larger or equal than 2α.

Proof. The proof follows immediately by a local comparison close to the sides
with a rectangular motion.

Remark 3.22 (conditions for final pinning). A sufficient condition for sets to
be eventually pinned is to contain a square of side length strictly larger than
2α. The motion of such a square is trivial, and hence by comparison is always
contained in the evolution.

This is a necessary and sufficient condition for (smooth) convex initial sets,
but is far from being necessary for general sets. One example is given by set as
in Fig. 8. Note that the difference of the side lengths of the interior and exterior
square can be made arbitrarily small.

An example of a simply connected set that gets eventually pinned is given
by Fig. 13 (where we take S < α/2 and η small enough).
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η

S

Figure 13: a set pinned to a square after an initial motion

3.3.4 Pinning and de-pinning

From the results above we deduce that the regime ε ∼ τ is the critical scal-
ing separating the pinning and de-pinning regimes, in the sense that for other
scalings either all bounded initial sets shrink to a point in finite time, or all
(sufficiently regular) initial sets have a trivial motion.

Theorem 3.23 (pinning and de-pinning). (1) If τ = τ(ε) is such that

lim
ε→0+

τ

ε
= +∞

then all motions E(t) with E(0) bounded shrink to a point after a finite time;
(2) If τ = τ(ε) is such that

lim
ε→0+

τ

ε
= 0

then all motions E(t) with E(0) bounded and Lipschitz are trivial: E(t) = E(0).

Proof. (1) follows from a comparison argument with a cube C containing E(0)
and τ = αε for α sufficiently large so that C shrinks to a point. To obtain (2) it
suffices to fix τ = αε and note that the motion of the polyrectangle Eε (Eε an
approximation of E(0)) is trivial for α sufficiently small. As α→ 0+ we obtain
the thesis.

As a final remark, we note that for rectangular and polyrectangular initial
sets the motion in case (1) coincides with the continuous crystalline motion
obtained in [5] (and previously described in [26]).
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